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Abstract

Optical character recognition (OCR) from
newspaper page images is susceptible to
noise due to degradation of old documents
and variation in typesetting. In this report,
we present a novel approach to OCR post-
correction. We cast error correction as a trans-
lation task, and fine-tune BART, a transformer-
based sequence-to-sequence language model
pretrained to denoise corrupted text. We are
the first to use sentence-level transformer mod-
els for OCR post-correction, and our best
model achieves a 29.4% improvement in char-
acter accuracy over the original noisy OCR
text. Our results demonstrate the utility of pre-
trained language models for dealing with noisy
text.

1 Introduction

Newspapers capture daily life from a moment in
history. Their contents may not ever be published
in history books, but they are rife with stories about
everyday people, and connecting people to these
stories empowers journeys of personal discovery.
Connecting people to interesting and relevant ar-
ticles within a newspaper is often challenging be-
cause newspaper pages are stored as scanned im-
ages. Computer vision models have been devel-
oped to automatically separate pages into individ-
ual articles (via object recognition) and convert
each article from image to text (via OCR). Still,
because of the degradation of old documents and
variation in typesetting, the resulting text often con-
tains errors, which can cause problems for down-
stream applications of the data.

The field of Natural Language Processing (NLP)
has undergone a rapid shift in the last several years
due to the popularization of transformers as a new,
powerful tool for language modeling (Vaswani
et al., 2017). Many pretrained models like BERT
(Devlin et al., 2019) and GPT (Radford et al., 2019)
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have advanced the state-of-the-art on numerous
NLP tasks, from text classification to question an-
swering and translation. The key to the success
of these models is their flexibility; pretraining on
generic tasks like masked language modelling or
next sentence prediction gives models generalized
language knowledge, which then allows them to
be easily adapted to more specific tasks (Brown
et al., 2020). While pretrained language models
are highly adaptable to new tasks, they have been
shown to be very sensitive to noise. Models like
BERT break down easily in the presence of irregu-
lar spellings or errors in text (Kumar et al., 2020).
This work shows that in fact this type of pretrained
language model can actually be used to correct
noise.

In this work, we test the utility of transformer
models to automatically correct noisy text gener-
ated by OCR. Specifically, we fine-tune BART
(Lewis et al., 2020) on the ICDAR 2017 Post-OCR
Correction dataset (Chiron et al., 2017). Unlike
most previous approaches, fine-tuning BART does
not require character-level alignment of the train-
ing data. Our results indicate that the generalized
knowledge attained by BART during pretraining is
enough to perform well at OCR text correction with
just a small amount of task-specific fine-tuning.
Our best model improves the character accuracy of
the evaluation set by 29.4%. Correcting OCR er-
rors is a challenging task, but significantly impacts
performance on any downstream use of the data.

The following report is organized as follows:
in Section 2 we describe previous work on OCR
post-correction, in Section 3 we outline the BART
model architecture and present our methodology
for fine-tuning the model, in Section 4 we report the
results of our experiments, and finally we conclude
in Section 5.



285

2 Previous Work

OCR post-correction has been an important prob-
lem since the inception of OCR technology. Tra-
ditional approaches to OCR post-correction relied
on n-gram or dictionary-based techniques (Kukich,
1992). Recently, neural methods have become
more popular. The International Conference on
Document Analysis and Recognition (ICDAR) has
held two competitions for OCR post-correction.
The first, in 2017, was dominated by statistical
and neural machine translation approaches (Chiron
et al., 2017). The winner of the competition was
Amrhein and Clematide (2018), who still hold the
current state-of-the-art on the ICDAR 2017 bench-
mark. They use an ensemble of character-based
statistical and neural machine translation models.
The second ICDAR competition for OCR post-
correction was held in 2019, after the introduction
of transformer-based language models. The win-
ning team, from Clova AI, used BERT embeddings
as input to train CNN classifier, then character-
level sequence-to-sequence (biLSTM) for correc-
tion (Rigaud et al., 2019).

Since then, there has been continued interest in
applying pretrained language models to the task of
text correction. Nguyen et al. (2020) use BERT
embeddings to train an error detection network,
and then apply character-level NMT for correction.
BERT has also been used in the correction of er-
rors from other sources; Zhang et al. (2020) correct
errors generated by human typos. They use pre-
trained BERT embeddings as input to a biGRU to
detect errors, and then fine-tune BERT on a masked
language modeling task to correct the sentence,
where the errors detected in the first step are soft-
masked. Hu et al. (2020) use BERT embeddings
plus edit distance between the errors and candidate
replacements to correct pre-identified errors.

The above studies demonstrate the potential for
pretrained language models in text correction. The
present study builds on previous work by testing
the potential of this type of model to handle text
correction on their own in a single step, without
additional infrastructure. We were interested in
whether the generalized language knowledge ac-
quired during pretraining could be directly trans-
ferred to OCR post-correction with a small amount
of task-specific fine-tuning. To test this, we use
BART, a sequence-to-sequence transformer model
pretrained on text denoising, and fine-tune it on the
ICDAR 2017 dataset (Chiron et al., 2017). This

Figure 1: The BART architecture (taken from Lewis
et al. 2020). Corrupted text is input to a bidirectional
encoder (left), and then the likelihood of the original
text is calculated by an auto-regressive decoder (right).

Figure 2: Transformations used for noising text in pre-
training (taken from Lewis et al. 2020).

approach is novel in that error detection and cor-
rection are handled together in one step, and the
model uses full sentences rather than performing
character-level translation. To our knowledge, this
is the first time that BART has been applied to the
task of OCR post-correction. Our results suggest
that BART can in fact be satisfactorily tuned as a
stand-alone text correction model.

3 Methods

Next we outline the original BART model, fol-
lowed by the methods used to fine-tune it for OCR
post-correction.

3.1 BART model

Bidirectional and Auto-regressive Transformers
(BART) is a sequence-to-sequence language model
pretrained on a variety of denoising tasks to acquire
general knowledge about how language works from
large amounts of training data (Lewis et al., 2020).
The BART architecture is shown in Figure 1; it con-
sists of a bidirectional encoder (as in BERT: Devlin
et al. 2019) plus an auto-regressive decoder (as in
GPT: Radford et al. 2019). BART has achieved new
state-of-the-art results on several NLP benchmarks,
including dialogue response generation, question
answering, and summarization.

One of the key differences between BART and
other popular pretrained language models is its
training objective. Where most language models
are trained on a masked token prediction or next
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OCR Error Type Example Corresponding BART
Pretraining Objective

Over-segmentation indecent→ in decent Text Infilling
Under-segmentation and just→ andjust Token Deletion

Misrecognized Character into→ ipto –
Missing Character what→ hat Token Deletion

Hallucination (empty string)→ %_a_q$ Text Infilling

Table 1: Mapping of common OCR error types to BART’s pretraining objectives.

token generation task, BART is trained to recon-
struct text which has been corrupted in a variety of
ways. BART’s pretraining objective can be seen as
a generalization of masked language modelling: in
addition to token masking, input may also undergo
a combination of token deletion, text infilling, sen-
tence permutation, and document rotation. The
set of text noising transformations used in BART
pretraining is illustrated in Figure 2. By using
a broader range of methods for corrupting input
text, BART becomes more robust to noise. Adding
noise to training data has been shown to improve
model performance across many domains, even
outside of NLP. In computer vision, for example,
augmenting image data with color jitter or random
erasing during training improves models for im-
age classification and object detection (Shorten and
Khoshgoftaar, 2019).

For our purpose of correcting errors in OCR-
generated text, pretraining BART on various types
of noisy data is particularly advantageous. First,
because of the similarity between the types of text
corruption seen during pretraining and the corrup-
tion introduced by OCR, BART theoretically could
be fine-tuned for OCR-specific error types with
a relatively small set of examples compared with
state-of-the-art. Table 1 shows the most common
types of errors introduced by OCR, and maps each
to the closest corresponding BART pretraining ob-
jective. In particular, BART’s token deletion and
text infilling tasks are suited to OCR correction, as
OCR frequently either misses characters or injects
spurious characters. Notably, however, BART’s
pretraining involved deletion or insertion of entire
tokens, whereas in OCR data it’s more common to
for individual characters to be deleted or inserted,
rather than entire words.

Another important feature of BART which
makes it particularly suitable for OCR correction is
that input to the encoder need not be aligned with
the decoder output. This is ideal for dealing with

errors that result in a different number of tokens be-
tween the source and target texts, such as over- or
under-segmentation, missing characters, or halluci-
nated characters, which are very frequent in OCR
text. Dealing with the alignment of noisy and gold-
standard texts is a non-trivial issue in creating OCR
correction models, especially when creating train-
ing data. By using BART, we bypass the alignment
problem.

3.2 Dataset

BART’s pretraining corpus includes all of English
Wikipedia plus the BookCorpus, which represents a
wide range of genres. To fine-tune BART for OCR
post-correction, we use the ICDAR 2017 Post-OCR
Correction Dataset (Chiron et al., 2017). The data
is a mixture of historical newspaper and monograph
texts, ranging in date from 1744 to 1911. The
dataset includes French and English language texts,
but as BART was pretrained on English data only,
French texts were removed for fine-tuning. The
remaining English data contains 38,975 training
sentences (27,414 monograph, 11,561 periodical)
and 7,759 evaluation sentences (3,966 monograph,
3,793 periodical).

3.3 Fine-tuning Methods

We use Huggingface’s transformers package for
fine-tuning (Wolf et al., 2020). To prepare the data
for input to the model, we split each article into
sentences and removed the special alignment char-
acters. Each sentence is tokenized with BART’s
tokenizer, which uses byte-level Byte Pair Encod-
ing. The tokenized data is passed to the model one
full sentence at a time.

The ‘bart-base’ checkpoint is our starting point
for fine-tuning. The model is trained using batch
size 6, AdamW optimizer, and cross-entropy loss
between the model output and the target text to
update weights. 3 epochs of training took approx-
imately 2hr to train on a Tesla V100 SXM2 GPU
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Error Type Source Prediction Target
Over-
segmentation

...before the follow ing
morning...

...before the follow- ing
morning...

...before the follow- ing
morning...

Under-
segmentation

Two Closes of Rich
oldSwarth LAND,
adjoining each other...

Two Closes of Rich old
Swarth LAND, adjoining
each other...

Two Closes of Rich old
Swarth LAND, adjoining
each other...

Misrecognized
character

We sailed from Kalaniita
Bay, ar.d soon we made
the coast

We sailed from Kalaniita
Bay, and soon we made
the coast

We sailed from Kalamita
Bay, and soon we made
the coast

Missing char-
acter

er a good deal of
argument, the facts were
agreed to be turned ipto a
special case

After a good deal of
argument, the facts were
agreed to be turned into a
special case

After a good deal of
argument, the facts were
agreed to be turned into a
special case

Hallucination 248 THE FAMOUS
niSTORY How Fryer
Bacon burnt his books of
Magick

Fryer Bacon burnt his
books of Magick

Fryer Bacon burnt his
books of Magick

Table 2: Example results for different error types.

with 16GB RAM.

4 Results

Next we discuss the results of fine-tuning BART
for OCR post-correction. Our model can handle
a wide variety of error types, and improves the
overall text accuracy by 29.4% on the evaluation
set.

4.1 Qualitative Analysis

There are five main types of errors produced
by OCR: (1) over-segmentation, (2) under-
segmentation, (3) misrecognized character, (4)
missing character, (5) hallucination. After fine-
tuning, BART can recognize and correct all five
types of errors.

Table 2 shows examples of how our model han-
dles each type of error. For over-segmentation er-
rors, our model corrects errors by adding a hyphen
to the initial word fragment, rather than deleting the
space and writing as a single word. This reflects the
way the target text was formatted. These errors are
typically due to words being broken across lines to
fit within the margins.

We also found that the proposed model is less
consistent at recognizing under-segmentation er-
rors, most likely because it is less common in the
ICDAR data, as well as the fact that deleting spaces
has no direct parallel in BART’s pretraining; the

token deletion seen during pretraining always con-
sisted of multi-character tokens.

For misrecognized character errors, the model
consistently corrects the misspelling of common
words, but struggles to correct misspelled proper
names. Since proper names generally have very
idiosyncratic spellings, they are much harder to
predict, so the fact that our model struggles to cor-
rect unusual names is not a surprise.

In the example of an error involving missing
characters, our model successfully recovers the
missing character to complete the first word of the
sentence. Note that in this example, the model also
identifies and corrects a misrecognized character
later in the sentence. This demonstrates the model’s
ability to automatically correct an arbitrary number
of errors in a given input, without additional input
information about the number or location of errors.

Last, in the hallucination error example, where
there are characters which have no equivalent in the
target text, our model correctly deletes the spurious
characters. Hallucinated characters in the dataset
are often non-alphabetic symbols (as shown in Ta-
ble 1), which may make learning to identify such
errors easier, but as shown in the example in Ta-
ble 2, the model is able to recognized hallucinated
alphabetic characters as well.
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Approach Monograph Periodical Overall
Char-SMT/NMT (Amrhein and Clematide, 2018) 43 37 40
CLAM (Chiron et al., 2017) 29 22 26
EFP (Chiron et al., 2017) 13 0 7
MMDT (Schulz and Kuhn, 2017) 20 0 10
WFST-PostOCR (Chiron et al., 2017) 28 0 14
Coustaty et al, 2018 (Coustaty et al., 2018) 30 10 20
Nguyen et al, 2020 (Nguyen et al., 2020) 36 27 31
BART w/ no fine-tuning -7 -9 -8
Fine-tuned BART 32 23 29

Table 3: Model comparison on the English ICDAR 2017 dataset. Percent improvement is reported for the Mono-
graph and Periodical sections, as well the overall improvement.

4.2 Quantitative Analysis
Performance on OCR post-correction is standardly
measured by percent improvement between the
source text and model prediction. This is calcu-
lated as shown in Equation (1), where dist(·) is the
Levenshtein distance between two strings, s is the
noisy source text, p is the predicted text from the
model, and t is the target text.

%improvement :=
dist(s, t)− dist(p, t)

len(t)
(1)

Off-the-shelf BART with no fine-tuning does
poorly at correcting errors, resulting in a 7.6% de-
crease in character accuracy. Our best fine-tuned
model, on the other hand, achieved 29.4% improve-
ment in text accuracy on the evaluation set, with
32.2% improvement on monographs and 23.1%
improvement on periodicals. The disparity in per-
formance between monographs and periodicals can
be seen across other previous approaches, and is
likely due to the imbalance in the training data, and
possibly to the higher difficulty of the periodical
genre.

The 37 point improvement in performance re-
sulting from fine-tuning is remarkable given the
relatively small size of the task-specific training
set. The poor performance of BART before fine-
tuning is somewhat surprising, given the similar-
ity between the pretraining and fine-tuning tasks;
one possible explanation is that during pretraining
entire tokens were masked, inserted, or deleted,
whereas during fine-tuning the errors were gener-
ally at the individual character level. Thus, while
pretraining was not enough to yield strong results
on OCR correction, the model could adapt quickly
to the task because the only difference was the av-
erage span size of corrupted text.

A comparison of fine-tuned BART with previous
approaches is shown in Table 3. For the sake of
direct comparison, only approaches which reported
evaluation metrics on the ICDAR 2017 dataset
are included in the table. Fine-tuning BART on
different datasets would allow for direct compar-
isons with other approaches (e.g. the Chinese typo
dataset from Zhang et al. 2020); we leave this
to future work. Overall, while the Amrhein and
Clematide (2018) model outperforms ours, our ap-
proach is arguably simpler, as it requires no align-
ment information to train and performs both detec-
tion and correction in a single step. Furthermore,
several additional techniques, like artificially in-
jecting additional noise into training data, and hy-
perparameter optimization, could likely improve
BART’s performance even further.

5 Conclusion

In this work, we explored the use of BART for
automatic correction of noisy text data generated
by OCR. Our best model achieves 29.4% improve-
ment in text accuracy. The resulting improvement
in OCR text quality impacts all subsequent applica-
tions of the data. The approach described above is
not specific to errors introduced by OCR; the same
methods could in principle be applied to correct any
type of noisy data, from the output of handwriting
recognition models, to human-generated typos. Fu-
ture work might test the utility of fine-tuning BART
on a wider range of noisy text types, including fine-
tuning mBART for correction of non-English data,
as well as comparing BART with other sequence-
to-sequence language models on text correction.
Error correction is a critical first step for any NLP
task when working with noisy data sources, and
thus remains an important problem for the field.
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