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Abstract

We present DreamDrug, a crowdsourced
dataset for detecting mentions of drugs in noisy
user-generated item listings from darknet mar-
kets. Our dataset contains nearly 15,000 man-
ually annotated drug entities in over 3,500
item listings scraped from the darknet market
platform "DreamMarket" in 2017. We also
train and evaluate baseline models for detecting
these entities, using contextual language mod-
els fine-tuned in a few-shot setting and on the
full dataset, and examine the effect of pretrain-
ing on in-domain unannotated corpora.

1 Introduction

This paper describes the construction of
DreamDrug, a dataset of drug-related prod-
uct listings from darknet marketplaces with
human-annotated drug entities, suitable for
training and evaluating named entity recognition
(NER) systems. We provide a detailed description
of all steps of annotation and dataset construction,
and we also optimize and evaluate standard NER
architectures on the new corpus. Our experiments
include training models in a few-shot setting
and using the full dataset, as well as a study of
the effect of domain-adaptive pre-training using
unannotated datasets of similar topic and genre.
All software used in producing DreamDrug and
for reproducing our experiments is published under
an MIT license along with sample data files1, the
full dataset is available upon request2. Our main
contributions are the following:

1. Specifications of an annotation task for mark-
ing mentions of drug entities in darknet mar-
ket listings

2. A detailed description of preprocessing and
1https://github.com/jbogensperger/

DRUG_CROSSNER
2DreamDrugDataset@gmail.com

filtering steps used to create the annotation
input

3. The novel NER corpus DreamDrug, anno-
tated by crowdworkers based on these specifi-
cations and reviewed manually by the authors

4. Quantitative evaluation of standard super-
vised learning architectures for NER on the
DreamDrug dataset, in a few-shot setting
and using the full dataset

5. Three unannotated datasets for domain-
adaptive pretraining and experiments demon-
strating their impact on the performance of
the NER baselines

The paper is structured as follows. In Section 2
we introduce the task and provide an overview of
recent related work on information extraction from
noisy user-generated text. Section 3 describes the
corpus construction process. Section 4 and Sec-
tion 5 present our baseline experiments and results,
respectively, and Section 6 provides a brief conclu-
sion.

2 Background

Extracting information from text concerning illicit
drug consumption or trade is a non-trivial task,
since such information is rarely available in a struc-
tured form. Patients who misuse their medication
are more likely to discuss this on social media than
with medical professionals (Bigeard et al., 2018),
while drug dealers intentionally misspell names of
drugs on social media to prevent automatic detec-
tion (Li et al., 2019). Drug-specific named entity
recognition (NER) models are most often devel-
oped for the medical domain and cannot handle
such misspellings, the usage of slang, and other
characteristics of noisy user-generated texts such
as lack of punctuation and non-standard grammar
(Rezaei et al., 2020). Many of these issues are

https://github.com/jbogensperger/DRUG_CROSSNER
https://github.com/jbogensperger/DRUG_CROSSNER
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peruanse 92 cocain very good snife and for people
tghe want cooking out very good smills good frech
from the block orginail good good good AAA.

Figure 1: Sample listing from the DreamMarket dataset

illustrated by the example listing from a darknet
marketplace in Figure 1.

Still, many organizations are dependent on ex-
tracting information about drugs or similiar goods
from noisy online sources. Public health organiza-
tions study drug use patterns in society such as the
opioid epidemic in the United States (Ostling et al.,
2018), pharmaceutical companies can collect evi-
dence of adverse drug reactions from social media
data (Chen et al., 2017), and law enforcement agen-
cies can track illicit trading activities in darknet
markets. Each of these use-cases can be supported
by the automatic detection of drug entities in noisy
user-generated text. To enable the development of
such systems we create a dataset for training and
evaluation by annotating drug-related item listings
of darknet marketplaces. An example of such a
listing is shown in Figure 2.

2.1 NER in User-Generated Texts

Much of recent research on named entity recogni-
tion in user-generated texts was facilitated by the
2017 W-NUT Shared Task on Novel and Emerging
Entity Recognition (Derczynski et al., 2017). The
dataset provided by the organizers of the competi-
tion was compiled from a variety of social media
sources (Twitter, Reddit, Youtube, StackExchange),
annotated for 6 categories (person, location, cor-
poration, product, creative work, group) by mul-
tiple crowdworkers, and corrected by the authors.
The difficulty of the task of detecting novel en-
tities in noisy domains is indicated by the rela-
tively low performance of all competing systems.
The top-performing system of Aguilar et al. (2017)
achieved an average F-score of 41.86 on the evalua-
tion dataset. Their system combines character- and
word-level features with gazetteers for each entity
type, and uses them as input to a Bidirectional Long
Short-term Memory (BiLSTM) network with a
Conditional Random Fields (CRF) classifier. Other
top-performing approaches included Jansson and
Liu (2017), who use LDA topic modeling for cre-
ating word-level features for an LSTM classifier
with a CRF output layer, and Lin et al. (2017), who
incorporated part-of-speech tags and dependency
relations in their word representations and also used

a BiLSTM with CRF output layer. A significant
improvement on this benchmark was achieved by
Akbik et al. (2019b) using pooled contextualized
embeddings, a method to aggregate character-level
representations from contextual language models.
This method is implemented in the FLAIR frame-
work (Akbik et al., 2019a) and achieves an F-score
of 49.59 on the W-NUT 2017 dataset.

We are aware of two annotated NER corpora
from the darknet domain. Durrett et al. (2017)
created a dataset for identifying products in cyber-
crime marketplace postings, annotating 1,938 posts
across 4 forums. When training NER models on
data from the same forum, they achieve F-score
performances between 83 and 90, in a cross-forum
setting their performance drops by 7-11 points.
A more recent darknet dataset is NUToT (Nabki
et al., 2020), containing 851 sentences from darknet
sources annotated manually with the categories of
the W-NUT challenge. Their experiments involve
compensating for the absence of domain-specific
gazetteers with Local Distance Neighbor (LDN)
features, a method for enriching word representa-
tions with nearest neighbors in a word embedding
space. Performance of top-performing systems on
their dataset is in the range of 40 to 60 across
categories (F-scores of entities). The corpus we
introduce in this paper is annotated for a single
entity type (drug) that is more specific than the
categories of W-NUT and NUToT and allows our
simple baselines to achieve F-scores above 70 even
in a few-shot setting and above 80 when using the
full dataset (see Section 5). In addition to enabling
higher accuracy, we believe that NER datasets that
correspond directly to a narrow information ex-
traction task are better models of real-world NER
use-cases than the commonly used datasets labeled
for broad categories such as person, location, orga-
nization, or even product. While the fine-grained
task definiton necessary for consistent annotation
of DreamDrug (see Section 3.2) requires consid-
erations specific to a single task, it also provides an
example of the narrow and domain-specific entity
categories that are typical of real-world NER ap-
plications. Besides providing a novel dataset and
baseline models, our work also demonstrates that
entity recognition tasks for narrow domains and
specialized text genres can benefit from even small
amounts of annotated data.
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Figure 2: Sample drug item listing on the darknet platform White House Market

2.2 Crowdsourcing for NER

Crowdsourcing, the practice of soliciting non-
expert annotators for assistance in creating datasets
on a scale, usually with the help of online platforms,
has become a standard practice of researchers aim-
ing to build annotated corpora with limited re-
sources. The most common scheme, where crowd
workers are rewarded for each annotation task they
complete, is sometimes referred to as mechanized
labor (Sabou et al., 2014). In Section 3.3 we shall
give a detailed description of the entire process of
creating the DreamDrug dataset. For defining the
Named Entity Recognition task we consult several
recent sets of guidelines for NER tasks (Finin et al.,
2010; Nédellec et al., 2006; Benikova et al., 2014).
When designing the annotation process we rely on
discussions of annotation methodologies in (Sabou
et al., 2014) and (Fort et al., 2009). Approaches to
measuring inter-annotator agreement are studied in
detail by Asheghi et al. (2014), crowdsourcing tech-
niques are discussed by Feyisetan et al. (2018), and
we also rely on the work of Gomes et al. (2020) for
initial effort estimation, which we see as essential
in ensuring the ethical treatment of annotators.

3 Corpus construction

3.1 Data preparation

The starting point for our corpus construction pro-
cess is a segment of the AZSecure dataset (Du
et al., 2018) containing 91,463 darknet market list-
ings scraped from Dream Market, collected be-
tween 2013 and 2017. Listing documents typically
contain a product name and description along with
metadata such as price, quantity, contact informa-
tion of the vendor, etc. We extracted 45,446 items
belonging to categories associated with drugs and
performed a series of data cleaning steps. First,
deduplication removed all listings containing
exactly the same description text as another item
listing. The English only step removed all
listings with a description text categorized as other
than English by the language-detection li-
brary (Shuyo, 2010). Next, outlier lengths
removed listings with a description text longer
than 3000 characters or shorter than 30 characters.
While this step also removed some relevant con-
tent, it efficiently filtered product listings with long
boilerplate sections (e.g. about delivery details),
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as well as items that contained no relevant text
(e.g. a product description might only state Free
shipping). Finally, soft deduplication re-
moved listings with a description text whose first
100 characters contained the same non-numeric
characters as another listing’s description, charac-
teristic of listings of the same product with different
quantities. The resulting dataset contains 11,674
items, Table 1 shows the number and percentage of
listings removed by each filtering step.

filtering step # removed % removed # kept

deduplication 25,012 55.0% 20,434
English only 2,102 10.3% 18,332
outlier lengths 1,488 8.1% 16,844
soft deduplication 5,170 30.7% 11,674

Table 1: Number and percentage of item listings filtered
in each step (see text for description of each step)

For the construction of the DreamDrug dataset
we used the product name and product descrip-
tion fields of the 11,674 remaining listings, the fi-
nal dataset contains 3,507 items randomly selected
from this set. Common unique identifiers of ven-
dors in the product description texts were replaced
with random values. Telephone numbers were de-
tected using the python library phonenumber3,
email addresses and URLs were replaced using reg-
ular expressions (see Appendix B) and the faker4

package, while vendor names were available as sep-
arate fields in the original database. Finally, prod-
uct description texts were tokenized using Stanza5

(Qi et al., 2020), version 1.2.0.

3.2 Task definition
Our definition of which sequences of words con-
stitute drug entities was developed in an initial set
of experiments that involved manual annotation
of 500 item listings by the authors. Our starting
point was the definition used by the Food and Drug
Administration (FDA) (U.S. Food and Drug Ad-
ministration, 2021):

1. “articles intended for use in the diagnosis,
cure, mitigation, treatment, or prevention of
disease”

2. “articles (other than food) intended to affect
the structure or any function of the body of

3https://pypi.org/project/
phonenumbers/

4https://github.com/joke2k/faker
5https://stanfordnlp.github.io/stanza/

man or other animals.”

The guidelines we developed for consistent anno-
tation clarify that for an entity to be labeled it
must uniquely identify a specific article accord-
ing to the FDA definition. Besides direct mentions
of substances (cocaine, THC, etc.), slang terms
that clearly identify a drug, such as speed and pep
for amphetamine or Mary Jane for cocaine, are
also considered drug entities. Phrases that do not
uniquely identify a substance, such as Charley’s
mellow Sleeper Bars or Green Dom Perignon, are
not to be annotated. Following the FDA defini-
tion we do not annotate substances occurring nat-
urally in the human body such as testosterone or
dopamine. Phrases referring to the physical form
of a drug only are also not annotated, even if the
form is unique to a particular drug, as e.g. blotter
is to LSD. The common term mushroom consti-
tutes a corner case, as one may argue that it refers
to the form of a drug, but since in this dataset it
clearly identifies a particular chemical (psilocybin,
the active agent of all types of magic mushrooms),
we decided to annotate it as a drug entity. Some
phrases describing drugs contain multiple elements
that could each be annotated as a separate drug
entity based on our definition. Examples include
phrases such as Viagra Sildenfanil and Haze weed
— we annotate these as two subsequent drug spans.
The annotation guidelines provided to crowd work-
ers contain a simplified description of our definition
with examples and is presented in Appendix C. All
documents annotated by crowd workers were sub-
sequently reviewed and corrected manually by the
authors to ensure high quality and consistent treat-
ment of corner cases — details of the annotation
and review process are presented in Section 3.3.

3.3 Data annotation

Crowdsourced annotation was performed using the
definition of drug entities presented in Section 3.2.
The guidelines presented to annotators were revised
several times during pilot experiments that involved
the implementation of two annotation interface pro-
totypes using the platforms Appen and Amazon
Mechanical Turk (AMT), both of which are regu-
larly used for annotating NER datasets (Jalal et al.,
2020; Feyisetan et al., 2015; Bontcheva et al., 2017;
Feyisetan et al., 2018). Appen was then chosen, pri-
marily because of its built-in capabilities for evalu-
ating annotator performance and for screening an-
notators using test questions. Due to an unexpected

https://pypi.org/project/phonenumbers/
https://pypi.org/project/phonenumbers/
https://github.com/joke2k/faker
https://stanfordnlp.github.io/stanza/
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Figure 3: Screenshot of the annotation interface on Amazon Mechanical Turk. The long version of the annotation
guidelines (see Appendix C) was accessible via the Instructions button.
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Figure 4: Screenshot of the annotation interface on
Appen.

licensing issue we were forced to switch platforms
during the annotation process, and the final dataset
was constructed using annotations from both Ap-
pen and AMT, agreement figures and dataset statis-
tics in this section are provided for both platforms.
Crowdworkers were presented with the text of one
listing at a time and asked to mark the beginning
and end of sequences of words that identify a drug.
The title of the listing was provided as context.
Screenshots of the annotation interfaces on Ama-
zon Mechanical Turk and Appen are shown in Fig-
ures 3 and 4, respectively. On Appen, instructions
were provided in a separate window and contained
the full annotation guidelines shown in Appendix C.
These longer guidelines were available to AMT
workers when they clicked the Instructions button.

Annotation quality was monitored by measuring
Inter-Annotator Agreement (IAA) and by conduct-
ing manual reviews of annotation samples from
each worker. Parameters of the annotation process
such as reward per task, maximum time per assign-
ment, and number of annotations solicited for each
listing, were updated during the annotation process
based on our experience — a detailed description
of this process is available in the Appendix of (Bo-
gensperger, 2021). We obtained over 4,000 valid
annotations from Appen and over 7,400 from AMT.
Appen annotators received a fixed payment of ei-
ther $0.06 or $0.08 per annotated document (the
exact rate changing across batches), on AMT rates
also varied across annotators and payments per
row ranged between $0.09 and $0.30, while hourly
rates varied between $12 and $18. Our total in-
curred costs were $548 on Appen and $1505 on
AMT, in the former case this included payment for
995 additional annotations that were invalidated
based on annotators’ performance on the test ques-
tions. Table 2 shows inter-annotator agreement
(IAA) values for annotations obtained via each of
the two platforms. Following Viera and Garrett
(2005) and Hripcsak and Rothschild (2005) we
used F1-Agreement as the primary IAA measure,

IAA AMT Appen

Cohen’s Kappa 0.76 0.43
Micro F1 0.79 0.55
Macro F1 0.78 0.60

Table 2: Inter-Annotator Agreement measures for
the overall annotations by crowd workers of Amazon
MTurk and Appen. Macro F1 is the average of F1 scores
across pairs of annotators.

MTurk Appen

% of characters added 8.56 25.81
% of characters deleted 3.51 0.89
% of spans added 13.19 27.49
% of spans deleted/altered 8.65 10.45

Table 3: Average effort of the review process.

Cohen’s Kappa is also calculated for comparison.
Spans annotated by at least two annotators were re-
viewed and corrected manually by the authors, then
all annotated documents were reviewed once again
by the authors to find missing annotations. The
review process followed the principles described
in Section 3.2. Table 3 shows the amount of edit-
ing performed for each portion of the annotations.
Both of these figures and the agreement scores
show a considerable difference between the quality
of annotations from the two platforms, and with-
out further study we can only speculate that this
may be attributed to the continuous improvement
of the annotator instructions based on our experi-
ences, the different presentations of these instruc-
tions (MTurk annotators had access to a short and
long version), or to the different incentive systems
of the two platforms (AMT workers were required
to hold a “master” qualification on the platform,
which they could lose when providing low-quality
annotations, while Appen workers’ performance
was only controlled on the test questions).

The final dataset contains 3,507 item listings
with 364,003 tokens, 14,934 annotated spans and
3,048 unique drug entities. The dataset was
split into training, validation, and test portions
of 2244, 561, and 702 listings, respectively. Ta-
ble 4 provides basic descriptive statistics about the
DreamDrug dataset, further statistics as well as
a list of the most frequent spans are presented in
Appendix A. Manual evaluation of a sample of
rare spans reveals that while some of them refer to
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Min Max Mean Median

words / doc 3 534 103.8 61
chars / doc 25 2,930 572.6 334
words / entity 1 20 1.9 2
chars / entity 1 80 12.1 10
entity / doc 0 101 4.26 2

Table 4: Descriptive Statistics of dataset

rare entities, such as names of cannabis strains (e.g.
alien technology) or specific chemical descriptors
(e.g. n-acetyl-p-aminophenol), most of them are
spelling variations of common drugs (e.g. "Oxy-
codone hydrochloride" instead of . . . "Oxycodone
HCL") and misspellings ("Oxymorophone" instead
of "Oxymorphone").

4 Experiments

We train a set of baseline transformer-based mod-
els, examine the effects of domain-adaptive pre-
training using multiple datasets, and also evaluate
top-performing models in a few-shot training sce-
nario.

4.1 Baseline models

We train the standard BERT-based architecture for
Named Entity Recognition (Devlin et al., 2018),
which consists of a transformer layer and a linear
layer with dropout, using the PyTorch-based imple-
mentations from Huggingface (Wolf et al., 2020),
similar to the system in (Liu et al., 2021). We
train systems based on the bert-base-cased
and roberta-base models with default param-
eters, using the Adam optimizer, a learning rate of
5 · 10−5, and a batch size of 4. For the few-shot
learning setup we used only the first 100 documents
from the training set. In both setups we trained our
models for 10 epochs. We also train the FLAIR6

system (Akbik et al., 2019a) using default hyper-
parameters and training for 50 epochs. We use
BERT (bert-base-cased) as the input repre-
sentation of the FLAIR system because it yields
better results than FLAIR’s own contextualized
embedding (Akbik et al., 2019b). For evaluation
we use standard NER metrics as defined by the
CoNLL 2003 shared task (Tjong Kim Sang and
De Meulder, 2003), computing precision, recall,
and F-score, where a predicted named entity is con-
sidered correct only if it is an exact match of a

6https://github.com/flairNLP/flair

gold standard entity. While Named Entity Recogn-
tion is generally implemented on the sentence level,
the relatively short average length of listings (see
Table 4) allows us to train the baselines on full doc-
uments, limited only by the maximum input length
of BERT, 512 (subword) tokens. While the aver-
age number of words per document in our dataset
is 103.79, the average number of subword tokens
output by BERT’s tokenizer is 152.18, and 4.1%
of documents are longer than the maximum input
length of 512, these were clipped at 512 tokens for
training and evaluation of each of our baselines.
A final preprocessing step involved removing all
punctuation except commas from item descriptions
to reduce noise, the regular expressions we used
are presented in Appendix B.

4.2 Domain adaptation

We improve the performance of our baselines by
pretraining on unannotated text representing the
domain and/or genre of the DreamDrug dataset.
We compile three datasets that can be used sep-
arately or in combination. Dreammarket con-
tains Dreammarket product listings of drugs that
were not used in creating DreamDrug. The size
of this dataset is slightly above 800 000 words.
The Grams dataset is constructed from the Dark-
net Market Archives (Branwen et al., 2015), us-
ing the subsets Abraxas, Agora, Alpha, ME, and
Oxygen, and contains listings from a variety of do-
mains. This dataset contains nearly 1.7 million
words. The third dataset used for domain adapta-
tion, Wikipedia, was constructed using 3,210
drug-related articles downloaded from Wikipedia7

using its Python API8. Sections of Wikipedia ar-
ticles that do not typically contain running text
(References, See also, and External Links) were
removed, and the remaining text was searched for
possible mentions of drug entities by annotating
each sentence for mentions of entities in the knowl-
edge graph DBPedia (Auer et al., 2007) using the
annotate function of the Spotlight API9, which
performs fuzzy matching. Drug entities were de-
tected based on the presence of the DBPedia at-
tributes dbp:legalUs or dbp:legalUn, sen-
tences containing entities with either of these at-
tributes were added to the dataset used for domain
adaptation. The size of the resulting dataset is

7https://en.wikipedia.org/
8https://pypi.org/project/wikipedia/
9https://pypi.org/project/

spacy-dbpedia-spotlight/

https://github.com/flairNLP/flair
https://en.wikipedia.org/
https://pypi.org/project/wikipedia/
https://pypi.org/project/spacy-dbpedia-spotlight/
https://pypi.org/project/spacy-dbpedia-spotlight/
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Base DAPT D F1 Prec. Rec.

FLAIR None NA 59.72 60.29 59.16
BERT None 0 63.80 67.84 60.21
BERT All 0 69.86 72.91 67.06
BERT None 0.5 62.93 70.59 56.77
BERT DM 0.5 69.43 74.20 65.23
BERT Grams 0.5 68.49 71.87 65.41
BERT Wiki 0.5 64.32 68.76 60.42
BERT All 0.5 70.98 76.73 66.04
RoBERTa All 0.35 69.11 73.54 65.18

Table 5: Performance of top baseline configurations
in the few-shot scenario. The column DAPT indicates
the dataset(s) used for domain-adaptive pretraining, D
indicates dropout rate.

more than 880 000 words, the three datasets for do-
main adaptation together contain nearly 3.4 million
words.

5 Results

Tables 5 and 6 present the perfomance of top
baseline configurations in the few-shot setting and
when using the full training set. The BERT-based
systems achieved higher scores in the few-shot
setup, while RoBERTa-based setups performed bet-
ter when trained on the full dataset. For both se-
tups we include the performance of the top sys-
tem with and without dropout as well as with
domain-adaptive pretraining (DAPT) on each of
the additional datasets. For both the few-shot
setup and the full training set we also include
the best-performing configuration of the other lan-
guage model (RoBERTa for the few-shot setting
and BERT for the full dataset) and the performance
of the best FLAIR model. The effect of domain
adaptation using in-domain unannotated text is es-
pecially pronounced in the few-shot setting, where
it achieves an 8 point increase in F-score, 6.5 of
which can be achieved using only the DM dataset,
which is the one most similar to the listings in
DreamDrug. We believe this shows the strong
potential of pretraining on unannotated text that is
characteristic of both the domain and the genre of
a novel task, especially in settings where the avail-
ability of human-annotated data is limited. Finally,
Table 7 contains the results of our top models on
the test set.

6 Conclusion

We have constructed the novel dataset
DreamDrug for the task of recognizing
drug entities in darknet market listings, used it

Base DAPT D F1 Prec. Rec.

FLAIR None N/A 81.42 80.83 82.01
RoBERTa None 0 80.84 81.13 80.56
RoBERTa Wiki 0 80.83 83.65 78.20
RoBERTa All 0 81.21 86.63 76.43
RoBERTa None 0.1 80.55 81.43 79.69
RoBERTa DM 0.1 80.41 83.19 77.80
RoBERTa Grams 0.1 80.52 84.99 76.49
RoBERTa Wiki 0.1 82.16 84.86 79.62
RoBERTa All 0.1 81.51 85.37 77.98
BERT All 0.45 81.64 85.71 77.94

Table 6: Performance of top baseline configurations
using the full training set. The column DAPT indicates
the dataset(s) used for domain-adaptive pretraining, D
indicates dropout rate.

Model F1 Prec. Rec.

few-shot training

FLAIR 62.13 65.18 59.35
Our best model 73.55 78.38 69.28

full training set

FLAIR 81.82 82.75 80.92
Our best model 83.86 84.83 82.92

Table 7: Performance of top baseline configurations on
the test set

to train and evaluate baseline NER models, and
demonstrated the effectiveness of domain-adaptive
pretraining on large unannotated datasets. As one
of the first entity-annotated corpora of darknet text,
and the first task-specific one, DreamDrug will
facilitate the study of named entity recognition
and related information extraction tasks in noisy
user-generated texts. Additionally, it can also
be extended with several types of annotation,
including entities from multiple classes, relations
such as "drug-quantity" or "drug-strength", or links
from entity mentions to a knowledge base.
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A Dataset statistics

Figure 6 shows a histogram of the number of tokens
per document, Figure 7 and Table 8 present the
most frequent drug entities. Figure 5 contains the
entity frequency histogram.

Entity Frequency

cocaine 476
thc 435
mdma 428
cannabis 365
indica 350
sativa 336
hash 239
weed 215
lsd 214
hybrid 175
xanax 154
cbd 151
marijuana 150
og kush 120
xtc 116
sour diesel 116
alprazolam 104
heroin 97
oxycodone 96
speed 93
adderall 93

Table 8: Most frequent drug entities in the DreamDrug
dataset (lowercased)

B Custom preprocessing

Listing 1: Preprocessing function for the removal of
links and special characters from text
def r emove_unwanted_e lement s ( t e x t ) :

f t = r e . sub (
r ' h t t p s ? : \ / \ / \ S * [ \ r \ n ]* ' , ' ' , t e x t )

f t = r e . sub (
r ' \ S * . on ion \ S * [ \ r \ n ]* ' , ' ' , f t )

f t = r e . sub (
r ' [ \ + ! ~@#$ % ^ & * ( ) = { } \ [ \ ] : ; < . > ? \ ` " ] ' ,
' ' , f t )

f t = r e . sub ( ' , ' , ' &#44 ' , f t )

f t = r e . sub ( r ' [ −]+ ' , ' − ' , f t )
f t = r e . sub ( r ' [ _ ]+ ' , ' _ ' , f t )
re turn f t

Listing 2: Preprocessing functions for replacing email
addresses

from f a k e r import Faker
# c r e a t e random name
def ge t_ fake_name ( ) :

# can c r e a t e f a k e names
f a k e = Fake r ( )
fake_name = f a k e . name ( ) . r e p l a c e (

" " , " " )
i f random . r a n d i n t ( 1 , 10) % 2 == 0 :

fake_name = fake_name . lower ( )
i f random . r a n d i n t ( 1 , 10) % 3 == 0 :

fake_name = "%s%d " % (
fake_name . lower ( ) ,
random . r a n d i n t ( 1 0 , 9 9 ) )

re turn fake_name

def r e p l a c e _ m a i l s ( t e x t ) :
domain = [

' . com ' , ' . de ' , ' . r u ' , ' . o rg ' ]
vendor = [

' gma i l ' , ' a i r ' , ' wing ' ,
' m i c r o s o f t ' , ' h o t m a i l ' ,
' o u t l o o k ' ]

ma i l = ge t_ fake_name ( ) + '@' +
vendor [ random . r a n d i n t (

0 , l e n ( vendor ) − 1 ) ] +
domain [ random . r a n d i n t (

0 , l e n ( domain ) − 1 ) ]
re turn r e . sub (

r ' \ S+@\ S +\ s ? ' , mai l , t e x t )
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Figure 5: Frequency distribution of drug entities

Figure 6: Distribution of document length (number of
tokens) in the DreamDrug dataset

Figure 7: Word-cloud of the most frequent entities in
the DreamDrug dataset
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C Annotation guidelines

The following pages show the long version of the
annotation guidelines as they were presented to the
annotators of Appen and to AMT workers clicking
on the Instructions button on the interface shown
in Figure 3 (Section 3.3).
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Annotator Guidelines Amazon Mechanical Turk 

 

 

 

 

 

Note: The long version of the annoation guidelines was accessible over the „Instructions“ button. The 

long version was equal to the long Annotation guidelines from Appen. 

 


