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Abstract

This work investigates the value of augment-
ing recurrent neural networks with feature
engineering for the Second Nuanced Ara-
bic Dialect Identification (NADI) Subtask 1.2:
Country-level DA identification. We com-
pare the performance of a simple word-level
LSTM using pretrained embeddings with one
enhanced using feature embeddings for engi-
neered linguistic features. Our results show
that the addition of explicit features to the
LSTM is detrimental to performance. We at-
tribute this performance loss to the bivalency
of some linguistic items in some text, ubiquity
of topics, and participant mobility.

1 Introduction

Arabic exhibits diglossia—the existence of two
spoken varieties of a language side by side in a
community (Ferguson, 1959); while there are a
multitude of informal regional varieties, Modern
Standard Arabic (MSA) serves as the chief formal
variety. Not only the existence of the two spo-
ken varieties is a complex situation for linguists
to investigate (Bassiouney, 2009), but it is more
complex for data scientists to classify text data of
such a language. While phonological differences
are apparent in speech, the distinction is lost in
writing, as all varieties use the same orthographic
system.

Additionally, short vowels in the orthographic
system are represented by a diacritic above each

phoneme as “ ��
I.

�
k

�
@” meaning “he loved”; recently,

however, these vocalic diacritics are dropped from
any word as in “I. k@.” The omission is common
in news articles, institutional texts, and most obvi-
ously on social media platforms. This issue causes
what we term bivalent linguistic unit, which means
that a written text without any vocalic diacritic
can belong to any dialect depending on its readers’

dialects even if it is written in a local context, a
concept that we adopt from (Woolard, 1998). With
so few orthographic contrasts, classifying written
varieties (MSA, Arabic regional dialects) poses a
challenge.

Over the years, there have been several attempts
at classifying Arabic dialects, starting from classi-
cal natural language processing methods to deep
learning whether throughout individual work or
shared tasks such as MADAR series (Bouamor
et al., 2019), which continued to enhance Arabic
dialect identification followed by the NADI series
starting in 2019 (Abdul-Mageed et al., 2020). In
2013, Elfardy and Diab (2013) implemented a su-
pervised system for identifying MSA and Egyp-
tian Arabic at the sentence level, by predicting the
level of formality of a sentence harvested from
the web. Observing the lack of the other Arabic
dialects’ representation in previous work, Zaidan
and Callison-Burch (2014) constructed a corpus
focused on including other Arabic varieties. Using
n-gram and word character models, they were able
to evaluate annotators’ biases towards labeling text
written in their own dialects.

Deep Learning (DL) methods have revolution-
ized tasks such as large-scale language model-
ing (Bengio et al., 2003; Dauphin et al., 2017; Joze-
fowicz et al., 2016), language identification (Joulin
et al., 2017), and sentiment analysis (Dong et al.,
2014; Severyn and Moschitti, 2015; Araque et al.,
2017). The orthographic overlap between MSA
and regional dialects has posed a serious challenge
to past work on fine-grained dialect identification.
Elaraby and Abdul-Mageed (2018) demonstrated
that both recurrent and convolutional neural net-
works can surpass linear models such as logistic
regression, multinomial Naive Bayes, and linear
kernel support vector machines (SVM) classifiers.
Other methods such as word vector modeling are
able to identify some linguistic features of Arabic
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tweet corpus (Abdul-Mageed et al., 2018).

2 Data

In our experiments, we restricted ourselves to us-
ing only the official Twitter corpus provided by the
Second NADI Shared Task (Abdul-Mageed et al.,
2021). As a preprocessing step, we normalized
all partitions of the data by removing non-Arabic
words, emojis, links, and excess white space. Af-
ter normalization, we tokenized the tweets using
Keras (Chollet et al., 2015). 10% of the training
partition was set aside for monitoring validation
loss in an effort to avoid overfitting through early
stopping.1

3 Experiments

In this work, we explored two approaches2 to fine-
grained dialect classification. The first one involved
using pretrained word embeddings as the input
to an LSTM (Hochreiter and Schmidhuber, 1997)
used to encode each tweet. In Experiment 2, we
combined the LSTM from Experiment 1 with a
feed-forward neural network that encodes a con-
catenation of low-dimensional dense embeddings
representing explicit linguistic features. These lin-
guistic features were used side-by-side with the
word-level RNN from Experiment 1 with the aim
of supplementing our input with features deemed
salient to dialect classification.

3.1 Experiment 1: CBOW and LSTM

The neural architecture used for Experiment 1,
shown in Figure 1, consists of pretrained word
embeddings and an LSTM to model sequential
information. We compared two different sets of
available word embeddings: Aravec (Soliman et al.,
2017) and Mazajak (Abu Farha and Magdy, 2019).
Both sets of pretrained word embeddings were de-
veloped using Twitter data with different vocab-
ulary, vector, and corpus sizes. Although both
Aravec and Mazajak achieved similar results, the
Mazajak word embeddings trained using Contin-
uous Bag of Words (CBOW) (n = 100M tweets)
achieved the optimal results in these experiments.
As a result, an embedding matrix of the shape [max-
imum features, embedding size] was created to
serve as the weights in the embedding layer in our
neural network model.

1The early stopping patience was set to 2.
2Code: github.com/clu-ling/wanlp-2021

Our neural architecture for Experiment 1 con-
sists of three layers.3 Input to the first layer is
restricted to a maximum 80 tokens. The second
layer is an embedding layer initialized using the
pretrained Mazajak word embeddings. The third
layer is an LSTM layer with 300 units, a dropout
rate of 0.3, and a recurrent dropout rate of 0.2.

Figure 1: Experiment 1 - The Pipeline for the Arabic
Identification System involves 1) data preparation, 2)
the extraction of embedding matrix from the CBOW,
and 3) a neural network with three layers.

3.2 Experiment 2: Engineered features

Experiment 2 extends the architecture of Exper-
iment 1 by injecting linguistic information using
engineered features to learn low-dimensional dense
embeddings. These linguistic units are unique dis-
tinctive features that signify each dialect from each
other. These features vary in terms of their linguis-
tic types starting from demonstrative markers to
degree markers. Figure 2 shows the architecture of
this two-component network.

The first component works the same way as the
model in the Experiment 1 in which the embed-
ding layer receives its weights from the embed-
ding matrix of the pretrained word embeddings.
The second component takes a binary vector rep-
resenting features present in a document (tweet).
We use 56 linguistic to represent all 21 Arabic di-
alects. The input vector of the 56 binary values is

3The hyperparameters used are as follows: embedding
size of 300, vocabulary size of 50000, batch size of 64, and
maximum sequence length of 80.

https://github.com/clu-ling/wanlp-2021
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Figure 2: Experiment 2 - the two-component archi-
tecture combining word embeddings with embeddings
learned for explicit linguistic features. One input con-
sists of pretrained word embeddings fed into an LSTM.
The second input is a concatenation of learned embed-
dings for linguistic features. Finally, the two inputs are
combined through concatenation prior to classification.

used to select low-dimensional feature embeddings
which are concatenated and fed through a simple
feed-forward network consisting of two 100-unit
hidden layers with ReLU activation followed by
an element-wise multiplication before being con-
catenated to the output of the LSTM described in
Experiment 1.

Table 1 shows a sample of engineered linguistic
features. These simple features represent expres-
sions and terms commonly used in each dialect.
If one of these features is present, it is assigned 1
otherwise 0. Though here we only report results for
the model using positive features, we also explored
learning representations for the absence of features
(NOT X).

Dialect Sample features Gloss

Iraqi �
�ñ

	
k ok / good

Saudi @
	
Y» like this

Moroccan ú


ÍAK
X / ÈAK
X of-genitive

Table 1: A small sample of the engineered linguistic
features for Egyptian, Iraqi, Saudi, Moroccan dialects
from DA Subtask 1.2.Each binary feature was used to
learn a dense low-dimensional embedding.

4 Results & Discussion

We evaluated the architectures from both experi-
ments on development data provided for the task.
Based on the performance of the two systems, our
submission for the shared task uses the architecture
from Experiment 1 which does not incorporate any
engineered linguistic features.

Our results, shown in Table 2, emphasize the
main findings of this article: linguistic features (at

Metric (macro) Model 1 Model 2

Accuracy 41.36 37.82
Precision 30.12 21.65
Recall 21.56 18.72
F1 22.10 18.60

Table 2: Results of the development data for Experi-
ment 1 & 2. The F1 score for Experiment 1 (our sim-
pler model consisting of pretrained word embeddings
and an LSTM) outperforms the Experiment 2 architec-
ture which incorporated engineered linguistic features.

least of the forms explored) do not provide suffi-
cient information for fine-grained Arabic dialect
identification. Rather, we believe that pretrained
word embeddings and models such as BERT are
amongst the optimal solutions for feature extraction
for Arabic dialectal classification.

There are several observations that underscore
the decline in the performance of our model in Ex-
periment 2. Though we treated Experiment 1 as a
baseline system to dialect/language identification,
it achieved a better macro F1 score than our pro-
posed hybrid method in Experiment 2 which incor-
porates simple engineered features. This suggests
that pretrained word embeddings already provide
richer information than what was encoded in our
engineered features.

From a linguistic perspective, we believe that
explicitly modeling salient features is a promising
direction for improving our model; however, there
are are a number of reasons this approach was un-
successful here.

Sparse features Our system has few features rel-
ative to the number of classes, and the frequency
feature in the corpus (and thus their coverage) is
low. That is, these features are insufficient to cover
the set of documents available for each dialect.

Genre Much of the data is characterized by what
we call global genre—meaning that the content
of the text contains global shared topics such as
sports and popular culture. For instance, exam-
ples 3, 4, and 5 in Table 3 indicate that the content
of the tweets is governed by a global genre topic
which imposes less presence of the local linguistic
features of the participants’ dialects. In order to
improve performance through feature engineering,
the content of the data has to be characterized by
more local genre. Sociologists have shown that
participants of different linguistic communities in
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No Label Tweet Gloss Type

1. Oman éêêêêêë é
	
m�'


AK. éêêêêêêë hahaha stale joke hahaha bivalent linguistic units

2. Syria ÉëA
�
J�

�
� ��.

�
�Y�

�
�B éêêêêë haha don’t believe but you deserve bivalent linguistic units

3. Syria �
IJ
ÖÏ @

�
éJ
ª

	
�ð ú



æ�J
Ó Messi ... the state of being dead global genre

4. Iraq �
IJ
ÓA

	
JK
X A�Q�. Ë @

	
àñºK
 h@P PAÒJ


	
Kð ú



æ�J
ÖÏ

�
I

�
¯ñË@ 	áÓ YK


	QÖÏ @ ù


¢«@ more time to Messi & Nymear, Barca will be dynamite global genre

5. Algeria ú


æ
.
J
J.k AK
 I. Ê£ PAÒJ


	
Kð ú



æ�J
Ó oh my dear, Messi & Nymar are demands global genre

6. Algeria ø



XQ�

	
®ËA

	
¯ ½K. PYÓ

�
I

	
K@ ð ÈA¢�. BAK.

	Pñ
	
®
�
K

	
àñÊ

�
� How will you win the Europe Champion while the coach is Valverde? participant mobility

7. Djibouti �
HðQ�
K. XAJ
«


@ ú




	
¯ A��
Ë @

	
àA¾Ó É¿ ú




	
¯ Y

	
KQ

�
K A

	
KYK. We want a trend everywhere Alissa in Beriut festival participant mobility

8. Iraq 	á�

	
ªK. X

	á�
K
ðA�mÌ'@ XA« B Oh the Hassawi people are not likable shared Gulf lexical items

9. Oman éÊÓA
�
K @ h@P ék. ð ÉÔg

.
@ ÉJ
« a guy with good-looking face that I like to stare at cross-dialect linguistic units

Table 3: A sample of the tweets from the labeled data subtask 1.2. The above tweets are either linguistically
constrained or governed by participant mobility. Tweets that are linguistically bivalent as 1 & 2 can be classified
in any dialect. Globally genre tweets as in 3-5 are governed by a global topic rather a local one in the region of
the dialect. The shared Gulf lexical item indicates that some linguistic segments are shared by other dialects in the
same region. No. 9 presents a sample of how one lexical item can be semantically different from another language.

social events exhibit global identities by project-
ing shared linguistic features; however, the local
identities of the same participants emerge by pro-
jecting more local linguistic features as long as
the topic touches their personality or their com-
munities (De Fina, 2000; Schilling-Estes, 2004;
Bucholtz and Hall, 2005; Bucholtz, 2010; Benor,
2010; Becker, 2009, inter alia). Modeling these
kinds of linguistic features seems a promising di-
rection for future research.

Location granularity A number of the features
included in this work are regional, rather than
unique to a single dialect. An example of such
a situation is example 8 in Table 3 in which an
Iraqi participant shares the same linguistic features
“XA«” that are found in the Saudi dialect. Similarly,
some word-level features exhibit different behav-
ior across dialects. For instance, Gulf states use
heavily the word “ÉJ
«” as “then,” shown in Ta-
ble 3 example 9, but this word semantically means
“child” in the Egyptian dialect data. Such cross-
dialect linguistic units require more sophisticated
feature engineering to adequately model.

Dataset design This is a challenging dataset.
Consider, for instance, the topic of participant mo-
bility. Examples 6 and 7 show some linguistic
items that belong to different dialects compared to
the location of the tweets. In this sense, the word
“ A

	
KYK.” in example 7 is a Levantine lexicon, rather

than a Djibouti one. While examining the train-
ing data, we came across tweets that, to a native
speaker, could just as easily be classified into any
dialect (see examples 1 & 2). Sociolinguists char-
acterize these samples as bivalent linguistic units
(Woolard, 1998). Such datapoints may provide
very little signal for their assigned class.

Impoverished features Rather than incorporat-
ing general linguistic features, our approach fo-
cused on devising distinctive word-level features
that signify each dialect. Considering the complex-
ity of the task, our preliminary features are inade-
quate both in terms of their number (56) and distri-
bution across linguistic levels (morphology, syntax,
etc.). There are several Arabic morphological anal-
ysis tools that could be used to greatly enrich and
expand our set of features (Habash et al., 2012;
Obeid et al., 2020). In the same respect, Bouamor
et al. (2019) presented a large parallel corpus of 25
Arabic city dialects in the travel domain and a lexi-
con of 1,045 concepts with an average of 45 words
from 25 cities per concept. While the approach pre-
sented here does not make use of these resources,
our architecture was designed with extensibility in
mind. We hope to explore this avenue in future
work.

5 Conclusion

In this work, we report results for two experiments:
one that uses pretrained CBOW word embeddings
with an LSTM, and another that integrates linguis-
tic features as low-dimensional feature embeddings
fed through a simple feed-forward network. The
two experiments are used to classify Arabic tweets
for the Second Nuanced Arabic Dialect Identifi-
cation (NADI) Subtask 1.2.: Country-level DA
identification. The results show that rare linguis-
tic features do not enhance the performance of
an LSTM with pretrained CBOW word embed-
dings. These results emphasize the importance of
pretrained models in NLP tasks related to Arabic
dialects.
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