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SocialNLP 2021@NAACL Chairs’ Welcome

It is our great pleasure to welcome you to the Ninth Workshop on Natural Language Processing for
Social Media-SocialNLP 2021, associated with NAACL 2021. SocialNLP is an inter-disciplinary area
of natural language processing (NLP) and social computing. We hold SocialNLP twice a year: one in the
NLP venue, the other in the associated venue such as those for web technology or artificial intelligence.
This year the other version has been successfully held in conjunction with TheWebConf 2021 (formerly
WWW), and we are very happily looking forward the NLP version in NAACL 2021. We are very glad
that the number of submissions to this year’s workshop keeps increasing this year, and the submissions
themselves were still of high quality with the accepted threshold 3.33 (maximum 5), which again leads
to a competitive selection process. We received submissions from Asia, Europe, and the United States.
Considering the review process is rigorous and we want to encourage authors to participate the online
workshop, we accepted 16 oral papers and thus the acceptance rate was 55 percent. These exciting
papers include novel and practical topics for researchers working on NLP for social media, such as
bias mitigation, domain transfer, and dataset constructed for the newly emerged research problems. We
believe they will benefit our research community.

Besides the main workshop, we are having this year a new EmotionX challenge, Fake-EmoReact. At the
time we compose this proceedings, we already have 20 international teams registered and the challenge
is still ongoing. We have a special session for this challenge to exchange related ideas and experience in
the workshop. We hope this challenge series can bring participants from the research problem to the real
solution.

This year we are excited to have Prof. Dan Goldwasser from Purdue University and Prof. Tim Weninger
from University of Notre Dame as our keynote speakers. As one of our beautiful tradition, all the authors
provide their poster in gather.town. We encourage attendees to (virtually) attend our keynote speech, oral
sessions as well as the poster session to have more discussions with outstanding researchers.

Putting together SocialNLP 2021 was a team effort. We first thank the authors for providing the quality
content of the program. We are grateful to the program committee members, who worked very hard
in reviewing papers and providing feedback to authors. For a lot of tedious work coming from the
challenge, we thank the challenge co-chairs Prof Hon-Han Shuai and Dr. Ming Sun for their great effort.
We also thank Mr. Chien-Kun Huang and Mr. Yi-Ting Chang for their assistance on the challenge
website. Finally, we especially thank the NAACL Workshop chairs Prof. Bhavana Dalvi, Prof. Mamoru
Komachi, and Prof. Michel Galley for helping us on all the complicated logistics for this year’s online
version.

We hope you enjoy the workshop!

Organizers
Lun-Wei Ku, Academia Sincia, Taiwan
Cheng-Te Li, National Cheng Kung University, Taiwan

Challenge Organizers
Lun-Wei Ku, Academia Sincia, Taiwan
Hong-Han Shuai, National Yang Ming Chiao Tung University, Taiwan
Ming Sun, Facebook
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Room to Grow: Understanding Personal Characteristics Behind Self Improvement
Using Social Media
MeiXing Dong, Xueming Xu, Yiwei Zhang, Ian Stewart and Rada Mihalcea

15:35–16:20 Technical Session 5: Contexts and Perspectives

Mitigating Temporal-Drift: A Simple Approach to Keep NER Models Crisp
Shuguang Chen, Leonardo Neves and Thamar Solorio

Jujeop: Korean Puns for K-pop Stars on Social Media
Soyoung Oh, JISU KIM, Seungpeel Lee and Eunil Park

Identifying Distributional Perspectives from Colingual Groups
Yufei Tian, Tuhin Chakrabarty, Fred Morstatter and Nanyun Peng

16:20–16:30 Closing

xi





Proceedings of the Ninth International Workshop on Natural Language Processing for Social Media, pages 1–13
Online Workshop, June 10, 2021. ©2021 Association for Computational Linguistics

Analysis of Nuanced Stances and Sentiment Towards Entities of US
Politicians through the Lens of Moral Foundation Theory

Shamik Roy
Department of Computer Science

Purdue University, USA
roy98@purdue.edu

Dan Goldwasser
Department of Computer Science

Purdue University, USA
dgolwas@purdue.edu

Abstract

The Moral Foundation Theory suggests five
moral foundations that can capture the view of
a user on a particular issue. It is widely used
to identify sentence-level sentiment. In this
paper, we study the nuanced stances and par-
tisan sentiment towards entities of US politi-
cians using Moral Foundation Theory, on two
politically divisive issues - Gun Control and
Immigration. We define the nuanced stances
of the US politicians on these two topics by
the grades given by related organizations to the
politicians. To conduct this study, we first fil-
ter out 74k and 87k tweets on the topics Gun
Control and Immigration, respectively, from
an existing tweet corpus authored by US parlia-
ment members. Then, we identify moral foun-
dations in these tweets using deep relational
learning. Finally, doing qualitative and quan-
titative evaluations on this dataset, we found
out that there is a strong correlation between
moral foundation usage and politicians’ nu-
anced stances on a particular topic. We also
found notable differences in moral foundation
usage by different political parties when they
address different entities.

1 Introduction

Over the last decade political discourse has shifted
from traditional news outlet to social media. These
platforms give politicians the means to interact
with their supporters and explain their political
perspectives and policy decisions. While formu-
lating policies and passing legislation are complex
processes which require reasoning over the pros
and cons of different alternatives, gathering sup-
port for these policies often relies on appealing to
peoples’ “gut feeling” and invoking an emotional
response (Haidt, 2001).

Moral Foundation Theory (MFT) provides a the-
oretical framework for analyzing the use of moral
sentiment in text. The theory (Haidt and Joseph,
2004; Haidt and Graham, 2007) suggests that there

are a small number of moral values, emerging from
evolutionary, cultural and social reasons, which hu-
mans support. These are referred to as the moral
foundations (MF) and include Care/Harm, Fair-
ness/Cheating, Loyalty/Betrayal, Authority/Sub-
version, and Purity/Degradation. This theory was
used to explain differences between political ide-
ologies, as each side places more or less value on
different moral foundations (Graham et al., 2009).
Liberals tend to emphasize the Fairness moral foun-
dation, for example, consider the following tweet
discussing the 2021 mass shooting event in Col-
orado, focusing on how the race of the shooter
changes the coverage of the event.

Liberal Gun Control tweet. Fairness
@IlhanMN The shooter’s race or ethnicity seems front
and center when they aren’t white. Otherwise, it’s just a
mentally ill young man having a bad day.

On the other hand, conservatives tend to place
more value on Loyalty. The following tweet dis-
cusses the same event, emphasizing solidarity with
the families of victims and the broader community.

Conservative Gun Control tweet. Loyalty
@RepKenBuck My prayers are with the families of the
victims of today’s tragedy in Boulder. I join the entire
community of Boulder in grieving the senseless loss of
life. I am grateful for the officers who responded to the
scene within minutes. You are true heroes.

In this paper, we study the relationship between
moral foundation usage by politicians on social
media and the stances they take on two policy is-
sues, Gun Control and Immigration. We use the
dataset provided by (Johnson and Goldwasser,
2018) for training a model for automatically identi-
fying moral foundations in tweets. We then apply
the model to a collection of 74k and 87k congres-
sional tweets discussing the two issues - Gun Con-
trol and Immigration, respectively. Our analysis
goes beyond binary liberal-conservative ideologi-
cal labels (Preoţiuc-Pietro et al., 2017). We use a
scale of 5 letter grades assigned to politicians by
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relevant policy watchdog groups, based on their
votes on legislation pertaining to the specific policy
issue. We analyze the tweets associated with the
members of each group. Furthermore, we hypoth-
esize that even when different groups use similar
moral foundation, they aim to invoke different feel-
ings in the readers. To capture these differences, we
analyze the targets of the moral tweets by different
groups. Our analysis captures several interesting
trends. First, the proportion of non-moral tweets
on both issues decreases as grades move from A
(most conservative) to F (most liberal), while for
the topic of Gun Control (Immigration), the propor-
tion of Harm (Loyalty) tweets increases. Second,
even when using the same moral foundation, their
targets differ. For example, when discussing Gun
Control, using the Loyalty moral foundation, liberal
mostly mention march life, Gabby Gifford, while
conservatives mention gun owner, Texas.

2 Related Works

The Moral Foundation Theory (MFT) (Haidt and
Joseph, 2004; Haidt and Graham, 2007) has been
proven to be useful in explaining social behaviour
of humans (Mooijman et al., 2018; Hoover et al.,
2018; Dehghani et al., 2016; Brady et al., 2017;
Hoover et al., 2020). Recent works have shown
that political discourse can also be explained using
MFT (Dehghani et al., 2014; Johnson and Gold-
wasser, 2018, 2019). Existing works explain the
political discourse mostly at issue and sentence
level (Fulgoni et al., 2016; Garten et al., 2016; Lin
et al., 2018; Xie et al., 2019) and at left-right polar
domains of politics.

Several works have looked at analyzing political
ideologies, beyond the left and right divide, using
text (Sim et al., 2013; Preoţiuc-Pietro et al., 2017),
and specifically using Twitter data (Conover et al.,
2011; Johnson and Goldwasser, 2016; Mohammad
et al., 2016; Demszky et al., 2019). To the best of
our knowledge, this is the first work that studies
whether MFT can be used to explain nuanced po-
litical standpoints of the US politicians, breaking
the left/right political spectrum to nuanced stand-
points. We also study the correlation between entity
mentions and moral foundation usage by different
groups, which helps pave the way to analyze parti-
san sentiment towards entities using MFT. In that
sense, our work is broadly related to entity-centric
affective analysis (Deng and Wiebe, 2015; Field
and Tsvetkov, 2019; Park et al., 2020).

We use a deep structured prediction ap-
proach (Pacheco and Goldwasser, 2021) to identify
moral foundations in tweets by being motivated
from the works that combine structured prediction
with deep neural networks in NLP tasks (Niculae
et al., 2017; Han et al., 2019; Liu et al., 2019; Wid-
moser et al., 2021).

3 Dataset

In this section, we describe the data collection pro-
cess to analyze the US politicians’ stances and sen-
timent towards entities on the topics - Immigra-
tion and Gun Control. First, we discuss existing
datasets. Then, we create a topic specific lexicon
from existing resource to identify topics in new
data. Finally, we collect a large tweet corpus on the
two topics using a lexicon matching approach.

3.1 Candidate Datasets

To study the nuanced stances and sentiment to-
wards entities of politicians using MFT on the text
they use, ideally, we need a text dataset annotated
for moral foundations from US politicians with
known political bias. To the best of our knowl-
edge there are two existing Twitter datasets that are
annotated for moral foundations - (1) The Moral
Foundations Twitter Corpus (MFTC) by Hoover
et al. (2020), and (2) The tweets by US politicians
by Johnson and Goldwasser (2018). In MFTC, the
moral foundation annotation is done in 35k Tweets
on 7 distinct domains, some of which are not re-
lated to politics (e.g. Hurricane Sandy) and the
political affiliations of the authors of the tweets
are not known. The dataset proposed by Johnson
and Goldwasser (2018) contains 93K tweets by
US politicians in the years 2016 and 2017. 2050
of the tweets are annotated for moral foundations,
policy frames (Boydstun et al., 2014) and topics.
The dataset contains 6 topics including Gun Con-
trol and Immigration. We extend this dataset for
these two topics by collecting more tweets from
US Congress members using a lexicon matching
approach, described in the next section.

3.2 Building Topic Indicator Lexicon

To build a topic indicator lexicon, we take the
dataset proposed by Johnson and Goldwasser
(2018). We build topic indicator lexicons for each
of the 6 topics comprised of n-grams (n≤5) us-
ing Pointwise Mutual Information (PMI) scores
(Church and Hanks, 1990). For an n-gram, w we
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calculate the pointwise mutual information (PMI)
with topic t, I(w, t) using the following formula.

I(w, t) = log
P (w|t)
P (w)

Where P (w|t) is computed by taking all tweets
with topic t and computing count(w)

count(allngrams) and
similarly, P (w) is computed by counting n-gram
w over the set of tweets with any topic. Now, we
rank n-grams for each topic based on their PMI
scores. We assign one n-gram to its highest PMI
topic only. Then for each topic we manually go
through the n-gram lexicon and omit any n-gram
that is not related to the topic. In this manner, we
found an indicator lexicon for each topic. The
lexicons for the topics Gun Control and Immigra-
tion can be found in Appendix A. Note that, as a
pre-processing step, n-grams were stemmed and
singularized.

3.3 Tweet Collection
We use the large number of unlabeled tweets from
US Congress members, written between 2017 and
February, 20211. We detect tweets related to the
topics Gun Control and Immigration using lexicon
matching. If a tweet contains any n-gram from the
topic lexicons, we label the tweet with the corre-
sponding topic. We take only the tweets on top-
ics Gun Control and Immigration from the Demo-
crat and Republican US Congress members for our
study. Given the political affiliation of the authors
of the tweets, this dataset is readily useful for the
analysis of political stance and partisan sentiment.
The details of the dataset is presented in Table 1.

GUN CONTROL IMMIGRATION

DEM REP TOTAL DEM REP TOTAL

# of politicians 350 377 727 349 364 713
# of Twitter acc. 644 641 1,285 621 606 1,227
# of tweets 53,793 20,424 74,217 65,671 21,407 87,078

Table 1: Dataset summary. Here, ‘Dem’ and ‘Rep’
represent ‘Democrat’ and ‘Republican’, respectively.
The number of politicians and the number of Twitter
accounts differs as politicians often have multiple ac-
counts (e.g. personal account, campaign account, etc.).

4 Identification of Moral Foundation in
Tweets

To identify moral foundations in the collected
dataset, we rely on a supervised approach using

1https://github.com/alexlitel/congresstweets

a deep relational learning framework. In this sec-
tion, we first describe the model we use for the
supervised classification. Then, we describe our
training procedure and analyze the performance
of our model on a held out set. Finally, we de-
scribe the procedure to infer moral foundations in
the collected dataset using our model.

4.1 Deep Relational Learning For Moral
Foundation (MF) Identification

For the identification of moral foundation (MF)
in tweets, Johnson and Goldwasser (2018) rely
on linguistic cues such as - political slogans,
Policy Frames, Annotator’s Rationale; along with
party affiliation, topic and so on, while Johnson
and Goldwasser (2019) models the behavioural
aspects of the politicians in MF identification.
In both of the works they use Probabilistic Soft
Logic for modeling. Some of the features used
by Johnson and Goldwasser (2018) and Johnson
and Goldwasser (2019) are hard to get for a large
corpus and some require human annotation. Note
that, in this section, our goal is not to outperform
the state-of-the-art MF classification results, rather
we want to identify MFs in the large corpus where
only limited information is available. So, to
identify MFs in our corpus we mostly rely on text
and the information available with the unlabeled
corpus such as, topics, authors’ political affiliations
and time of the tweets. We jointly model all
of these features using DRaiL, a declarative
framework for deep structured prediction proposed
by Pacheco and Goldwasser (2021) which is
described below.

Modeling Features and Dependencies In DRaiL,
we can explicitly model features such as - tweet
text, authors’ political affiliations and topics using
base rules as follows.

r1 : Tweet(t)⇒ HasMF(t, m)

r2 : Tweet(t) ∧ HasIdeology(t, i)⇒ HasMF(t, m)

r2 : Tweet(t) ∧ HasTopic(t, k)⇒ HasMF(t, m)

These rules correspond to base classifiers that map
features in the left hand side of the⇒ to the pre-
dicted output in the right hand side. For example,
the rule, r2 translates as "A tweet, t with authors’
political affiliation, i has moral foundation label,
m". We can also model the temporal dependency
between two classification decisions using a second
kind of rule, namely constraint as follows.
c : SameIdeology(t1, t2) ∧ SameTopic(t1, t2)∧

SameTime(t1, t2) ∧ HasMF(t1, m)⇒ HasMF(t2, m)
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This constraint translates as "If two tweets have
the same topic, are from the authors of the same
political affiliation and are published nearly at the
same time, then they have the same moral founda-
tion". This constraint is inspired from the exper-
iments done by Johnson and Goldwasser (2019).
In DRaiL, rules can be weighted or unweighted.
We consider weighted version of the rules, making
constraint c a soft-constraint as it is not guaranteed
to be true all of the time. In DRaiL, the global de-
cision is made considering all rules. It transforms
rules into linear inequalities and MAP inference is
then defined as an integer linear program:

y∈{0,1}nP (y|x) ≡y∈{0,1}n
∑

ψr,t∈Ψ

wr ψr(xr, yr)

s.t. c(xc, yc) ≤ 0; ∀c ∈ C
(1)

Here, rule grounding, r, generated from template, t,
with input features, xr and predicted variables, yr
defines the potential, ψr(xr, yr) where weights,
wr are learned using neural networks defined over
parameter set, θ. The parameters can be learned
by training each rule individually (locally), or by
using inference to ensure that the scoring functions
for all rules result in a globally consistent decision
(globally) using the structured hinge loss:

max
ŷ∈Y

(∆(ŷ, y) +
∑

ψr∈Ψ

Φt(xr, ŷr; θt))−
∑

ψr∈Ψ

Φt(xr, yr; θt)

Here, t is rule template, Φt is the associated neural
network, and θt is the parameter set. y and ŷ are
gold assignments and predictions resulting from
the MAP inference, respectively.

Neural Architectures Each base rule and the soft-
constraint is associated with a neural architecture
which serve as weighting functions for the rules
and constraints. For rules, r1, r2 and r3, we use
BERT (Devlin et al., 2019) to encode the tweet
text. In rules r2 and r3, we encode ideology and
topic with a feed-forward neural network over their
one-hot encoded form and we concatenate the en-
coded features with BERT representation of tweets
to get a final representation for the rule. In all of
the rules we use a classifier on top of the final rep-
resentation that maps the features to labels. For the
soft-constraint c, we encode the ideologies and top-
ics in the left hand side of the constraint similarly
and concatenate them and pass through a classifier
to predict if the constraint holds or not.

4.2 Experimental Evaluation

We use the dataset proposed by Johnson and
Goldwasser (2018) for this experiment.2 We
perform a 5-fold cross validation on 2050 tweets
annotated for moral foundations. This is a 11 class
classification task where there is one additional
class, ‘Non-moral’ apart from the 10 moral classes.
We experiment with the global learning of DRaiL
using rules r1, r2, r3 and soft constraint c. For
the BERT (base-uncased) classifiers we use a
learning rate of 2e−5, batch size of 32, patience 10
and AdamW as optimizer. All of the tweets were
truncated to a length of 100 tokens before passing
through BERT. For constraint c we consider two
tweets to be at the same time if they are published
on the same day. All of the one-hot representations
are mapped to a 100 dimensional space and ReLU
and Softmax activation functions are used in all
hidden and output neural units, respectively. The
hyper-parameters are determined empirically.3 We
compare our model with two baselines as follows.

(1) Lexicon matching with Moral Foundations
Dictionary (MFD) This approach does not
have a training phase. Rather we use the Moral
Foundation Dictionary (Graham et al., 2009)
and identify moral foundation in a tweet using
unigram matching from the MFD. A tweet having
no dictionary matching is labeled as ‘Non-moral’.

(2) Bidirectional-LSTM We run a bidirectional
LSTM (Hochreiter and Schmidhuber, 1997)
over the Glove (Pennington et al., 2014) word
embeddings of the words of the tweets. We
concatenate the hidden states of the two opposite
directional LSTMs to get representation over one
timestamp and average the representations of all
time stamps to get the final representation of a
tweet. We map each tweet to a 128-d space using
Bi-LSTM and use this representation for moral
foundation classification using a fully connected
output layer. We use the same folds as the DRaiL
experiments.

The classification results are summarized in Ta-
ble 2. We can see that the DRaiL model combining
all base rules and the soft-constraint performs best.
This indicates that combining other features with

2More details on dataset can be found in the original paper.
3Dataset and codes can be found at https://github.

com/ShamikRoy/MF-Prediction.
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MODELS
AVERAGE

MACRO F1
WEIGHTED

F1

Baselines
MFD matching 15.93 18.38
Bi-LSTM 42.59 50.43

DRaiL

r1 (BERT only) 49.01 57.96
r1 + r2 50.54 58.90
r1 + r2 + r3 51.49 60.02
r1 + r2 + r3 + c 52.14 60.24

Table 2: Moral Foundation classification results.

BERT and modeling the dependencies among mul-
tiple decisions help in prediction. This encourages
us to experiment with other linguistic features (e.g.
policy frames) and dependencies as a future work.

MORALS PREC. REC. F1 SUPPORT
CARE 53.18 62.02 57.26 337
HARM 52.01 56.35 54.10 252
FAIRNESS 67.93 59.24 63.29 211
CHEATING 27.27 16.98 20.93 53
LOYALTY 52.63 56.60 54.55 212
BETRAYAL 60.00 31.58 41.38 19
AUTHORITY 40.17 41.59 40.87 113
SUBVERSION 68.55 71.23 69.86 358
PURITY 67.20 64.62 65.88 130
DEGRADATION 53.85 22.58 31.82 31
NON-MORAL 77.48 70.06 73.58 334
ACCURACY 60.39 2050
AVG. MAC. 56.39 50.26 52.14 2050
WEIGHTED 60.72 60.39 60.24 2050

Table 3: Per class Moral Foundation classification re-
sults for the best model in Table 2

We present the per class statistics of the predic-
tion of the best model in Table 3. We can see that
mostly the classes with lower number of examples
are harder to classify for the model (e.g. Cheat-
ing, Degradation). So, annotating more tweets on
the low frequency classes may improve the overall
performance of the model.

4.3 Inference on the Collected Corpus

Now, we train our best model (combining all base
rules and the constraint in DRaiL) using the dataset
we experiment with in Section 4.2. We, held out
10% of the data as validation set selected by the
random seed of 42. We train the model using the
hyper-parameters described in Section 4.2 and pre-
dict moral foundations in the tweets of the large
corpus we annotated for the topics Gun Control and
Immigration in Section 3. The validation macro F1
score and weighted F1 scores of the model were
49.44% and 58.30%, respectively. We use this an-
notated dataset to study nuanced stances and parti-
san sentiment towards entities of the US politicians.

5 Analysis of Politicians’ Nuanced
Stances

In this section, we analyze the nuanced stances of
US politicians on the topics Gun Control and Im-
migration, using Moral Foundation Theory. First,
we define nuanced political stances. Then we study
the correlation between the moral foundation usage
and nuanced political stances.

5.1 Nuanced Political Stance

Despite of being highly polarized, US politicians
show mixed stances on different topics. For exam-
ple, a politician may be supportive of gun preven-
tion laws to some extent despite their party affilia-
tion of the Republican Party. So, we hypothesize
that the political stance is more nuanced than bi-
nary, left and right. We define the nuanced political
stances of the politicians as the grades assigned to
them by the National Rifle Association (NRA)4 on
Gun Control and by NumbersUSA5 on Immigra-
tion. The politicians are graded in range (A+, A,
. . . , F, F-) based on candidate questionnaire and
their voting records by both of the organizations in
the two different topics where A+ indicates most
anti-immigration/pro-gun and F or F- indicates the
most pro-immigration/anti-gun. In other words, A+
means extreme right and F/F- means extreme left
and the other grades fall in between. We convert
these letter grades in 5 categories: A, B, C, D, F.
Here, A+, A and A- grades are combined in A and
so on. We define these grades as nuanced stances
of the politicians on the two topics.
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Figure 1: Polarization in Moral Foundation usage.
Here, NM stands for ‘Non-moral’.

5.2 Moral Foundation Usage

In this section, first, we study the political polar-
ization, similar to Roy and Goldwasser (2020), in

4Collected from everytown.org
5Collected from numbersusa.com
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moral foundation usage by Democrats and Repub-
licans on the two topics. Therefore, we rank the
moral foundations by the frequency of usage inside
each party. Then we plot the rank score of each
moral foundation in Democrats and Republicans
in x and y axes, respectively, where the most used
moral foundation gets the highest rank score. Any
moral foundation falling in the diagonal is not po-
larized and as far we go away from the diagonal it
becomes more polarized. We show the polarization
graphs for the two topics in Figure 1. It can be
seen that the parties are polarized in moral foun-
dation usage. The Republicans use ‘Non-moral’
and ‘Authority’ moral foundations in both of the
topics. On the other hand, Democrats use ‘Sub-
version’ and ‘Harm’ on Gun Control and ‘Loyalty’
and ‘Cheating’ on Immigration.

Now, we examine the moral foundation usage by
the politicians from each of the grade categories.
For that, we match the politicians with grades with
our dataset and consider politicians tweeting at
least 100 times on each topic. The statistics of
politicians and corresponding tweets found for each
grade is presented in Table 4. Now, to compare

GRADES GUN CONTROL IMMIGRATION

# POLITICIANS # TWEETS # POLITICIANS # TWEETS

A 31 6,822 25 5,592
B 5 1,236 11 2,177
C 7 908 3 679
D 9 1,340 14 4,691
F 128 33,792 123 38,102

Table 4: Distribution of number of Politicians and
tweets over the letter grades.

the moral foundation usage by each of the grade
classes, we rank the moral foundations based on
their usage inside each grade. Then we compare
the rank of each grade class with the two opposite
extremes (grades A and F) using Spearman’s Rank
Correlation Coefficient (Zar, 2005) where coeffi-
cient 1 means perfect correlation. As the grades B,
C, D have fewer tweets, we sub-sample 500 tweets
from each class and do the analysis on them. We re-
peat this process 10 times with 10 different random
seeds and plot the average correlations in Figure
2.6

It can be seen from the figures that the the corre-
lations follow a progressive trend with the extreme
left while moving from grade A to grade F and the
trend is opposite with the extreme right, for both of
the topics. This indicates that there is a correlation

6Standard Deviations can be found in Appendix B.
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Figure 2: Correlation of moral foundation usage with
NRA and NumbersUSA grades of politicians on the
topics Gun Control and Immigration, respectively.
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Figure 3: Moral Foundation distribution over politi-
cians’ grades.

between the MF usage and politicians’ nuanced
stances. To further analyze which moral founda-
tions most correlate with the nuanced stances, we
plot the percentage of usage of the most polar moral
foundations from Figure 1, inside each grade class.
We found good correlations in case of the usage of
‘Non-moral’ and ‘Harm’ on Gun Control; in usage
of ‘Non-moral’ and ‘Loyalty’ on Immigration. The
distributions are shown in Figure 3. Distribution
plots for the other moral foundations can be found
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GUN CONTROL IMMIGRATION

Morals High PMI Entities by
Democrats

High PMI Entities by
Republicans

High PMI Entities by
Democrats

High PMI Entities by
Republicans

Care
community safe, gun vio-
lence prevention, assault
weapon

law enforcement, biparti-
san bill, health care

protect dreamer, immigra-
tion status, young people

build wall, immigration
law, border patrol

Harm mass shooting, innocent
life, school shooting

police officer, mexico,
texas

detention facility, deten-
tion center, migrant child

illegal alien, build wall, il-
legal immigrant

Fairness gun sale, universal back-
ground check, gun owner

gun owner, amendment,
nra

immigration status, dream
promise, dream

illegal immigrant, illegal
alien, american citizen

Cheating bump stock, nra, black
gun owner, gun control,
amendment

citizenship question, mus-
lim, american value

illegal immigrant, illegal
alien, illegal immigration

Loyalty march life, gabby gifford,
young people

gun owner, texas,
charleston

protect dream, defend
daca, dream promise act

border patrol, southern
border, american people

Betrayal congress, gun gun
human right, refugee,
american citizen

illegal alien, illegal immi-
grant, sanctuary city

Authority
bipartisan background
check, american people,
house judiciary

gun, american people
circuit judge, comprehen-
sive immigration reform,
supreme court

circuit judge, circuit court,
senate

Subversion house gop, republican,
gun lobby

gun control, dem, medi-
care

trump shutdown, national
emergency, border wall

illegal immigrant, ille-
gal immigration, sanctu-
ary city

Purity pulse, tragic shooting,
honor action

tragic shooting, police of-
ficer, las vegas

refugee, america, ameri-
can value

american citizen, circuit
court, illegal alien

Degradation el paso, nra, republican orlando, texas, black muslim, usc, daca
muslim, human right,
fema

Non-moral town hall, medicare, shan-
non r watt

amendment, gun,
charleston

medicare, usc, house judi-
ciary

government shutdown,
border security, homeland

Table 5: Top-3 high PMI entities for each moral foundation by each party.

in Appendix C. It can be seen from the figures that,
as we move from grade A to F, the usage of ‘Non-
moral’ decreases for both of the topics, indicating -
the more conservative a politician is, they discuss
the issues from a more ‘Non-moral’ perspective.
On the other hand, more usage of ‘Harm’ and ‘Loy-
alty’ indicates more liberal stances on Gun Control
and Immigration, respectively.

6 Analysis of Partisan Sentiment
Towards Entities

In this section, we study the partisan sentiment
towards entities by examining the usage of moral
foundations while discussing the entities. First, we
extract entities from the tweets, then we analyze
the usage of moral foundations in the context of
those entities by the two opposite parties.

6.1 Entity Extraction from Tweets

To study partisan sentiment towards entities we
first identify entities mentioned in the tweets. We
hypothesize entities to be noun phrases. So, we use
an off-the-shelf noun phrase extractor7 and extract
noun phrases from the tweets. We filter out noun
phrases occurring less than 100 times. Then we

7https://textblob.readthedocs.io/

manually filter out noun phrases that are irrelevant
to the topics (e.g. COVID-19). In this manner,
we found 64 and 79 unique noun phrases for Gun
Control and Immigration, respectively. We treat
these noun phrases as entities and run our analysis
using these entities. The complete list of entities
can be found in Appendix D

6.2 MF Usage in the Context of Entities

In this section, we analyze the partisan sentiment
towards entities by looking at the moral founda-
tion usage trend of the parties when discussing the
entities related to the topics. For each party and
each moral foundation we calculate the PMI score
with each entity. We create 22 classes comprised
of the 2 party affiliations and 11 moral foundation
classes (e.g. Democrat-Care, Republican-Care and
so on) and calculate the PMI scores as described
in Section 3. We list the top-3 highest PMI enti-
ties for each moral foundation and each party in
Table 5. We can see notable difference in moral
foundation usage in the context of different enti-
ties by the two parties. For example, on the issue
Immigration, the Democrats use ‘Care’ when ad-
dressing ‘dreamers’ and ‘young people’. On the
other hand, the Republicans use care in the con-
text of ‘border wall’ and ‘border patrol’. On the
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ID Party Topic Entities Predicted
MF

Tweet Text

(1) Democrat Immigration
Migrant Child;

Trump
Administration

Harm
How many more migrant children must die under the Trump
administration until something changes?

(2) Democrat Immigration
Migrant Child;

Detention Facility
Harm

12,800! That’s how many migrant CHILDREN are locked up
in detention facilities in America. How can this be happening?

(3) Republican Gun Control Police Officer Harm A Charleston police officer has been shot in the face.

(4) Republican Gun Control
Police Officer;
Communities;

Families
Care

North Carolina police officers protect our communities, keep
our families safe, and have earned our support.

(5) Democrat Gun Control Tragic Shooting Purity
Our thoughts and prayers are with the victims of the tragic
shooting in Las Vegas. Look forward to a full investigation to
give us answers.

(6) Republican Gun Control Tragic Shooting Purity
Praying for the families of victims of tragic shooting in Vegas.
Time to transcend politics and pray for God’s healing for those
affected.

(7) Republican Gun Control Gun Owner Fairness
Law-abiding gun owners deserve the full protection of the U.S.
Constitution when exercising their right to carry a concealed
weapon – and that right should not end at a state line.

(8) Democrat Gun Control Gun Owner Fairness
I am a hunter who believes in protecting the rights of law
abiding gun owners. I am also a father of two young boys who
believes there need to be changes in our gun laws.

Table 6: Qualitative evaluation of Moral Foundation usage in the context of entities.

issue Gun Control, when talking about ‘NRA’ the
Democrats associate ‘Cheating’ and ‘Degradation’,
while the Republicans use ‘Fairness’. These imply
high polarization in partisan sentiment towards en-
tities. We can see some interesting cases as well.
For example, on Guns, the Republicans use ‘Harm’
with the entity ‘police officer’ and on Immigration,
the Democrats use ‘Harm’ with ‘migrant child’.
On Guns, democrats and republicans sometimes
use the same moral foundation in the context of
the same entity. For example, both Democrats and
Republicans use ‘Fairness’ in the context of ‘Gun
Owner’ and ‘Purity’ in the context of ‘tragic shoot-
ing’. So, we take a closer look at the usage of MFs
in the context of these entities and list a few tweets
discussing each of these entities in Table 6.

We can see that on Immigration, for Democrats,
‘migrant child’ is target of harm while ‘detention
facility’ and ‘Trump administration’ are the entities
posing the harm (examples (1), (2) in Table 6). So,
even if the high-level moral foundation is the same,
different participating entities in the text may have
different partisan sentiments towards them.

On Guns, although the entity ‘police officer’ car-
ries a positive sentiment for the Republicans across
different moral foundations, the fine-grained sen-
timent towards this entity is different in the case
of different moral foundations. For example, ‘po-
lice officer’ is the target of harm and is the entity
providing care for the Republicans when used in

the context of ‘Harm’ and ‘Care’, respectively (ex-
amples (3), (4) in Table 6). So, moral foundation
can explain the sentiment towards entities beyond
positive and negative categories.

In the context of ‘Gun Owner’, both of the par-
ties use ‘Fairness’ in support of gun owners’ rights,
but they frame the issue differently - Democrats,
by focusing on the need for more restrictions while
preserving gun rights (example (8)) and Republi-
cans, by focusing on the violation of constitutional
rights if more restrictions are applied (example (7)).
So, even if the moral foundation usage is the same,
there is a framing effect to establish the correspond-
ing partisan stances. While using ‘Purity’ in the
context of ‘tragic shooting’, we found that both of
the parties express their prayers for the shooting
victims (example (5), (6)).

Now, we find out the entities with highest dis-
agreement between parties in moral foundation us-
age in context. To calculate the disagreement we
rank the moral foundations based on frequency in
usage by each party in the context of each entity.
Then we calculate the Spearman’s Rank Correla-
tion Coefficient between these two rankings for
each entity and list the top-10 entities with the
highest disagreement in Table 7. Then we show the
polarity graphs for one entity from each topic list in
Figure 4. We can see that, on Gun, while discussing
‘Amendment’ the Republicans use ‘Loyalty’, al-
though ‘Loyalty’ is not polarized towards the Re-

8



publicans in aggregate (Figure 1). On the other
hand, the Democrats use ‘Cheating’ in the context
of ‘Amendment’. Similarly, while discussing ‘Don-
ald Trump’ on Immigration, the Democrats use
‘Cheating’ more, while the Republicans use ‘Care’
and ‘Authority’. These analyses indicate that moral
foundation analysis can be a useful tool to analyze
partisan sentiment towards entities.

TOPICS

ENTITIES WITH HIGHEST DISAGREE-
MENT IN MF USAGE IN CONTEXT BE-
TWEEN DEMOCRATS AND REPUBLI-
CANS

GUN
CONTROL

Amendment, background check, gun, gun
control, NRA, gun violence, violence,
Congress, gun owner, high school

IMMIGRATION

immigration policy, Donald Trump, Amer-
ica, DHS Gov, Supreme Court, legal im-
migration, Mexico, immigration system,
DHS, ICE

Table 7: Top-10 entities with highest disagreement in
MF usage in context between Democrats and Republi-
cans (in descending order of agreement).
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Figure 4: Polarization in entity discussion.

7 Future Work

In this section, we discuss some potential research
directions that our analyses may lead to and their
application in understanding political discourse.

Our experiments in Section 4 show that joint
modeling of multiple aspects of the dataset (e.g.
text, issue, and political affiliation) and the depen-
dency among multiple decisions (e.g. temporal
dependency), helps in classification. Incorporat-
ing other information such as linguistic cues, be-
havioural aspects, and so on, has the potential to
improve the prediction furthermore. In general, in-
corporating information from multiple sources (e.g.
social, textual) and modeling dependencies among
decisions is an interesting future work that can help

in the identification of the underlying intent of the
text. So, this framework may be extended to similar
tasks, such as political framing analysis, misinfor-
mation analysis, propaganda detection, and so on.

In Section 5, we found out that moral foundation
usage can be useful in explaining the nuanced polit-
ical stances of politicians beyond the left/right dis-
creet categories. We observed that usage of some
moral foundations strongly correlates with the nu-
anced stances of the politicians. While the stances
of the extreme left (grade F) and extreme right
(grade A) politicians are easy to explain, what are
the stances of the politicians in the middle (grades
B to D), is yet to be investigated qualitatively. This
line of research would help in understanding the
stance of the politicians at individual levels and
has real-life implications. For example, understand-
ing politicians’ individual stances would help deter-
mine their future vote on legislative decisions and
to identify the aisle-crossing politicians.

In Section 6, we found out clear cases where sen-
timent towards entities can be explained by ground-
ing the Moral Foundation Theory at the entity level.
This is an interesting direction where we can seek
answers to several research questions, such as, (r1)
What are the dimensions in a moral foundation
category along which the sentiment towards the
entities can be explained?; (r2) Can sentiment to-
wards entities, inspired from moral foundations,
explain political discourse?; (r3) Do the sentiment
towards entities change over time and in response
to real-life events? We believe our analyses will
help advance the research in this direction.

8 Summary

In this paper, we study how Moral Foundation The-
ory (MFT) can explain nuanced political stances of
US politicians and take the first step towards parti-
san sentiment analysis targeting different entities
using MFT. We collect a dataset of 161k tweets
authored by US politicians, on two politically di-
visive issues, Gun Control and Immigration. We
use a deep relational learning approach to predict
the moral foundations in the tweets, that models
tweet text, topic, author’s ideology, and captures
temporal dependencies based on publication time.
Finally, we analyze the politicians’ nuanced stand-
points and partisan sentiment towards entities using
MFT. Our analyses show that both phenomena can
be explained well using MFT, which we hope will
help motivate further research in this area.
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9 Ethical Considerations

To the best of our knowledge no code of ethics
was violated throughout the experiments and data
collection done in this paper. We presented the de-
tailed data collection procedure and cited relevant
papers and websites from which we collected the
data. We provided all implementation details and
hyper-parameter settings for reproducibility. Any
qualitative result we report is outcome from ma-
chine learning models and doesn’t represent the
authors’ personal views, nor the official stances of
the political parties analyzed.
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A Topic Indicator Lexicon

A.1 Topic Indicators for Gun Control

‘reduce gun’, ‘orlando shooting’, ‘terrorism watch’,
‘keep gun’, ‘terrorist watch’, ‘orlandounited’, ‘vio-
lence nobillnobreak’, ‘noflynobuy loophole’, ‘dis-
armhate’, ‘shooting’, ‘firearm’, ‘end gun’, ‘mas
shooting’, ‘gun violence’, ‘sanbernadino’, ‘keep-
ing gun’, ‘watch list’, ‘gun reform’, ‘hate crime’,
‘nobillnobreak’, ‘charleston9’, ‘gun safety’, ‘pre-
vention legislation’, ‘gun owner’, ‘reducing gun’,
‘orlando terrorist’, ‘address gun’, ‘2nd amendment’,
‘gun show’, ‘tragic shooting’, ‘gun law’, ‘no-
tonemore’, ‘ending gun’, ‘nomoresilence’, ‘closing
terror’, ‘buy gun’, ‘nra’, ‘massacre’, ‘amendment
right’, ‘reckles gun’, ‘endgunviolence’, ‘orlando
terror’, ‘stopgunviolence’, ‘prevent gun’, ‘buying
gun’, ‘gun loophole’, ‘gun legislation’, ‘massa-
cred’, ‘sensible gun’, ‘sense gun’, ‘gun control’,
‘gun’, ‘terror watch’, ‘noflynobuy’, ‘standwithor-
lando’, ‘2a’, ‘charleston’, ‘gunviolence’, ‘back-
ground check’, ‘commonsense gun’, ‘guncontrol’

A.2 Topic Indicators for Immigration

‘fight for family’, ‘illegal immigrant’, ‘immi-
grant’, ‘granting amnesty’, ‘migration’, ‘asylum’,
‘dreamer’, ‘deportation’, ‘immigration action’,
‘homeland security’, ‘daca’, ‘fightforfamily’, ‘de-
tain’, ‘borderwall’, ‘immigrationaction’, ‘border
protection’, ‘daca work’, ‘sanctuarycity’, ‘sanctu-
ary city’, ‘immigration detention’, ‘immigration
system’, ‘immigration policy’, ‘illegal immigra-
tion’, ‘immigration’, ‘dacawork’, ‘detention’, ‘im-
migration reform’, ‘dhsgov’, ‘immigration law’,
‘executive amnesty’, ‘deport’, ‘dapa’, ‘immigra-
tion executive’, ‘refugee’, ‘border security’, ‘bor-
der wall’, ‘border sec’, ‘cir’, ‘comprehensive immi-
gration’, ‘detained’, ‘detainee’, ‘amnesty’, ‘border-
protection’, ‘grant amnesty’, ‘deportee’, ‘immigr’

B Numeric Data of the Figure 2

The numeric values of each point in Figure 2 are as
follows with standard deviations in brackets.

• Points fitting the red line in Figure 2(a): 1.0
(0), 0.889 (0.02), 0.880 (0.04), 0.897 (0.05),
0.864 (0.05)

• Points fitting the blue line in Figure 2(a):
0.864 (0.05), 0.913 (0.05), 0.960 (0.02), 0.954
(0.03), 1.0 (0)

• Points fitting the red line in Figure 2(b): 1.0
(0), 0.849 (0.02), 0.887 (0.03), 0.746 (0.03),
0.727 (0.04)

• Points fitting the blue line in Figure 2(b):
0.727 (0.04), 0.571 (0.04), 0.623 (0.03), 0.960
(0.01), 1.0 (0)

C Distribution of Most Polar Moral
Foundation Usage over Grades

The distributions for the topics Gun Control and
Immigration can be found in Figure 5 and Figure 6,
respectively.

D Entities

D.1 Entities related to Gun Control

‘amendment’, ‘assault weapon ban’, ‘gun safety leg-
islation’, ‘mexico’, ‘innocent life’, ‘gun sale’, ‘law
enforcement’, ‘mass shooting’, ‘senseless gun vio-
lence’, ‘house judiciary’, ‘march life’, ‘young peo-
ple’, ‘common sense gun reform’, ‘gun violence
prevention’, ‘house gop’, ‘honor action’, ‘bump
stock’, ‘wear orange’, ‘gun violence’, ‘assault
weapon’, ‘republican’, ‘parkland’, ‘address gun vi-
olence’, ‘gun safety’, ‘gabby gifford’, ‘gun owner’,
‘las vegas’, ‘gun law’, ‘senate gop’, ‘mom demand’,
‘black’, ‘gun reform’, ‘tragic shooting’, ‘texas’,
‘dem’, ‘gun violence epidemic’, ‘congress’, ‘nra’,
‘police officer’, ‘town hall’, ‘virginia’, ‘bipartisan
bill’, ‘pulse’, ‘universal background check’, ‘bi-
partisan background check’, ‘america’, ‘orlando’,
‘shannon r watt’, ‘end gun violence’, ‘school shoot-
ing’, ‘gun control’, ‘violence’, ‘american people’,
‘gun’, ‘community safe’, ‘el paso’, ‘high school’,
‘medicare’, ‘sandy hook’, ‘charleston’, ‘health
care’, ‘gun lobby’, ‘background check’, ‘house
democrat’

D.2 Entities related to Immigration

‘white house’, ‘hhs gov’, ‘republican’, ‘house
judiciary’, ‘family’, ‘mexico’, ‘wall’, ‘refugee’,
‘supreme court’, ‘immigrant’, ‘protect dream’, ‘im-
migrant community’, ‘border patrol’, ‘dream act’,
‘protect dreamer’, ‘build wall’, ‘senate’, ‘american
value’, ‘fema’, ‘human right’, ‘dreamer’, ‘save tps’,
‘asylum seeker’, ‘usc’, ‘illegal alien’, ‘hispanic cau-
cus’, ‘immigration status’, ‘migrant child’, ‘ice’,
‘family separation’, ‘trump shutdown’, ‘detention
facility’, ‘american citizen’, ‘homeland’, ‘real don-
ald trump’, ‘ice gov’, ‘comprehensive immigration
reform’, ‘dhs’, ‘illegal immigrant’, ‘defend daca’,
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Figure 5: Moral Foundation distributions over NRA grades on Gun Control.
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Figure 6: Moral Foundation distribution over NumbersUSA grades on Immigration.

‘family belong together’, ‘legal immigration’, ‘sco-
tus’, ‘congress’, ‘daca’, ‘circuit court’, ‘govern-
ment shutdown’, ‘muslim’, ‘dhs gov’, ‘immigra-
tion’, ‘national emergency’, ‘immigration system’,
‘immigration reform’, ‘border security’, ‘immi-
gration law’, ‘immigrant family’, ‘anti immigrant
agenda’, ‘house floor’, ‘america’, ‘c bp’, ‘sanctuary
city’, ‘latino’, ‘humanitarian crisis’, ‘national secu-
rity’, ‘dream promise’, ‘citizenship question’, ‘im-
migration policy’, ‘american people’, ‘border wall’,
‘detention center’, ‘dream promise act’, ‘southern
border’, ‘immigrant child’, ‘medicare’, ‘keep fam-

ily together’, ‘illegal immigration’, ‘dream’, ‘cir-
cuit judge’, ‘young people’
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Abstract

On September 2020 a constitutional referen-
dum was held in Italy. In this work we collect
a dataset of 1.2M tweets related to this event,
with particular interest to the textual content
shared, and we design a hashtag-based semi-
automatic approach to label them as Support-
ers or Against the referendum. We use the
labelled dataset to train a classifier based on
transformers, unsupervisedly pre-trained on
Italian corpora. Our model generalizes well on
tweets that cannot be labeled by the hashtag-
based approach. We check that no length-,
lexicon- and sentiment-biases are present to
affect the performance of the classifier. Fi-
nally, we discuss the discrepancy between the
magnitudes of tweets expressing a specific
stance, obtained using both the hashtag-based
approach and our trained classifier, and the real
outcome of the referendum: the referendum
was approved by 70% of the voters, while the
number of tweets against the referendum is
four times greater than the number of tweets
supporting it. We conclude that the 2020 Ital-
ian constitutional referendum was an example
of event where the minority was very loud on
social media, highly influencing the perception
of the event. Based on our findings, we suggest
that drawing conclusion following only social
media analysis should be performed carefully
since it can lead to extremely wrong forecasts.

1 Introduction

On September 20 and 21, 2020, a constitutional
referendum was held in Italy to reduce the num-
ber of parliamentarians (from 630 to 400). 69.96%
of the voters approved it, with a voter turnout of
about 51%1. Since the main Italian political parties
supported the referendum, at first the outcome was
obvious, but, through a huge activity on social me-
dia, opposers unsuccessfully tried to overturn the

1https://en.wikipedia.org/wiki/2020_
Italian_constitutional_referendum

result. The referendum was a confirmatory referen-
dum: voters were asked to approve a law. Thus, we
refer to people that voted "yes", agreeing with the
introduction of the new law that reduces the num-
ber of parliamentarians, as Supporters, and we refer
to people that voted "no", against the introduction
of the new law, as Opposers.

Since an always greater number of people share
their thoughts online, social network analysis helps
understanding the causes and forecasting the out-
comes of political events, in parallel with al-
ready widely used approaches such as surveys and
pools (Callegaro and Yang, 2018). Like surveys,
selection biases are hard to remove. Social me-
dia users and citizens have different demographic
distributions, resulting in under-represented cate-
gories of people (e.g., elderly people) (Mislove
et al., 2011)2. Moreover, social media are also pop-
ulated by bots, softwares that run accounts and auto-
matically share content, introducing noise and bias
in the collected data (Ferrara et al., 2016). These
accounts are not run by real people and the data
shared by them should not be included to perform
analysis and statistics. However, a big advantage
of the analysis of social media data is the higher
magnitude of available data, easy to collect and
process. It is often less expensive to collect content
from social media than using classical approaches.

In this study we collect and analyze Twitter data
about the Italian referendum in 2020. Our contri-
butions can be summarized as follows:

• We collect and publicly share a corpus of
1.2M tweets about the Italian referendum in
2020. This is a rare and fundamental resource
for NLP analysis, expecially stance detection,
for non-English texts3;

2https://www.statista.
com/statistics/283119/
age-distribution-of-global-twitter-users/

3The dataset is publicly available at https://github.
com/marco-digio/italian-referendum-2020
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• We design a content-based, semi-automatic,
approach to label big magnitudes of textual
data through hashtags. We obtain a set of 85k
cleaned labeled texts with low human effort;

• We fine-tune an accurate text classifier to de-
tect the stance of tweets (Support or Against
the referendum). We also successfully apply
it to classify tweets that the semi-automatic
approach cannot label;

• We inspect three common text biases (length-
bias, lexical-bias and sentiment-bias), observ-
ing that our dataset does not suffer from them;

• We discuss the discrepancy between the col-
lected data from Twitter and the real outcome
of the referendum, including possible further
investigation essential to understand the phe-
nomenon.

2 Related Works

Numerous published works correlate social media
data with elections or referendums. The main and
most studied recent event is the Brexit referendum,
largely investigated from many different points of
view (Howard and Kollanyi, 2016; Grčar et al.,
2017; Del Vicario et al., 2017; Mora-Cantallops
et al., 2019; Lopez et al., 2017; Llewellyn and
Cram, 2016), but many other political events have
been analyzed from a social media perspective (Tu-
masjan et al., 2010; Sobhani et al., 2017; Darwish
et al., 2017; Pierri et al., 2020; Vicario et al., 2017).

A general approach to quantify controversy in
social media has been proposed by Garimella et al.
(2018), designing a graph-based approach using
solely on the underneath social graphs. This ap-
proach is language independent, relying solely
on the social structure of communities of users,
but computational expensive. Another approach
has been proposed, that includes the content of
texts to make more precise and fast computa-
tions (de Zarate et al., 2020).

We investigate this event from a content-based
stance detection perspective (Küçük and Can,
2020), analyzing only user-generated content to
detect the inclination about the referendum in Italy.
There are few works about stance detection with
non-English tweets (Vamvas and Sennrich, 2020).
Lai et al. (2018) collect a similar dataset for the
Italian referendum in 2016. They tackle the stance
detection task by adding to simple NLP approaches,

iovoto* parlamentari iovoto*taglioparlamentari
voto* vota_efaivotare* tagliodeiparlamentari
vota* referendum referendum2020_iovoto*

votare* referendum2020 iovoto*_referendum2020
unitiperil* maratonaperil* cittadiniperil*

Table 1: List of keywords used to filter relevant tweets.
They refer to vote, parliamentarians, cuts and referen-
dum. We substitute * with no, si and sì (yes in Italian).

such as bag of hashtags, bag of mentions or bag of
replies, network based features obtained by clus-
tering the retweet/quote/reply networks with Lou-
vain Modularity algorithm. They also analyze the
datasets from a diachronic perspective by splitting
the time window into four sections based on the
dates of referendum-related events. Other works fo-
cus on the Italian political situation of Twitter users
with content-based approaches (Ramponi et al.,
2019, 2020; Di Giovanni et al., 2018). They col-
lect tweets shared by politicians and their follow-
ers, and train accurate classifiers that predict the
political inclination of users, without considering
the social interactions: the content shared contains
enough information to successfully perform classi-
fication of political inclination.

Similar tasks have been proposed at Se-
mEval 2016 (Mohammad et al., 2016b),
IberEval 2017 (Taulé et al., 2017), IberEval
2018 (Taulé et al., 2018) and finally at EVALITA
2020 (Cignarella et al., 2020), where teams were
challenged to detect stances of manually labeled
Italian Tweets about the Sardine Movement. We
remark the difficulty of such tasks by looking at
the performance of the best team (Giorgioni et al.,
2020), that fine-tuned an Italian pre-trained BERT
model (Devlin et al., 2019) and augmented the
data with results from three auxiliary tasks.

A comparative study (Ghosh et al., 2019) shows
that for stance-detection datasets of English texts
from Web and Social Media, BERT model achieves
the best performance, but there is still much room
for improvements.

3 Data Collection, Description and
Labeling

The dataset is collected from Twitter4, a micro-
blogging platform widely used to discuss trending
topics, whose official API allows a fast and compre-
hensive implementation. On Twitter, users share
tweets, small texts (up to 280 characters) that can

4https://twitter.com
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Figure 1: Mostly shared hashtags in the dataset.

be enriched with images, videos or URLs. Other
users can quote (or retweet) another tweet by shar-
ing it with (or without) a personal comment. A
user can also follow other users to get a notifica-
tion when they tweet (retweet or quote), and can
be followed by other users.

We query data about the referendum held in Italy
in September 2020 by searching Italian tweets, con-
taining at least one of the keywords reported in Ta-
ble 1, usually used as hashtags, but not always. In
total we collected 1.2M Italian tweets posted be-
tween 01/08/2020 and 01/10/2020 by about 111k
users.

The keywords are refined and validated itera-
tively. Starting from three keywords (referendum,
iovotosì - IVoteYes, iovotono - IVoteNo), we in-
spect the most frequent hashtags and, if related to
the topic, we add them to the query. In Figure 1
we show the most used hashtags in our complete
dataset. Many frequent hashtags have no clear and
safe connection with the referendum, thus we do
not select them as keywords during the collection
step, such surnames of politicians ("dimaio") and
political parties ("m5s").

3.1 Hashtag-based Semi-automatic Labeling

Manually labeling big data sets is an expensive and
not-scalable approach. Usually more than one an-
notator, fluent in the selected language, is required
to produce a reliable label, and the time and cost to
obtain a data set large enough to train an accurate
classifier is usually high.

Graph-based approaches have obtained impres-
sive results when applied to detect stances in con-
troversial debates (Garimella et al., 2018; Cossard
et al., 2020). These approaches are mainly used
to label user by looking at the nearest community
in the social graph. They firstly define the graph
structure, e.g. retweet graph, and then they apply
community detection algorithms to partition the
bigger connected component of the graph.

We design a content-based approach to semi-

automatically label large sets of tweets. Different
from the graph-based approaches, we label single
tweets, while the graph approaches work at the
user-level. The approach is based on hashtags, of-
ten used to express the inclination of users about
a topic (Mohammad et al., 2016a). Trending hash-
tags attract audience and get the attention of other
users in the social network5.

We pick two main classes: in Support of the ref-
erendum and Against the referendum. We define
as Gold hashtags the hashtags that clearly state a
side in the vaccine debate. We plan to collect two
sets of Gold hashtags, one for each side of the de-
bate. If a tweet contains at least one of the Gold
hashtags, we define its stance as the stance of the
hashtag. Tweets containing at least one Gold hash-
tag from both sides are discarded. Firstly, we select
two Gold hashtags, one for each side: #iovotosì (I
Vote Yes) for the Support class and #iovotono (I
Vote No) for the Against class. Note that in Italian
the word yes is translated as sì, with the grave ac-
cent that is often omitted in informal texts, such as
tweets. Thus, in the whole paper, every time we
refer to the word sì, we include also the word si,
without the accent. Two annotators manually vali-
date this initial selection by inspecting 100 tweets
for each class and finding only 4 tweets that clearly
belongs to the opposite stance. They were used to
attract the attention of the other side or to delegit-
imise a specific hashtag., e.g. “I cannot understand
people that write #IVoteYes". However, our valida-
tion process confirms that these tweets are rare and
introduce little noise to the data set.

We iteratively add new hashtags by inspecting
the most frequent co-occurring ones and manually
selecting the most pertinent ones, basing the selec-
tion on their meaning. An example of discarded
hashtags is #conte (the surname of the Prime Min-
ister of Italy at the time of the Referendum), highly
co-occuring with #iovotono, since we cannot safely
assume that it was used only by users Against the
referendum. We also discard hashtags that co-occur
with hashtags from both sides in similar percent-
ages. An example is #referendum, obviously fre-
quently used by both sides of the debate. Finally,
after each iteration two annotators manually vali-
date the selected hashtags, as previously described
for the initial Gold hashtags. An hashtag passes
the validation if the percentage of tweets that is

5Twitter has a specific section for trending hashtags and
keywords https://twitter.com/explore/tabs/
trending
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Tweets using both #IoVotoSì and #IoVotoNo

A

In a few days we will meet at the ballot boxes to express
our preference about the #CutOfParliamentarians. While
waiting, let’s retrace the most famous referendums in the
history of the Republic. #Referendum2020 #IVoteYes #IVoteNo

B

Let’s dismantle some lies about #IVoteNO. The
#CutOfParliamentarians is a reform that fixes the Italian distortion of having
a very big number of elected people. Who talks about dictatorship is
only using the usual fear strategy to keep a useless privilege. #IVoteYes

Table 2: Translated examples of tweets containing both
the Gold hashtag #iovoto and #iovotosì. (A) shows a
neutral tweet, (B) shows a Supporter attacking the point
of view of people Against the referendum.

classified by at least one annotator as belonging
to the opposite class is lower than 10%. We fi-
nally obtain two final sets of Support Gold hash-
tags and Against Gold hashtags, that allows us
to get about 450k labeled tweets by manually la-
beling few hundreds. The selected Gold hashtags
are the keywords reported in Table 1 that contains
the * symbol. The symbol is substituted with the
corresponding stance (“sì" or “no"). For exam-
ple, #referendum2020_iovotono is a Gold hashtag
for Against class, while #referendum2020_iovotosì
(and #referendum2020_iovotosi) is a Gold hashtag
for Support class. Since no other hashtag among
the 50 most-frequent ones passes the full validation
procedure, we end the labeling phase.

Note that we label tweets containing at least one
hashtag from a single set in the corresponding class,
while tweets with at least one hashtag from both
sets as Both and tweets without any hashtag from
both sets as Unknown. We remark that Both and
Unknown tweets cannot be safely considered neu-
tral since they can express a stance without explic-
itly using one of the selected hashtags, or using
both of them (Table 2 reports an example of a neu-
tral tweet labeled as Both (A) and a Support tweet
labeled as Both (B). This is the main limitation of
this semi-automatic labeling procedure: no neu-
tral class can be safely defined, thus we can only
train a binary-classifier, leaving for future works
the design of a three-classes stance detector.

We label retweets by looking at the hashtags in
the original tweet, we label quotes by only looking
at the hashtags in the quote itself, not at the quoted
hashtags. In Table 3 we report the statistics of the
obtained labeled dataset. Original tweets are tweets
that are neither retweets nor quotes of other tweets,
nor replies to other tweets.

Label Tweets Original Retweets Quotes Replies
Support 93149 74086 2890 10572 5665
Against 364865 291185 15368 34559 24145
Both 4224 2796 145 246 1042
Unknown 353033 236743 16600 53119 47059
Total 815271 604810 35003 98496 77911

Table 3: Tweets Statistics.

Figure 2: Top: Number of daily shared tweets, grouped
by stance. Bottom: Daily Support vs Against Ratio.
The higher the ratio, the greater the number of tweet
Against the referendum. The red line (1) sets the value
of equal number of Support and Against tweets.

3.2 Temporal Analysis
In Figure 2 (top) we show the distribution of tweets,
grouped by their stance, during the time window
selected, highlighting the referendum day. We no-
tice a first peak around the August 8, due to an
unrelated event about parliamentarians, that we
accidentally included, since we used parliamentar-
ians as a keyword to filter tweets. To remove noise
and unrelated data, we discard all tweets posted
before August 15 in the following analyses.

We also notice a huge peak of Unknown tweets
during the referendum days, probably because
users switched from the old hashtags #IVoteYes and
#IVoteNo to their past tense versions (#IVotedYes
and #IVotedNo). Thus, we discard tweets posted
after September 19. Moreover, we do not want
to influence our stance classification with tweets
posted after the referendum.

In Figure 2 (bottom) we show how the ratio be-
tween Support and Against tweets evolves during
the time window, observing constant values around
0.25 from August 15 to September 19. Thus, the
daily number of tweets Against the referendum is
four times bigger than the number of tweets Sup-
porting it, further confirmed in Table 3, where the
total number of Support tweets is four times smaller
than the total number of tweets Against the referen-
dum. We also notice big peaks and valleys outside

17



the selected time window, caused by the low num-
ber of daily posted tweets.

4 Data Analysis

In this section we describe the cleaning process, the
stance classifiers and their results on the collected
dataset.

4.1 Data Cleaning

Before training a stance classifier, we clean the text
of tweets through the following procedure.

Texts are lowercased, URLs are removed and
spaces are standardized. We remove Gold hash-
tags (see Table 1) since they were used to automati-
cally label tweets and users, thus maintaining them
will introduce a strong bias in the trained models.
We keep the other hashtags since they could en-
code useful information and are not a clear source
of bias. Tweets containing at least half of the char-
acters as hashtags are also removed, since they are
too noisy. They are usually used by bots to collect
the daily trending hashtags. To prevent overfitting
we remove duplicate texts, including retweets. We
also remove texts shorter than 20 characters, that
usually comment URLs or other tweets, being dif-
ficult to understand and contextualize. We keep
emoji as they include useful information, e.g., the
scissor emoji was mainly used by Supporters of
the referendum since they want to cut the number
of parliamentarians. We select only tweets shared
after 15/08/2020 and before 20/09/2020, the first
referendum day.

4.2 Stance classification

We analyze the dataset from a stance classification
perspective.

Due to the impossibility to interpret the tweets
labeled as Both or Unknown, we formulate the
tweet stance classification task as a binary classi-
fication problem: the two classes represent tweets
Supporting or Against the referendum. We ob-
tain an unbalanced clean datasets: 85k tweets, of
which 80% Against the referendum. To obtain a
balanced dataset, over-sampling the Support class
leads to slightly better results in the Validation
dataset, but worse results on the Test set, proba-
bly due to overfitting, while under-sampling the
Against class leads to worse results due to the re-
moval of 60% of the original dataset.

We select three models (one baseline and two
commonly used architectures):

Validation Test
Model AUROC F1w F1s AUROC F1w F1s
Baseline 0.50 0.78 0 0.50 0.52 0
FastText 0.74 0.89 0.56 0.65 0.59 0.18
BERT 0.88 0.86 0.63 0.78 0.71 0.5

Table 4: Area under ROC (AUROC), weighted F1
score (F1w) and F1 score of the Supporters (F1s) of
the three models, as 5-fold Cross Validation on the
training set (left) and on the Test Sets of 227 randomly
selected and manually evaluated texts.

• Majority classifier (Baseline);

• FastText (Joulin et al., 2017), a fast approach
widely used for text classification. Its ar-
chitecture is similar to the CBOW model in
Word2Vec (Mikolov et al., 2013): a look-up
table of words is used to generate word rep-
resentations, that are averaged and fed into a
linear classifier. A softmax function is used to
compute the probability distribution over the
classes. To include the local order of words,
n-grams are used as additional features, with
the hashing trick to keep the approach fast and
memory efficient. FastText is known to reach
performances on par with some deep learning
methods, while being much faster;

• BERT (Devlin et al., 2019), a Transformer-
based model (Vaswani et al., 2017) that
reaches state-of-the-art performances on many
heterogeneous benchmark tasks. The model
is pre-trained on large corpora of unsuper-
vised texts using two self-supervised tech-
niques: Masked Language Models (MLM)
task and Next Sentence Prediction (NSP) task.
Pre-trained weights are available on the Hug-
gingface models repository (Wolf et al., 2020).
We select a model pre-trained on a concate-
nation of Italian Wikipedia texts, OPUS cor-
pora (Tiedemann, 2012) and OSCAR cor-
pus (Ortiz Suárez et al., 2019), performed
by MDZ Digital Library6. We fine-tune the
model on our data7.

4.3 Results

In Table 4 (left) we report the results of a 5-fold
cross validation process. We select Area Under

6https://huggingface.co/dbmdz/
bert-base-italian-xxl-uncased

7Fine-tuning performed on a single NVIDIA Tesla P100,
for 5 epochs. Best weights selected by minimizing the evalua-
tion loss. Learning rate (10−5) set through grid search.
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the ROC curve (Fawcett, 2006), weighted F1-score
(the F1 score for the classes are weighted by the
support, i.e., the number of true instances for each
class) and F1s, the F1 score on the Support class
(the under-represented class, that, by definition, a
Majority classifier cannot detect).

Both FastText model and BERT outperform the
Random Baseline approach, the latter obtaining
higher AUROC and F1s.

However, our goal is to predict the stance of
tweets that do not share a Gold Hashtag. We use
these models, trained on the big dataset labeled
using Gold hashtags, to predict tweets that do not
contain Gold Hashtags, thus tweets that, with the
previously described automatic approach, were la-
beled as Unknown. Two human annotators manu-
ally labeled 500 randomly sampled tweets. After
removing neutral and incomprehensible texts, we
obtain a dataset of 227 tweets, of which 78 labeled
as Supporters. We test our models on this dataset,
the results are reported in Table 4 (right), confirm-
ing that even if there is a gap among the Validation
performances and the Test performances, BERT
did not strongly overfit the Training data.

Finally, we obtain an approximate statistic of the
total number of tweets Supporting and Against the
referendum by predicting the stance of every tweet
previously labeled as Unknown (110k tweets). It
results in about 20% of Unknown tweets classified
as Supporters, confirming the general number of
tweets Against the referendum is four times big-
ger that the number of shared tweets Supporting it.
However, we cannot validate this result since we
do not have manually labeled the full dataset.

5 Biases analysis

In this section we inspect three common biases that
often affect the accuracies of classifiers: Length of
texts, Lexicon and Sentiment.

5.1 Length Analysis

The length of sentences, defined as the number
of characters or tokens, often influences the pre-
diction of a model, acting as a bias. In Figure 3
we plot the distribution of lengths of tweets calcu-
lated as the number of characters, after the cleaning
procedure (there are no tweets shorter than 20 char-
acters). There is no evident difference between the
distribution of the number of characters in tweets
labeled as Support or Against, suggesting that no
length-bias is present in our dataset.

Figure 3: Length distribution of generated tweets
grouped by stance. There is no significant difference
in the normalized distributions.

5.2 Lexicon analysis

We check if tweets in different stances use similar
lexicons. A big lexicon overlap in the dataset re-
sults in an accurate classifier that must learn the
meaning of sentences, while a small lexicon over-
lap in the dataset allows the detection of specific
words to be sufficient to make a prediction, ne-
glecting the real meaning of the texts. We quan-
tify the lexicon difference by computing the Point-
wise Mutual Information (PMI) between words and
classes (Gururangan et al., 2018).

A high PMI score of a word in a class is obtained
when the word is used mainly in tweets belonging
to that class. For this analysis, we discard Italian
stop words collected from the NLTK library (Bird
et al., 2009).

We report in Table 5 the first five words for each
class, sorted by PMI score and the proportion of
texts in each class containing each word. The fre-
quency of words with higher PMI is low, thus we
conclude that the two stances use mostly similar
lexicons. A classifier cannot safely rely on the pres-
ence of specific words since the most indicative
ones (higher PMI score) are not frequent enough.
For example, the most frequent word among the
top-5 is orgoglio5stelle, a keyword used by Sup-
porters of the Referendum stating that they are
proud of their party (5 stars) because the referen-
dum was held by them. However, only 3% of the
Supporter texts include this word.

5.3 Sentiment analysis

We distinguish between sentiment classification
and stance classification by searching for a correla-
tion between sentiment and stance in the datasets.
Our goal is to have a stance classifier that does not
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Support % Against %
orgoglio5stelle 3.0 ondacivica 2.2
scissors emoji 0.3 30giorni_iovotono 0.5
laricchiapresidente 0.9 iostoconsalvini 0.5
pugliafutura 0.5 noino 0.4
rotolidistampaigienica 0.3 darevocealreferendum 0.4

Table 5: Top 5 tokens ranked by PMI (Pointwise Mu-
tual Information) scores and the proportion of texts in
each class containing each word.

rely on the sentiment of tweets to make a predic-
tion. If Support and Against tweets are unbalanced
in the Positive and Negative sentiment classes, the
dataset contains a sentiment-bias.

We compute the sentiment scores of tweets
and users using Neuraly’s “Bert-italian-cased-
sentiment” model8 hosted by Huggingface (Wolf
et al., 2019). It is a BERT base model trained
from an instance of “bert-base-italian-cased”9 and
fine-tuned on an Italian dataset of 45k tweets on a
3-classes sentiment analysis task (negative, neutral
and positive) from SENTIPOLC task at EVALITA
2016 (Barbieri et al., 2016), obtaining 82% test
accuracy.

In Figure 4 we show the Kernel Density Esti-
mation plot of positive and negative sentiment of
tweets grouped by stance. The probability of be-
ing neutral is not shown as it can be obtained with
1−p(′positive′)−p(′negative′). Since the distri-
butions of the sentiments largely overlap, we con-
clude that there is no sentiment-bias in our datasets.
It is further confirmed by looking at the actual pre-
dictions: for both Support and Against texts, 63%
of them are classified as Negative, 25% as Neutral
and 15% as Positive .

6 Discussion

6.1 Discrepancy between Twitter activity and
the Referendum outcome

We notice a huge discrepancy between what users
posted on Twitter and what citizens voted. The frac-
tion of tweets and users that explicitly state their
stance (and our prediction of tweets and users that
do not) is very different from the final outcome of
the referendum (69.96% of the voters approved it):
the number of tweets with a Gold Hashtag Against
the referendum is 4 times higher than the number
of tweets with a Supporter Gold Hashtag, and the

8https://huggingface.co/neuraly/bert-base-italian-cased-
sentiment

9https://huggingface.co/dbmdz/bert-base-italian-cased

Figure 4: Sentiment distribution of generated tweets
grouped by stance. There is no evident difference in
the distributions. To improve the visualization, we use
the same number of data points for both stances, down-
sampling the texts Against the referendum.

number of Unknown tweets that our best classifier
predicts as Support or Against the referendum fol-
lows the same proportion. By looking only at what
is shared online, we could have easily guessed that
the Opposers won the referendum, while the real
outcome is the opposite.

To further understand this discrepancy, we
briefly inspect the differences in social characteris-
tics of users. We label users as Support (Against)
if they share only tweets previously labeled as Sup-
port (Against) the referendum. Figure 5 shows
the normalized distribution of number of followers
and number of following of users Supporting and
Against the referendum. No difference in shape
proves that the social audience of the two sides
of users is quantitatively similar (the tails of the
figures are cut for visualization purposes). Inspect-
ing the most followed and following users (long
tail of the distribution), we notice that among the
top-10, exactly half of them are Supporters and
half are Against the referendum, confirming our
finding. Thus we conclude that Supporters won the
referendum, not because they tweeted more than
Opposers (they actually tweeted 4 times less than
the people against the referendum), neither because
they have more audience (the distributions of num-
ber of followers and following people is similar).
We leave for future works the inspection of more
detailed graph-related quantities, such as centrality
of users in the network and topological measures
to describe the graph structure.
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Figure 5: Distribution of followers (left) and following
(right) users of users Supporting and Against the refer-
endum.

We observed an event where the majority of vot-
ers were silent, or not even present on Social Media,
while the minority was loud. This phenomenon
implies not only that restricting the focus on so-
cial media to fully analyze an event could lead to
extremely wrong forecasts, but also that the user
perception of the general political situation can be
influenced by an unrealistic image of the public
opinion on social media that does not match the
real sentiment towards the topic.

6.2 Ethical Considerations

Political inclinations of people is a sensitive topic.
This work is meant to be a exploration on how to
apply state-of-the-art NLP techniques to predict
the stance of tweets about a political event, and
whether they can help to perform more accurate
forecasts of the outcome of a political event. Due to
privacy issues, we do not share the trained model
nor the obtained labels of tweets. However, we
share the dehydrated collected tweets and the set
of keywords to obtain the gold labels. These data
allow researchers to reproduce the results but do not
contain sensitive information, meeting the Twitter’s
Terms of Service10. In this study we prove that
the political inclination of users can be detected
by modern NLP approaches, even if no evident
hashtags of keywords are shared in a tweet. Thus,
we suggest a thoughtful and appropriate usage of
social networks in order to keep private sensitive
information.

7 Conclusion

Thanks to the last referendum in Italy, we collected
a big Italian stance detection user-generated dataset.
The dataset consists in 1.2M tweets, of which 85k
are cleaned and labeled as Supporters or Against

10https://twitter.com/en/privacy

the referendum. The designed hashtag-based semi-
automatic labeling approach allows us to train an
accurate classifier that generalizes well also on
tweets that do not contain Gold hashtags. We
considered three common dataset biases (length-
bias, lexicon-bias and sentiment-bias), confirming
no significant dangers. Finally, we investigated
the discrepancy between the fraction of collected
tweets labeled by stance and the real outcome of
the referendum, observing no clues that explain
this difference. Based on our findings, we suggest
that drawing conclusions following social media
analysis should be performed carefully, and the re-
sults should be integrated with other other classical
approaches such as surveys.

In future works, we aim to build a three-classes
stance classifier, that can also predict neutral texts,
since we observed big magnitudes of data that does
not explicitly state a stance. We will also move the
focus from tweets to users, detecting their inclina-
tion by looking at the history of shared tweets. We
believe that the investigation of users that changed
stance during the time window could help us under-
stand how people opinions are influenced by social
media. Finally, we observe that our classifier do
not generalize well on other Italian stance-detection
data sets, due to the high specificity of the task: the
model learned the debate about the 2020 Italian
constitutional referendum and its actors’ inclina-
tion, but the knowledge obtained is not adequate to
perform zero-shot transfer to other data sets. How-
ever, we plan to investigate if we can obtain boosts
of performances in a multi-task and multi-source
context, training a model on multiple similar tasks
and data at the same time.
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Abstract

Ranking the user comments posted on a news
article is important for online news services be-
cause comment visibility directly affects the
user experience. Research on ranking com-
ments with different metrics to measure the
comment quality has shown “constructiveness”
used in argument analysis is promising from a
practical standpoint. In this paper, we report
a case study in which this constructiveness is
examined in the real world. Specifically, we
examine an in-house competition to improve
the performance of ranking constructive com-
ments and demonstrate the effectiveness of the
best obtained model for a commercial service.

1 Introduction

In online news services, the user comments posted
on news articles function as a type of useful content
known as user-generated content (UGC). Figure 1
shows examples of comments posted on Yahoo!
JAPAN News, a Japanese news portal.1 By reading
these comments along with the article, users can
obtain supplementary information such as other
users’ opinions, experiences, and simplified expla-
nations of the article. There is a limit, however, on
the number of comments that can be displayed on
a page, and as users typically do not have the time
or inclination to read through all the comments,
ideally they should be ranked in some way. Priori-
tizing the comments for display is directly linked
to user satisfaction, so improving this ranking is an
important issue for such services.

There have already been multiple studies on com-
ment ranking in online news services and discus-
sion forums (Hsu et al., 2009; Das Sarma et al.,
2010; Brand and Van Der Merwe, 2014; Wei et al.,
2016). All of these studies have utilized user feed-
back (e.g., “Like”-button clicks in Figure 1) as their
ranking metrics. Although such user feedback is

∗Equal contribution.
1https://news.yahoo.co.jp/

Figure 1: Comments on Yahoo! JAPAN News for arti-
cle “Lifting the ban on drinking/smoking at 18.”

easy to obtain, this type of measurement has two
drawbacks: (i) user feedback does not always sat-
isfy the service provider’s needs, such as to create
a fair place (i.e., a news space that is neutral), and
(ii) user feedback will be biased by where com-
ments appear in a comment thread (also known as
“position bias” (Craswell et al., 2008)). A typical
example for (i) can be seen in political comments,
where the “goodness” of the comment tends to be
decided on the basis of the political views of the
majority of the users rather than on its quality. A
typical example of (ii) can be illustrated by a case
where earlier comments tend to receive more feed-
back since they are displayed at the top of the page,
which implies later comments will be ignored ir-
respective of their quality. To resolve this issue,
Fujita et al. (2019) introduced a metric represent-
ing a comment’s constructiveness (see Section 2 for
details), which has also been studied in argument
analysis (Kolhatkar and Taboada, 2017a; Napoles
et al., 2017a). Interestingly, they found empirical
evidence that the constructiveness has no correla-
tion with the user feedback, which has been com-
monly used for ranking comments. This implies
that we need to consider the constructiveness rather
than the user feedback to avoid unfavorable situa-
tions (i) and (ii) in real services.

In this paper, we take their study one step further
towards practical application. Specifically, in col-
laboration with Yahoo! JAPAN News, we report
a case study of deploying a model that ranks con-
structive comments in a commercial service. The
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characteristic unique point of our study is that we
aim to improve the ranking quality through an in-
house competition. As represented by Kaggle (Kag-
gle, 2020), the machine learning competition plat-
form, it has become common to improve a model’s
performance through a competition format. This
kind of experiment has also been conducted in var-
ious research areas through shared-task workshops,
with the WMT translation task (Barrault et al.,
2019), TAC text analysis task (Demner-Fushman
et al., 2018), and NTCIR information retrieval task
(Kato and Liu, 2019) being well-known examples.
Following this trend, we also aim to improve the
ranking performance through a competition format.
As this kind of work conducted within a company
towards a commercial service is rarely released
in the form of an academic paper, we expect our
findings to become valuable knowledge for practi-
tioners in the field. We clarify the novelty of our
study against other previous studies in Section 7.

Our main contributions are as follows:
• We report the details of the in-house competi-

tion (i.e., constructive comment ranking task)
conducted in a commercial news service, Ya-
hoo! JAPAN News, where we obtained a new
model with a 2.73% improvement in perfor-
mance (NDCG) compared to the baseline (Sec-
tion 3). We also administer a participant survey
and discuss positive and negative opinions relat-
ing to this competition (Section 6).

• We consider several ensembles of the submitted
models and show that the best one performed bet-
ter than the best single model (Section 4). Never-
theless, the service does not find it reasonable for
practical use considering the need for maintain-
ability and low latency against the performance
increase (0.62%). This suggests that while an en-
semble of various models submitted in the com-
petition is promising in an academic sense, it
still has challenges in an industrial sense. We
believe that this will open a new direction for the
ensemble research field to solve such challenges.

• We demonstrate that the high-performance mod-
els in the competition are practically useful in the
real world with a service perspective evaluation
(Section 5), and in fact, the service decided to
introduce the best single model.

• We will release the 59K labeled dataset and the
models submitted in the competition for future
research.2

2https://research-lab.yahoo.co.jp/en/software/

Precondition • Related to article and not libelous
Main conditions • Intended to stimulate discussions

• Objective and supported by fact
• New idea, solution, or insight
• User’s unique experience

Table 1: Conditions for constructive comments.

2 Preliminaries

Constructiveness: We use the concept of construc-
tiveness to prioritize comments that provide insight
and encourage healthy discussion. According to the
dictionary (Oxford, 2020), the term “constructive”
is defined as “having or intended to have a useful
or beneficial purpose.” However, this dictionary
definition is a bit too generic to determine whether
a comment is constructive or not. To avoid individ-
ual variation as much as possible, we need a more
specific definition for our task. Thus, we follow a
previous study (Kolhatkar and Taboada, 2017a) on
constructiveness, where a questionnaire adminis-
tered to 100 people clarified the detailed conditions
for constructive comments. Table 1 shows a sum-
marized version of the conditions, which was also
used by Fujita et al. (2019). The conditions consist
of one precondition for maintaining decency and
relevance and four main conditions for representing
typical cases of being constructive. Specifically, a
constructive comment is defined as one that satis-
fies the precondition and at least one of the main
conditions.
YJCCR Dataset: We use (part of) the YJ Con-
structive Comment Ranking (YJCCR) Dataset,
which was created by Fujita et al. (2019). The
YJCCR dataset consists of more than 100K
Japanese comments labelled with a constructive-
ness score (C-score), which is a graded numeric
score representing the level of constructiveness for
ranking comments. The C-score was defined as
the number of crowdsourced workers who judged a
comment as constructive in response to a yes-or-no
(binary) question. As a consequence, the C-score
indicates how many people think that a comment is
constructive with the goal of sufficiently satisfying
as many users as possible.

The detailed settings of the crowdsourcing were
as follows. The task was prepared with questions
referencing a news article and its comments ex-
tracted from Yahoo! JAPAN News and conducted
on a crowdsourcing service. The workers were
asked to read the definition of constructiveness
and then judge whether each comment was con-
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structive. To ensure reliability, only the results of
serious workers who correctly answered quality-
control questions that were randomly included in
each task were kept. Ten workers were used for
each comment in the dataset, so a C-score of 8,
for example, means that eight workers judged a
comment as constructive. The reliability of this an-
notation was confirmed with Krippendorff’s alpha,
which was “moderate agreement.”

The comments in Figure 1 are actual ones in the
YJCCR dataset. The lower comment has a high
score (9) because it includes a constructive opinion
with some reasoning, whereas the upper comment
has a low score (0) since it includes offensive con-
tent (see Appendix C for more examples).

3 In-House Competition

Task: The competition task consisted of ranking
comments based on their degree of constructive-
ness, that is, the C-score defined in Section 2.
Specifically, given that we have training data with
triples {(a, x, y)} consisting of a news article a, a
comment x on the article, and its corresponding
C-score y, the task is to predict the ranking of com-
ments for every article in the test dataset {(a, x)},
where the C-scores are unknown. The goal of this
task is to create a model that predicts the correct
ranking from the training data as closely as possi-
ble.

The competition was held for about six weeks
(Dec. 13, 2018 – Jan. 23, 2019), and a dozen
employees related to the comment ranking service
were made aware of it. The information shared
among them included not only the dataset but also
sample code consisting of a simple feature extrac-
tion, model creation, and evaluation pipeline in
order to reduce the burden on the participants. We
also prepared a leaderboard to display the latest
evaluation results for submitted models. The par-
ticipants reported their evaluation results on the
leaderboard and were able to update them any num-
ber of times during the competition period.
Dataset: The training dataset consisted of a com-
bination of the above-mentioned public dataset
YJCCR and a new dataset of long comments cre-
ated for this study. We used 49,215 comments
(9,845 articles with five comments each) from the
YJCCR dataset, each comment having a C-score
assigned by crowdsourcing. While this dataset only
contained comments up to 125 characters in length,
we noticed in our preliminary experiments that long

Figure 2: Cumulative number of submissions over the
competition period.

comments tended to be incorrectly determined as
constructive despite having a bigger impact on visi-
bility than short ones. For that reason, we addition-
ally extracted long comments (from 126 up to the
maximum of 400 characters) posted to the articles
in YJCCR and created a long comment dataset with
C-scores assigned by crowdsourcing in the same
way as for YJCCR, as described in Section 2. The
resulting combination of the above two datasets
yielded 59,120 comments (9,845 articles with an
average of six comments). We split it into 80%
training data, 10% validation data, and 10% test
data to form the competition dataset.
Evaluation: We used Normalized Discounted Cu-
mulative Gain (NDCG) (Burges et al., 2005), which
is a widely used evaluation measure for ranking
tasks. In this competition, we adopted a variant
defined as NDCG@k = Zk

∑k
i=1

2ri−1
log2(i+1) , which

was also used in the Yahoo! Learning to Rank Chal-
lenge (Chapelle and Chang, 2011). This NDCG@k
computes how close the top k comments predicted
by a model are to the correct ranking, where ri
is the true C-score of the comment with predicted
rank i, and Zk is a normalization term.

To simplify the evaluation process, we
set the average value of NDCG@k, i.e.,
1
K

∑K
k=1NDCG@k, as the main measure in the

competition, where K is the number of comments
included in the article. Furthermore, to particularly
encourage the performance improvement for long
comments, we extracted a dataset consisting of
only long comments (305 articles, 917 comments)
from the test data and used its NDCG@k value
as a supplementary measure. This was meant to
reduce the effect of submitting sloppy methods that
merely determined long comments to be construc-
tive. From here on we call the normal measure
NDCG and the one for long comments NDCG-L.
Submitted Models: Eight individuals participated
in the competition and submitted 14 models dur-
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ing the competition period (before the deadline).
Figure 2 shows the total number of submissions
across the competition period. We can see that
the number of submissions was low during the ini-
tial period of the competition but increased signifi-
cantly at the start of the year (beginning of work),
a period where time is relatively more available
(Jan. 9, 2019), and on the day of the deadline
(Jan. 23, 2019). Moreover, after the submission
deadline had passed, several participants contin-
ued to work on the task and created an additional
four models. We included these additional models
when carrying out our analysis, although only the
models submitted before the deadline were eligible
for internal awards. We obtained a wide variety
of models created by the participants’ trials and
errors, but due to space limitations, we only dis-
cuss in detail the four highest-performing models,
which were Model-4, Model-11, Model-14,
and Model-17. The following list includes the
summary of each model with its detailed settings
and features (see Appendix A for their hyperparam-
eter settings).

• Model-4: The model with the highest NDCG
(before the deadline). It is a gradient boosting
model (pairwise learning) with features based on
pretrained word embeddings.
Model: The model was a LambdaMART model
(Burges, 2010), which is a boosted tree variant
of LambdaRank (Burges et al., 2007) extended
from RankNet (Burges et al., 2005). It was
trained using RankLib (ver. 2.1) (Lemur Project,
2020), a library of “learning to rank” algorithms.
Features: The features were based on pre-
trained word embeddings trained with fastText
(ver. 0.2.0) (Facebook, 2020), an open-source
library,that includes a subword-based extension
(Bojanowski et al., 2017) of the skip-gram model
(Mikolov et al., 2013). The training dataset
consisted of 100M news articles in the service,
and they were split into words using MeCab
(ver. 0.996), a Japanese morphological analyzer
(Kudo et al., 2004; Kudo, 2020a), with IPADIC
(ver. 2.7.0). Finally, the features of each com-
ment were set to the average vector of the pre-
trained word embeddings for the words in the
comment.

• Model-11: The model with the highest sum
of NDCG and NDCG-L. It is a linear rankSVM
(Lee and Lin, 2014) model (pairwise learning)
with features based on C-score prediction and

the distance between an article and its comment,
where this setting is a kind of stacking ensemble.
Model: The model was an L2-regularized L2-
loss linear rankSVM model that was imple-
mented as an instance of the well-known SVM
tool LIBLINEAR (ver. 2.1.1) (Lin, 2020).
The cost parameter C was determined from
{2−13, . . . , 21} on the basis of the performance
on the validation set.
Features: The features consisted of two factors.
The first was the expected C-score, which was de-
termined by first computing the probabilities of
C-scores (considered as classes) using the open-
source library fastText (ver. 0.2.0) (Joulin et al.,
2017; Facebook, 2020)2 with word embeddings
trained on news articles and then calculating their
expected value. The second feature was the Eu-
clidean distance between the comment and title
vectors, each of which consisted of the frequen-
cies of words.

• Model-14: The model with the highest NDCG-
L. It is a gradient boosting model (pointwise
learning) with features based on maximal sub-
strings and words.
Model: The model was based on LightGBM
(ver. 2.2.1) (Microsoft, 2020; Ke et al., 2017),
a tree-based gradient boosting framework. The
parameters were hand-tuned with a tuning guide
(LightGBM Doc., 2020).
Features: The features were based on a combi-
nation of maximal substrings and words, where a
maximal substring is a substring s whose super-
string never occurs at the same frequency as s.
The features of the maximal substrings were the
number of unique substrings, the frequencies of
substrings, and the tf-idf values of substrings in
the character-based maximal substrings in each
comment (see Appendix A for how to extract
maximal substrings). The features of words were
the frequencies of words, which were extracted
by MeCab (ver. 0.996), a Japanese morphologi-
cal analyzer, with IPADIC (ver. 2.7.0). Finally,
those two kinds of feature were combined and
scaled to the range of [−1, 1] using svm-scale
in LIBLINEAR (ver. 2.1.1), a feature-scaling
library.

• Model-17: The model with the highest NDCG
(after the deadline). It is a variant of the RankNet
model (pointwise and listwise learning) with fea-
tures based on subwords.
Model: The model was a variant of RankNet,
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which has an encoder-scorer structure consisting
of BiLSTMs and Gated CNNs (see Appendix A
for the detailed model structure). C-score was
predicted by (a) extracting the representations of
the input subwords, (b) obtaining one vector av-
eraging their representations, (c) estimating the
classification probabilities, regarding the predic-
tion problem of the C-score (0–10) as an 11-class
classification problem, and (d) calculating the ex-
pected C-score with the probabilities. The loss
was a combination of a pointwise loss, i.e., cross
entropy loss for C-score probabilities, and a list-
wise loss, i.e., permutation probability loss for
comment lists (Cao et al., 2007). The optimizer
was Adam (Kingma and Ba, 2015) with param-
eters (α = 10−3, β1 = 0.9, β2 = 0.999, ε =
10−8), and the training was done in ten epochs
with early stopping after random initialization in
the range of [−0.01, 0.01], where the batch size
was 32 and the dropout rate was 0.3.
Features: The features (input) were a sequence
of subwords based on SentencePiece (ver. 0.1.8)
(Kudo and Richardson, 2018; Kudo, 2020b),
where the subword model was trained with the
training data using the unigram language model
algorithm with the vocabulary size of 5,000.

Comparison with Baseline: We analyzed how
well the submitted models performed compared
to the baseline described below.

• Baseline: A linear rankSVM model (pairwise
learning) with features based on term-frequency
vectors. It was almost the same as the model in
the previous study (Fujita et al., 2019) but was
tuned for this competition.
Model: The model was an L2-regularized L2-
loss linear rankSVM model, which was imple-
mented in LIBLINEAR (ver. 2.1.1). The cost pa-
rameter C was determined from {2−13, . . . , 21}
on the basis of the performance on the validation
set.
Features: The features consisted of the frequen-
cies of words in each comment. Note that this
setting performed better than the one-hot rep-
resentations, the fractions (normalized frequen-
cies) of the words, the number of distinct words,
the tf-idf values, and any combinations thereof.
They were scaled to the range of [−1, 1] by using
svm-scale in LIBLINEAR.

Figure 3 shows the performance increase (%) in
NDCG and NDCG-L for the submitted models
compared to Baseline. Note that decreases are
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Figure 3: Increase (%) in NDCG (top) and NDCG-L
(bottom) for each model compared to Baseline.

not shown. As we can see, many models per-
formed better than Baseline. Interestingly, a
high NDCG score did not necessarily correspond
to a high NDCG-L score, and in fact, Model-4
with a high NDCG in particular had a lower NDCG-
L than Baseline. The use of the leaderboard had
a positive effect for participants submitting high-
performance models for both measures in the latter
half of the competition (right sides of the graphs).
In the end, the highest performance increase was
2.73% by Model-17 for NDCG and 2.34% by
Model-14 for NDCG-L.

4 Model Ensemble

To further improve the performance, we consid-
ered using an ensemble of the models submitted in
the competition. For ease of implementation, we
focused on unsupervised ensemble methods that
combine predicted scores. Assuming practical use,
we only used the models that could accurately (or
stably) reproduce their leaderboard performance,
resulting in ensembles of 12 models.
Ensemble Methods: We prepared various ensem-
ble methods covering both commonly used and
recently proposed ones as follows.
• ScoreAve: Use the average of the predicted

scores of all models as an ensemble score.
• NormAve: Use ScoreAve after normalizing

the scores (Burges et al., 2011). We treated the
predicted scores for all comments in each arti-
cle as a vector v and applied the L2 norm, i.e.,
v/||v||2.

• RankAve: Use the inverse of the averaged rank
after ranking all comments with each model.

• TopkAve: Use ScoreAve only for the top-k
ranked comments by each model (Cormack et al.,
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NDCG NDCG-L NDCG@3 Prec@3
Baseline 81.63 86.74 81.09 73.30
Model-4 83.60 82.15 82.79 73.98
Model-11 83.35 88.34 82.93 73.20
Model-14 82.53 88.77 81.83 72.86
Model-17 83.86 88.24 83.27 72.01
ScoreAve 83.85 86.66 83.20 73.40
NormAve 84.33 88.41 84.01 74.11
RankAve 83.46 88.25 82.92 73.30
TopkAve 84.35 88.35 83.31 73.54
PostEval 84.32 88.64 83.88 73.91
WeightEval 84.38 88.30 84.18 74.04

Table 2: NDCG variants (%) and precision (%) for (a
part of) the submitted models and their ensembles.

2009), where k was chosen with the validation
set.

• PostEval: Select the most promising output
(or model) per article with a continuous version
of majority voting (Kobayashi, 2018), where the
similarity of two outputs was calculated with
NDCG.

• WeightEval: Use the weighted average of the
top-k promising outputs (Fujita et al., 2020),
where k was chosen with the validation set.
This method is a hybrid of output selection
(PostEval) and output average (NormAve),
where NDCG was used as a similarity function
for selecting and weighting.

Evaluation Measures: Along with NDCG and
NDCG-L, we used NDCG@3 and Prec@3 as sup-
plementary measures, since only the top three com-
ments are displayed first on each article page in
the actual service, although users can read all com-
ments on the next comment list page. Prec@3 is de-
fined as the proportion of the predicted top-3 com-
ments being in the correct top-3. Note that Järvelin
and Kekäläinen (2002) reported that NDCG is more
suitable than precision for graded scores like in our
setting.
Results: Table 2 lists the results of the four
high-performance models in Section 3 and the
six ensembles of submitted models. Looking
at the ensemble models, we can see that the
recently proposed WeightEval performed the
best for the main measure NDCG, and NormAve
also performed competitively despite its simplic-
ity. ScoreAve and RankAve did not perform
as well as NormAve, as ScoreAve did not ad-
just outputs with different scales and RankAve
failed when trying to adjust them, ignoring score
shapes. These results imply that score adjust-
ment (NormAve, TopkAve) and model selection
(PostEval, WeightEval) contributed to the

performance improvement. As a whole, NormAve
is the most promising for practical use, since
TopkAve and WeightEval need parameter tun-
ing. Looking at single models, all the models
performed better than Baseline for the main
measure NDCG, and Model-17 performed the
best overall. The differences between Baseline
and Model-17 and between Model-17 and
NormAve for the main measure NDCG were sta-
tistically significant in a Wilcoxon signed-rank test
(p < 0.05). The high NDCG-L of Model-14
seems to be related to how to make the features.
Model-14 used maximal substrings, including
longer text spans than ordinary words. This implies
that Model-14 can successfully characterize long
comments, even if it might be harmful for short
ones. We may need to consider this effect for other
tasks including only long texts, although it was not
effective for the main measure NDCG of our task
since most comments are short.

5 Towards Practical Use

To determine if the submitted models can be used
in the running service, we carried out a qualita-
tive evaluation from the perspective of service, not
just constructiveness. Specifically, we prepared
the comment lists ranked by candidate models for
each news article and asked three experts in the
comment service to rank them. We instructed the
experts to evaluate them on the basis of “which list
should be provided as a service” rather than “which
list is constructive,” as the goal of this evaluation
was to improve the service quality. As an evalua-
tion measure, we calculated the micro-average of
the ranks by the experts over the evaluation data
prepared separately from the competition data. We
used 104 articles (each having 3,406 comments
on average) for the first evaluation and 66 articles
(each having 3,888 comments on average) for the
second evaluation.3

Baseline vs. Naive Methods: We first exam-
ined whether the constructiveness ranking model
Baseline is useful compared to other naive
methods, which was confirmed by Fujita et al.
(2019) in terms of automatic evaluation (NDCG)
only. Specifically, we compared the four models
described below in terms of human evaluation.
• Feedback: A model ranking basically in

descending/ascending order of the number of

3We reduced the number of articles in the second round
because the evaluation cost was too high.
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Average Rank
Feedback 2.61
Latest 3.42
Length 2.20
Baseline (C-score) 1.77

Table 3: Qualitative evaluation results of Baseline
and naive methods (lower ranks are better).

Average Rank
Baseline 3.86
Model-4 3.64
Model-11 3.63
Model-14 3.41
Model-17 3.11

Table 4: Qualitative evaluation results of submitted
models and Baseline (lower ranks are better).

Likes/Dislikes. This model has been used in the
service.

• Latest: A model ranking in descending order
of comment date. This model is a naive method
used when user feedback and constructiveness
scores are not available.

• Length: A model ranking in descending order
of comment length. This model is a naive method
based on the rule of thumb that long comments
tend to be constructive.

• Baseline: A model ranking in descending or-
der of predicted C-score, which is almost the
same as the model in the previous study (Fujita
et al., 2019) but has been tuned to this competi-
tion.

Table 3 shows the results of the qualitative eval-
uation. We can see that Baseline clearly per-
formed better than the other models. The differ-
ences between Baseline and Feedback and
between Baseline and Length were statisti-
cally significant in a Wilcoxon signed-rank test
(p < 0.05). These results mean that the finding
in the previous paper holds true even in human
evaluation.
Baseline vs. Submitted Models: We prepared
the four high-performance single models in Table 2
(excluding ensemble models) for comparison with
Baseline. We also suggested introducing the
most promising ensemble model, NormAve, but
the service preferred not to because it would be
unreasonable to maintain 12 different models and
to re-normalize the scores every time a comment
was posted, where static scores must be stored in
the DB due to the low latency constraint.

Table 4 lists the results of the qualitative eval-
uation. As shown, the best single model for

NDCG, Model-17, also had the best (lowest) av-
erage rank. The difference between Baseline
and Model-17 was statistically significant in a
Wilcoxon signed-rank test (p < 0.05). This im-
plies that a competition format is effective in terms
of obtaining an improved model even when we
consider service-level judgment. As a result, the
service introduced Model-17 into its comment
ranking module.

One of the reasons Model-17 performed bet-
ter than the others seems to be related to the fact
that it had a full neural structure (as explained in
Section 3), which implies “robustness” (or expres-
siveness of the model) thanks to a lot of param-
eters, as in Neyshabur et al. (2017)’s study. In
fact, the evaluators reported that Model-17 had few
critical errors compared to the other models. Al-
though Model-4 and Model-11 performed well
in Table 2 (automatic evaluation), we will have to
consider the robustness (or the number of critical
errors) from a practical point of view. Note that the
detailed investigation of these factors is beyond the
scope of this study.

6 Participant Survey and Future Issues

After the competition, we collected opinions from
the participants through an optional survey. We
discuss certain positive and negative opinions in
detail below (see Appendix B for other opinions).
Positive Opinions: The most popular opinion was
that the number of model submissions was greater
than initially expected. According to the partici-
pants, this was mainly due to the game element of
the competition, i.e., publicly competing against
other participants. In other words, the fun of the
task was an implicit incentive to encourage sub-
missions. As a result, we were able to use a wide
variety of models for the ensemble experiment (Sec-
tion 4), which seems to have contributed to the per-
formance improvement. Another interesting opin-
ion was about disclosure of the modeling methods.
In this competition, the participants were encour-
aged to include model descriptions such as struc-
tures and features when reporting their evaluation
results on the leaderboard. This information helped
the participants make improved models, which con-
tributed to the best performance of single models
(Section 3). Other positive opinions were related
to the improved knowledge and skills acquired by
the participants.
Negative Opinions: One major negative opinion

30



was about the leaderboard system, where the par-
ticipants individually posted their own results per-
taining to the evaluation tool and test data. This
setting allowed the participants to purposefully de-
sign models effective only on the test data, although
we confirmed that they actually used the validation
data for fine-tuning. To hold a competition on a
larger scale, we should prepare an automatic evalu-
ation system with private test data. Such a setting
is relatively common in strict competitions such as
Kaggle, while most test datasets tend to be publicly
available in research communities (under research
ethics). Another insightful opinion was to make
an incentive for exploring new directions, since
it is valuable to obtain findings in unknown/rare
directions, even if the results are not superior. In
addition, model diversity can contribute to the en-
semble performance, as discussed above. We sug-
gest preparing a special prize for novelty in order
to encourage exploring different directions.

7 Related Work

Constructiveness: Analyzing the comments on
online news services or discussion forums has been
extensively studied (Wanas et al., 2008; Ma et al.,
2012; Llewellyn et al., 2016; Shi and Lam, 2018).
In this line of research, many studies have focused
on ranking comments (Hsu et al., 2009; Das Sarma
et al., 2010; Brand and Van Der Merwe, 2014; Wei
et al., 2016). However, the prior approaches have
been based on user feedback, which is completely
different from constructiveness.

Constructiveness has been introduced in argu-
ment analysis frameworks (Napoles et al., 2017a,b;
Kolhatkar and Taboada, 2017a,b; Kolhatkar et al.,
2020). The purpose of these studies was to classify
constructive comments, whereas Fujita et al. (2019)
recently expanded their tasks to a ranking one.
They created a new dataset for ranking construc-
tive comments on a news service and showed that
the commonly used method that ranks comments
by user feedback does not contribute to construc-
tiveness in terms of automatic evaluation (NDCG).
Our study has value as a deployment report of their
approach, and we also confirmed that construc-
tiveness performed better than user feedback for
ranking comments in terms of human evaluation
by experts.

Aside from constructiveness and user feedback,
we may consider hate speech detection (Kwok and
Wang, 2013; Nobata et al., 2016; Davidson et al.,

2017) and sentiment analysis (Fan and Sun, 2010;
Siersdorfer et al., 2014) as alternative approaches
for analyzing the quality of comments on the basis
of their content. Although these approaches are
useful for other tasks, they do not directly solve our
task, namely, ranking constructive comments. For
example, the simple comment “Great!” is positive
and is not hate speech, but it is not suitable as a
top-ranked comment in our task.

Shared Tasks and Competitions: There have
been many competitions in various research areas
through shared-task workshops, such as the WMT
translation task (Barrault et al., 2019), TAC text
analysis task (Demner-Fushman et al., 2018), and
NTCIR information retrieval task (Kato and Liu,
2019). Their purpose to find good models for a spe-
cific task is almost the same as ours, and the main
difference (ignoring the task) is that the competi-
tion in our work was conducted within a company.
As this kind of work towards a commercial service
is rarely released in the form of an academic paper,
we expect that our findings will become valuable
knowledge for practitioners in this field.

As for “learning to rank” tasks, there have also
been several competitions such as the Internet
Mathematics 2009 (Yandex, 2020), the Yahoo!
Learning to Rank Challenge (Chapelle and Chang,
2011), and the Personalized Web Search Challenge
(Kharitonov and Serdyukov, 2020). Their tasks are
basically to rank pages in terms of relevance to a
search query, which is common in the information
retrieval field. In contrast, our task is to rank com-
ments in terms of constructiveness. It has value
in the sense of applying the concept of argument
analysis in the real world.

A unique aspect of our work is the ensemble of
submitted models in the competition. Although
there have been many studies on model ensem-
bles (Hoi and Jin, 2008; Cormack et al., 2009;
Burges et al., 2011), the models for prior ensem-
ble experiments were basically prepared by either
random initialization or a researcher’s preference,
which is different from our competition setting.
The most closely related study involves the con-
cept of “Resource by Collaborative Contribution
(RbCC)” (Sekine et al., 2019), which collabora-
tively creates a large-scale dataset for named entity
recognition by using the predicted labels of submit-
ted models in a shared task, although their purpose
and task were completely different from ours. We
believe our findings in a commercial service will
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be useful for future ensemble studies.

8 Conclusion

We reported a case study of an in-house competi-
tion for ranking constructive comments. Our exper-
imental results showed that the competition format
is effective for testing various model structures,
and that ensembling submitted models can further
improve the ranking performance. Moreover, we
confirmed that the submitted models were practi-
cally useful in a service perspective evaluation.
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A Details of Model Settings

The following list shows the detailed settings for
the submitted models. Figure 4 shows the model
structure of Model-17.
• Parameters of LambdaMART for Model-4:

number of trees (‘tree’) = 1000, number of leaves
for each tree (‘leaf’) = 10, learning rate (‘shrink-
age’) = 0.1, number of threshold candidates for
tree splitting (‘tc’) = 256, minimum number of
samples each leaf has to contain (‘mls’) = 1,
number of rounds for early stopping (‘estop’)
= 100 (stopping early when no improvement is
observed on the validation set over 100 rounds),
and metric to optimize on the training data (‘met-
ric2t’) = NDCG@100.

• Parameters of fastText for Model-4 and
Model-11: learning rate (‘lr’) = 0.1, update
rate for the learning rate (‘lrUpdateRate’) = 100,
dimension size of word embeddings (‘dim’) =
100, size of the context window (‘ws’) = 5, num-
ber of epochs (‘epoch’) = 5, number of negative
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samples (‘neg’) = 5, and loss function (‘loss’) =
‘softmax’.

• Parameters of LightGBM for Model-14: boost-
ing type (‘boosting_type’) = Gradient Boost-
ing Decision Tree (Friedman, 2000) (‘gbdt’),
objective function (‘objective’) = L2-loss (‘re-
gression’), evaluation metric (‘metric’) = L2-
loss (‘l2’), maximum number of leaves in one
tree (‘num_leaves’) = 128, learning rate (‘learn-
ing_rate’) = 0.1, fraction to randomly select
part of features on each iteration or tree (‘fea-
ture_fraction’) = 0.9, fraction to randomly se-
lect part of data without resampling (‘bag-
ging_fraction’) = 0.8, frequency for bagging
(‘bagging_freq’) = 5 (every 5 iterations), maxi-
mum number of bins that feature values are buck-
eted in (‘max_bin’) = 1000, number of iterations
(‘num_iteration’) = 1000, and number of rounds
for early stopping (‘early_stopping_rounds’) =
10 (stop if a validation metric does not improve
in last 10 rounds).

• Feature construction for NDCG-L. The sub-
strings were extracted by making a dictionary
of maximal substrings (whose frequencies were
more than 2) from all the comments by us-
ing a suffix tree-based extraction algorithm
(Okanohara and Tsujii, 2009) with pykwic (ver.
0.1.5), a Python library (Aihara, 2020), and
searching for maximal substrings in each com-
ment by using the Eho-Chorasic dictionary-
matching algorithm (Aho and Corasick, 1975)
with pyachocorasick (ver. 1.4.0), another Python
library (Muła, 2020).

B Details of Participant Survey

Table 5 shows the details of the participant survey
(translated fromJapanese to English).

C Examples of Scored Comments

Table 6 shows examples of scored comments (trans-
lated into English) in the YJCCR dataset. Ex. 1
has a high score because it includes a constructive
opinion with some reasoning. Ex. 2 has a mid-
dle score because the judgement, e.g., whether the
comment is a new idea, depends on each worker’s
background knowledge. Ex. 3 has a low score since
it includes offensive content.

Figure 4: Structure of Model-17.

Opinion
+ There were more participants than initially expected and

a wide variety of models were submitted, so it turned
out to be a good competition.

+ Since the participants disclosed their modeling methods,
there were cases where one participant adopted the meth-
ods of other participants, which had a positive effect on
improving the model’s performance.

+ Although I did not understand much about the work I
was not in charge of, my participation in this competition
deepened my understanding of the task and made it
easier to participate in discussions during meetings.

+ I managed to learn a lot through trial and error in the
competition.

– It would be better to have a system that automatically
evaluates predictions upon submission.

– It would be better to not publicly disclose the test data.
– When we were able to create a model with a high perfor-

mance, we could not share detailed knowledge such as
what kind of library was used, so it seems like there is
room for improvement in the knowledge sharing system.

– It would be good to have a system that rewards not
only an increase in performance but also trying out new
methods.

Table 5: Summary of the survey results (translated
from Japanese to English).

Comment Score
We should build a society where people do not drink and
smoke since both can lead to bad health or accidents.

9

If we give freedom, punishment should also be strictly
given.

6

They are irrational because they smoke, or they smoke
because they are irrational.

0

Table 6: Examples of comments and scores for article
“Lifting the ban on drinking and smoking at 18.”
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Abstract

The COVID-19 pandemic has implications be-
yond physical health, affecting society and
economies. Government efforts to slow down
the spread of the virus have had a severe im-
pact on many businesses, including restaurants.
Mandatory policies such as restaurant closures,
bans on social gatherings, and social distanc-
ing restrictions have affected restaurant oper-
ations as well as customer preferences (e.g.,
prompting a demand for stricter hygiene stan-
dards). As of now, however, it is not clear how
and to what extent the pandemic has affected
restaurant reviews, an analysis of which could
potentially inform policies for addressing this
ongoing situation.

In this work, we present our efforts to under-
stand the effects of COVID-19 on restaurant
reviews, with a focus on Yelp reviews pro-
duced during the pandemic for New York City
and Los Angeles County restaurants. Overall,
we make the following contributions. First,
we assemble a dataset of 600 reviews with
manual annotations of fine-grained COVID-19
aspects related to restaurants (e.g., hygiene
practices, service changes, sympathy and sup-
port for local businesses). Second, we ad-
dress COVID-19 aspect detection using su-
pervised classifiers, weakly-supervised ap-
proaches based on keywords, and unsuper-
vised topic modeling approaches, and exper-
imentally show that classifiers based on pre-
trained BERT representations achieve the best
performance (F1=0.79). Third, we analyze
the number and evolution of COVID-related
aspects over time and show that the resulting
time series have substantial correlation (Spear-
man’s ρ=0.84) with critical statistics related to
the COVID-19 pandemic, including the num-
ber of new COVID-19 cases. To our knowl-
edge, this is the first work analyzing the ef-
fects of COVID-19 on Yelp restaurant reviews
and could potentially inform policies by pub-
lic health departments, for example, to cover
resource utilization.

… Just know there’s no restroom or sink for patrons to wash their 
hands.  They  do  have  hand  sanitizers  and  wipes,  but  personally  I 
prefer washing my hands …

July 30th, 2020 

I usually go there for my pizza but I had to walk out because I saw the 
employees handling the food with no gloves on. In light of the recent 
outbreak of the Coronavirus how are they still not wearing gloves?

March 3rd, 2020 

Figure 1: Top: Examples of Yelp restaurant reviews dis-
cussing hygiene practices. Bottom: Time series show-
ing the number of reviews discussing hygiene practices
and also the number of new COVID-19 cases in the US.

1 Introduction

The outbreak of the SARS-CoV-2 virus in Decem-
ber of 2019 and its evolution to the COVID-19 pan-
demic have had many devastating consequences in
society. Restaurants have been among the hardest-
hit businesses during the pandemic.1 Yelp data (as
of September 2020) shows that out of the 32,109
restaurant closures in the U.S., 61% have been per-
manent, and a greater impact is observed in local
businesses in larger metropolitan areas, such as
New York City and Los Angeles County, on which
we focus in this paper.

Restaurants operate under great uncertainty dur-
ing this ongoing situation and, therefore, it is crit-
ical to understand how the pandemic has affected
public attitude towards restaurants. The disruption
in daily routines as well as fear and anxiety due

1https://www.yelpeconomicaverage.com/
business-closures-update-sep-2020.html
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to the pandemic have been shown to affect eating
habits (Naja and Hamadeh, 2020; Di Renzo et al.,
2020). The pandemic may have also affected cus-
tomers’ preferences, such as changes in cuisine
types, or higher expectations of hygiene and social
distancing practices followed by restaurants.

In this paper, we present our efforts to under-
stand the effects of COVID-19 on restaurant re-
views. Reviewers provide ratings and free-form
text to express their opinions and experiences about
restaurants and we argue that the pandemic has
affected such reviews. As an example, Figure 1
shows a Yelp review discussing the hygiene prac-
tices of a restaurant, including a mention of “coro-
navirus” and associated concerns. To understand
more broadly the effect of the pandemic on restau-
rant reviews, we analyze 3 million Yelp reviews
published before and during the pandemic, for
restaurants in two large metropolitan areas, namely,
New York City and Los Angeles County. We mea-
sure changes in user activity, ratings, and restaurant
type preferences using the corresponding metadata,
and quantify changes in written text using relevant
extraction and classification techniques.

Overall, we make the following contributions.

Creation of a dataset with fine-grained
COVID-19 aspect annotations. To facilitate
text analysis, we create a dataset of 600 Yelp
restaurant reviews with manual annotations of
fine-grained COVID-19 aspects discussed in the
reviews, such as hygiene practices, concerns of
virus transmission, and sympathy and support
messages. Our annotations can support detailed
review analyses beyond simple mentions of
COVID in text.2

Evaluation of COVID-19 aspect extraction tech-
niques. We use our dataset to evaluate several
techniques for COVID-19 aspect extraction from
the review text, including unsupervised topic mod-
eling (Blei et al., 2003), weakly-supervised classi-
fication based on COVID-related keywords (Kara-
manolakis et al., 2019), and (fully) supervised clas-
sification.

Analysis of the correlation between Yelp re-
views and critical COVID-19 statistics over
time. We analyze the distribution and evolution
of the extracted COVID-19 aspects and other re-

2Our annotations are available at the following link: ht
tps://drive.google.com/drive/folders/1Pw
YGO68fDjpjRgKN6rry-P9ji570Ia-r.

view metadata over time, capturing the period be-
fore and during the pandemic. We observe re-
vealing trends, such as increased interest in fast
food restaurants compared to traditional American-
food restaurants (including brunch restaurants), in-
creased mentions of hygienic practices of restau-
rants (Figure 1), service changes, racist and xeno-
phobic attacks against the Asian American commu-
nity, and sympathy and support messages expressed
especially for local businesses. Crucially, we show
that the resulting time series have substantial cor-
relation (Spearman’s ρ=0.84, p<0.01) with critical
statistics and milestones related to the pandemic,
such as the number of COVID-19 cases in the U.S.
While our findings do not necessarily imply that the
observed trends are caused by the pandemic, they
may provide useful insights for restaurant owners,
customers, public health officials, and the broad
research community.

This paper is organized as follows. Section 2
reviews related work. Section 3 describes the Yelp
data collection and annotation procedures. Sec-
tion 4 outlines the techniques for data analysis. Sec-
tion 5 summarizes our findings. Finally, Section 6
concludes the paper and suggests future work.

2 Related Work

The natural language processing community has
been increasingly pushing efforts towards the better
understanding and management of the pandemic.
Valuable insight can be extracted from text data, in-
cluding the COVID-19 scientific literature (Wang
et al., 2020; Gutierrez et al., 2020), and web search
data (Effenberger et al., 2020; Rovetta and Bhaga-
vathula, 2020). Below, we review related work on
the analysis of online user-generated reviews and
posts on social media.

Social media reflects public attitudes during the
pandemic (Chen et al., 2020). Existing work on
sentiment or emotion analysis has considered Twit-
ter (Drias and Drias, 2020; Nemes and Kiss, 2020;
Li et al., 2020a; Samuel et al., 2020), Reddit (Bi-
ester et al., 2020), Weibo (Li et al., 2020b), and
other platforms (Kleinberg et al., 2020). For ex-
ample, Biester et al. (2020) analyzed how the pan-
demic has influenced the online behavior of Reddit
users and found an increase in posts expressing
mental health concerns, including anxiety and con-
cerns for health and family. Beyond sentiment
analysis, existing work has considered deep learn-
ing techniques for the identification of informative
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Figure 2: Total number of reviews for New York City
and Los Angeles County over January 1, 2019 - Decem-
ber 31, 2020.

tweets that contain information relevant to the pan-
demic (Nguyen et al., 2020; Laxmi et al., 2020;
Verspoor et al., 2020). To our knowledge, our work
is the first that analyzes the effects of COVID-19
on restaurant reviews. To perform this analysis, we
extract fine-grained COVID-19 aspects related to
restaurants (e.g., hygiene practices, sympathy and
support, social distancing, etc.).

Other work has studied nutrition during the pan-
demic by conducting surveys (Di Renzo et al.,
2020) or by analyzing Twitter (Van et al., 2020).
Van et al. (2020) observe a shift from mentions of
healthy to unhealthy foods. Naja and Hamadeh
(2020) propose a framework for action to maintain
optimal nutrition during the pandemic. As part of
our work, we show trends in restaurant preferences,
such as increased interest in fast food restaurants
compared to traditional American-food restaurants.

While prior work demonstrates changes in pub-
lic attitude and nutrition during the pandemic, it is
not clear how and to what extent restaurant reviews
have changed during the pandemic. Yelp has intro-
duced special COVID-19 review guidelines, and
subsequently removed more than 4,000 reviews
that violated those guidelines.3 Our work demon-
strates that many aspects of the review content and
metadata have changed during the pandemic.

3 Data

We now describe our procedure for Yelp data collec-
tion (Section 3.1) and COVID-19 aspect annotation
(Section 3.2).

3https://blog.yelp.com/2021/01/yelp-w
ill-display-user-feedback-on-health-and-
safety-practices

Aspect Star Rating ALL
1 2 3 4 5

Hygiene 103 21 16 25 78 243
Non-COVID 39 13 14 28 117 211
Service 21 4 8 9 41 83
Social Distancing 9 2 8 8 40 67
Sympathy & Support 8 1 3 1 28 41
Transmission 26 6 4 1 2 39
Racism 30 1 0 0 2 33
Other 14 1 3 0 3 21

Table 1: Aspect- and rating-related statistics for the 600
labeled Yelp reviews: ALL reports the number of re-
views for each COVID aspect; the other columns re-
port the number of reviews for the different star ratings.
Out of the 600 reviews, 81 reviews were annotated with
more than one aspect.

3.1 Yelp Data Collection

We consider Yelp reviews for New York City
(NYC) and Los Angeles County (LA) restaurants
uploaded over January 1, 2019 - December 31,
2020. Our dataset overalls consists of 1 million
reviews for NYC and 2.1 million reviews for LA.

Figure 2 plots the number of reviews across time
as well as the number of new COVID-19 cases in
the U.S. For both NYC and LA, the number of
reviews decreases significantly after January 2020,
especially in March and April 2020: shutdowns
and more stringent guidelines were put into effect
starting in March. Such restrictions were only lifted
in July 2020 and a second peak in the number of
reviews is observed during September 2020.

3.2 COVID-19 Aspect Annotation

We manually labeled 600 reviews published af-
ter March 2020 with annotations relevant to
COVID-19. In particular, we aimed to understand
what aspects of restaurant operations are discussed
in reviews referring to the pandemic. We will use
these labels in Section 4.1 to train and evaluate
classifiers for COVID aspect detection. For an-
notation, we considered 600 Yelp reviews posted
after March 1, 2020, selected as follows. First, we
considered all reviews after March 1, 2020 that con-
tain COVID-related keywords4 and selected 400
reviews uniformly at random among them. Second,
we selected 200 reviews uniformly at random from

4We consider the following COVID-related keywords
(case insensitive; adopted from Biester et al. (2020)): “corona,”
“outbreak,” “pandemic,” “virus,” “sars-cov-2,” “coronavirus,”
“wuhan,” “2019ncov,” “2019-ncov,” “wuflu,” “covid-19,”
“covid19,” “covid,” “sars,” and “mers.”
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all reviews after March 1, 2020 that do not con-
tain such keywords. We considered the following
aspects related to COVID-19:

1. Hygiene: hygiene conditions of restaurants and
protective equipment (e.g., “Just know there’s
no restroom or sink for patrons to wash their
hands. They do have hand sanitizers and wipes,
but personally I prefer washing my hands.”).

2. Transmission: concern of virus transmission
(e.g., "All the whole coughing without covering
his mouth").

3. Social Distancing: social distancing measures
(e.g., “The tables are set far apart – a more than
acceptable social distance”).

4. Racism: racism experiences (e.g., “She was the
only one waiting at the register but no one came
to ring her up. She waited for a while but de-
cided to leave after realizing she was ignored
because of her race.”).

5. Sympathy and Support: messages of solidar-
ity, for example, towards local businesses (e.g.,
"Help support your Chinatown restaurants who
are deeply hurting from the stigma around
corona virus.").

6. Service: service changes during the pandemic
(e.g., "Not sure if the restaurant was empty be-
cause of the coronavirus scare but the food came
out suuuuper fast...").

7. Other: aspects that are related to COVID but
that do not fall under any of the above cate-
gories (e.g., "Shame on management for taking
advantage of people trying to keep safe from
coronavirus during a NY state of emergency.").

We annotated each review with a COVID-related
aspect if at least a sentence of the review discusses
such aspect. A single review can be annotated
with more than one distinct aspect. In cases where
a review did not contain any sentences that were
deemed relevant to any of the seven COVID-related
aspects, then it received the “Non-COVID” aspect.

Table 1 shows annotation statistics. (We discuss
review ratings later.) Most reviews discuss hygiene
conditions of restaurants, and many reviews discuss
social distance measures as well as changes in the
restaurant service related to COVID.

4 Methodology

We now describe the techniques that we apply to
the 3.1 million Yelp reviews from Section 3 for

COVID-19 aspect analysis (Section 4.1) and time
series analysis (Section 4.2), leveraging the labeled
reviews of Section 3.2.

4.1 COVID-19 Aspect Analysis

First, we extract topics from reviews using unsu-
pervised topic modeling. We train Latent Dirichlet
Allocation (LDA) topic models (Blei et al., 2003)
with different numbers of topics (5, 10, 25, 50, 100).
Then, we manually annotate the obtained topics
with descriptive labels by examining the highest-
probability words for each topic. We noticed that
it is hard to align the topics discovered by LDA
with the COVID aspects of interest (Section 3.2)
and, therefore, we experiment with supervised and
weakly-supervised techniques, as discussed next.

We use our annotated dataset from Section 3.2
to train and evaluate review classifiers (via 5-fold
cross-validation) for multi-class COVID-19 aspect
classification. We consider two alternative training
procedures: fully-supervised classification using
labeled training data, and weakly-supervised clas-
sification using a small number of indicative key-
words per class. The fully-supervised approaches
are standard and listed at the end of this subsection.

The weakly-supervised approach we use is the
co-training method of Karamanolakis et al. (2019),
which works as follows. First, we manually de-
fine a small number of keywords or key phrases
for each COVID-19 aspect.5 Then, we employ
a teacher-student architecture, where the teacher
classifier considers keywords to annotate unlabeled
reviews with aspects and the teacher-labeled re-
views are used to train a student classifier. The
teacher classifier does not require training and in-
stead predicts aspect probabilities proportionally
to keyword counts for each aspect. If no keywords
appear in a review, then the teacher predicts the
“Non-COVID” aspect. The student classifier can
be any classifier, and here we consider both stan-

5Hygiene: “masks,” “gloves,” “mask,” “glove,” “shield,”
“sanitize,” “sanitizer,” “sanitizing,” “disinfect,” “disinfecting,”
“face cover,” “covering face,” “face covers,” “wipe,” “wiping,”
and “wipes.” Transmission: “cough,” “spread,” “infected,”
“cautious,” “potential germs,” “concerning,” “worried,” “covid
test,” “tested positive,” and “asymptomatic.” Social Distanc-
ing: “social distance,” “social distancing,” “six feet,” “6 feet,”
“spaced out,” “6ft,” and “distanced.” Racism: “racist,” “xeno-
phobia,” “racism,” “race,” “xenophobic,” “asian,” and “asians.”
Sympathy and Support: “small business,” “local business,”
“struggling,” “support,” “stress,” “stressful,” “suffer,” “sym-
pathy,” and “stressed.” Service: “takeout,” “outdoor dining,”
“take out,” “re-stocked,” “restocked,” “curbside pickup,” “on-
line order,” “rude,” and “service.” Other: “covid,” “pandemic,”
“quarantine,” “covid19,” “lockdown,” “shutdown,” and “cdc.”
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dard bag-of-words classifiers and classifiers based
on pre-trained BERT representations (Devlin et al.,
2019). Note that the student is trained using the
teacher’s predictions and no manually annotated re-
views; in contrast to the teacher, which only consid-
ers keywords, the student can identify aspects even
if no keywords appear in a review. As labeled data
are expensive to obtain, such a weakly-supervised
technique is promising to scale classification by
leveraging unlabeled reviews (and keywords) for
training (Karamanolakis et al., 2019).

Overall, we consider the following approaches:

1. Random: assigns reviews to a random aspect.

2. Majority: assigns all reviews to the “Non-
COVID” aspect.

3. Supervised bag-of-words (BoW) classifiers: rep-
resents each review as a bag of words, where
words can be unigrams and bigrams. We eval-
uate logistic regression (LogReg) and Support
Vector Machines (SVM).

4. Supervised BERT: fine-tunes pre-trained
BERT (Devlin et al., 2019) for supervised
aspect classification.

5. Weakly-supervised Teacher: classifies a review
solely based on keywords (Teacher in Kara-
manolakis et al. (2019)).

6. Weakly-supervised Student: is trained using
Teacher’s predictions on unlabeled data (Stu-
dent in Karamanolakis et al. (2019)). We evalu-
ate different modeling approaches for Student,
namely, BoW-LogReg, BoW-SVM, and BERT.

The above techniques classify Yelp reviews into
COVID aspects using either labeled data (su-
pervised approach) or COVID-related keywords
(weakly-supervised approach) for training. In ad-
dition to COVID aspect classification, we conduct
time series analysis to understand how COVID as-
pects evolve over time, as discussed next.

4.2 Time Series Analysis
To understand how reviews have changed during
the pandemic, we extract time series from the text
of the reviews. For a given aspect (e.g., Hygiene),
the corresponding time series is computed as the
percentage of the reviews at each point in time
that contain at least one aspect-specific keyword
(see Section 4.1). We consider two approaches:
time-series cross-correlation and time-series inter-
vention analysis, as discussed next.
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Figure 3: Percentage of reviews containing COVID-
related keywords.

As a first approach, we measure the correlation
between the Yelp review time series and important
statistics related to COVID-19, such as the num-
ber of new COVID-19 cases in the U.S or the new
COVID-19 cases in NYC and LA individually. As
we do not expect Yelp review time series to have a
linear relationship with COVID-19 time series, we
compute the Spearman’s correlation metric, which
only assumes a monotonic but possibly non-linear
relationship between the two time series. We also
measure the Pearson’s correlation metric as a ro-
bustness check.

As a second approach, we consider a time se-
ries intervention analysis. First, we train a time-
series model on the observations before COVID-19
(i.e., on reviews posted before March 1, 2020) and
then we compare the model’s predictions against
the observations during COVID-19 (i.e., on re-
views posted on March 1, 2020 or later). Similar
to Biester et al. (2020), we consider the Prophet
time-series forecasting model (Taylor and Letham,
2018), an additive regression model that has been
shown to forecast social media time series effec-
tively. After training Prophet on the pre-pandemic
data, we check to what degree its forecasts for
during COVID-19 differed from the actual values.
Specifically, we compute the proportion of obser-
vations outside the 95% prediction uncertainty in-
terval produced by Prophet after March 1, 2020.

By constructing Yelp review time series and com-
paring them to statistics related to COVID-19, we
find interesting trends in reviews during the pan-
demic, as discussed next.

5 Findings

We use the methodology from Section 4 to ad-
dress various questions on the 3.1 million-review
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Topic label (manually assigned) 10 highest-probability words

Protective equipment and social distancing covid, mask, masks, people, customers, staff, social, wearing, distancing, pandemic
Outdoor seating outdoor, seating, dining, ramen, good, tables, covid, outside, really, place

Table 2: The two (out of 25 LDA) topics that we identified as relevant to COVID-19, along with manually assigned
topic labels and the 10 highest probability words for each topic. (All topics are reported in Table 7 in the Appendix.)

Method Binary F1 Multi-Class F1
Random 0.459 0.115
Majority 0.346 0.070

Methods below are fully supervised
BoW-LogReg 0.741 0.481
BoW-SVM 0.739 0.422
BERT 0.786 0.522

Methods below are weakly supervised
Teacher 0.605 0.270
Student-BERT 0.657 0.407

Table 3: F1 values for binary (left) and multi-class
(right) COVID-19 aspect classification. Classifiers
based on pre-trained BERT representations outperform
simpler bag-of-words classifiers.

dataset from Section 3. First, we analyze the text
of the Yelp reviews (Section 5.1), and then we use
both the metadata and the text to create time series
and evaluate their correlation with the number of
COVID-19 cases (Section 5.2).

5.1 COVID-19 Aspect Analysis

In this section, we analyze the text of the Yelp
reviews and evaluate the performance of several
methods for COVID aspect classification on our
manually annotated dataset from Section 3.2.

Number of reviews with COVID-related key-
words: Figure 3 shows the percentage of reviews
that contain COVID-related keywords. Interest-
ingly, after March 2020, more than 10% of the
reviews contain COVID-related keywords: thou-
sands of restaurant reviews per week discuss as-
pects related to the pandemic.

Topics discussed in reviews: We apply topic
modeling on all Yelp reviews after March 1, 2020.
Table 2 shows the two (out of the 25) topics that
we identified as relevant to COVID-19. The first
topic is related to protective equipment and social
distancing, while the second topic is related to out-
door seating. The remaining 23 topics did not con-
tain any COVID-related keywords among the 10
highest-probability words: it is hard to align the
topics discovered by LDA with the fine-grained

COVID aspects of Section 3.2, so we consider as-
pect classification approaches, as discussed next.

COVID aspect classification: We evaluate su-
pervised and weakly-supervised approaches for
COVID aspect classification via cross-validation
using the 600 manually annotated reviews (Sec-
tion 4.1). Table 3 shows the cross-validation results
for binary (COVID vs. Not COVID) and multi-
class aspect classification. Table 8 in the Appendix
reports additional metrics. The fully supervised
BERT-based classifier outperforms BoW-* classi-
fiers on both binary and multi-class classification.
The weakly-supervised Teacher that classifies as-
pects using keywords and no labeled data (Sec-
tion 4.1) leads to a more accurate Student-BERT
classifier: weakly-supervised co-training with key-
words leads to substantially better performance
than Random. The weakly-supervised Student-
BERT has lower F1 score than the fully supervised
BERT, which was expected because Student-BERT
does not consider labeled reviews for training but
instead uses Teacher’s predictions on unlabeled re-
views as weak supervision.

5.2 Time-series Construction
In this section, we analyze how reviews have
changed during the pandemic by extracting time
series from metadata (star ratings, cuisine types)
and the text of the reviews (see Section 4.2).

Star ratings: Figure 4 shows the average star rat-
ing over time for NYC and LA. For both time series,
there is a sharp decrease in average rating starting
in March 2020 and an increasing trend after June
2020. Figure 5 shows the number of star ratings
across time for NYC. The trends are similar for
LA (Figure 9b in the Appendix). For the first time
after 2019, the percentage of 1-star ratings in NYC
surpassed the percentage of 4-star ratings. Interest-
ingly, for both NYC and LA, a peak in the number
of new COVID-19 cases (April 2020 for NYC and
July 2020 for LA) coincides with a peak in the
percentage of 1-star ratings. Also, after September
2020, there is a decreasing trend in the number of
1-star ratings and an increasing trend in the number
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Figure 4: Average star rating across all reviews in NYC
and LA over January 1, 2019 - December 31, 2020.
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Figure 5: Percentage of reviews for each star rating in
NYC over January 1, 2019 - December 31, 2020.

of 5-star ratings. We conclude that, during the first
months of the pandemic, users’ ratings shifted to
extremely positive (5 star) or extremely negative (1
star) values, but after September 2020, users posted
increasingly more 5-star rating reviews, leading to
a total increase in average rating.

Types of cuisine: Restaurant metadata include
tags that indicate the cuisine types, such as “Italian”
and “sandwich.” Figure 6 shows the percentage
of reviews for selected groups of cuisine type over
time.Such time series are relatively stable during
2019 but change significantly during 2020. “Amer-
ican” substantially dropped at the beginning of the
pandemic (March) and rose again after indoor din-
ing re-opened (July). The drop in “American” co-
incided with the increase of “Fast Food.” “Asian
Food” also dropped sharply in March but recov-
ered quickly within 2 weeks. These trends indi-
cate important changes in user activity during the
pandemic that affect specific cuisine types, which
could be supported by previous observations of
nutrition changes (Van et al., 2020).

Time Series (NYC) NYC Cases US Cases

Social Distancing 0.768*** 0.836***
Hygiene 0.765*** 0.822***
Transmission 0.816*** 0.804***
Sympathy & Support 0.822*** 0.755***
Service 0.772*** 0.736***
Racism 0.293** 0.237*

Time Series (LA) LA Cases US Cases

Service 0.536*** 0.644***
Sympathy & Support 0.490*** 0.551***
Hygiene 0.395*** 0.538***
Transmission 0.409*** 0.522***
Social Distancing 0.347** 0.513***
Racism -0.006 -0.019

Table 4: Spearman correlation results from comparing
COVID aspects and the number of COVID cases in
NYC (top) and LA (bottom), sorted in decreasing or-
der by correlation compared with the number of new
US cases. Results are marked as statistically significant
at the p<0.1*, p<0.05**, and p<0.01*** levels.

Evolution of restaurant review aspects over
time: Figure 7 shows the evolution of aspects
over time for NYC. Aspects for LA reviews fol-
low similar trends (see Table 12 in the Appendix).
Aspects such as “Hygiene,” and “Social Distanc-
ing” have been discussed more frequently after
March 2020, covering up to 8% of the restaurant
reviews: reviewers discuss such aspects during the
pandemic more than before the pandemic. Interest-
ingly, while “Hygiene” peaked during July 2020
(during restaurant re-opening) for both cities and
since then keeps decreasing, “Sympathy & Support”
peaked during Spring 2020, then decreased, and
follows an increasing trend after November 2020.

Correlation of aspects with COVID-19 statis-
tics: We now consider our first approach for time
series analysis from Section 4.2 and measure the
correlation between Yelp review time series and
COVID-19 statistics. Table 4 reports the Spear-
man correlation between time series constructed
from restaurant reviews and the number of new
COVID-19 cases. For Pearson correlation results,
see Tables 9 and 10 in the Appendix. For both
NYC and LA, there is significant correlation be-
tween restaurant review aspects and new cases of
COVID-19, reaching up to Spearman’s ρ=0.84 for
the Hygiene aspect. For LA, COVID aspects have
higher absolute correlation to the number of US
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Figure 6: Evolution of cuisine types over time for LA. For each time series, we compute the percentage of reviews
that include at least one tag from a predefined tag list: “American”: [“steak”, “cocktailbars”, “bars”, “breakfast
brunch”, “newamerican”, “tradamerican”], “Fast Food”: [“sandwiches”, “pizza”, “hotdogs”, “chicken wings”,
“thai”], “Groceries”: [“grocery”], “Deserts&Drinks”: [’juicebars,” ’bubbletea,” ’icecream,” ’desserts,” ’bakeries’],
“Asian&Seafood”: [“sushi”, “japanese”, “seafood”, “asianfusion”, “korean”]. Tags within each category follow
similar trends, which we individually report in the Appendix.
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Figure 7: COVID aspects for NYC restaurants over January 1, 2019 - December 31, 2020.

cases compared to the number of LA cases. For
NYC, most aspects present higher correlation with
the number of NYC cases compared to the num-
ber of US cases. Even though we cannot draw
causal conclusions from these correlations, our re-
sults highlight interesting trends of Yelp reviews
during the pandemic.

Time-series intervention analysis: Here, we
consider our second approach for time series anal-
ysis (Section 4.2) and compare time series con-
structed from the metadata of Yelp reviews to the

corresponding Prophet forecasts. Figure 8 shows
the evolution of the “pizza” tag (left) and “seafood”
tag (right) over time and the Prophet forecasts. Dur-
ing COVID-19 (i.e., on March 1, 2020 or later),
most true values for “pizza” were higher than fore-
casts while most true values for “seafood” were
lower than Prophet forecasts. The Appendix re-
ports forecasts for more cuisine tags. The differ-
ence between Prophet’s forecasts and true values
indicates that user activity has shifted towards spe-
cific types of businesses, as we further discuss next.
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 True Values (pizza)  Forecast (pizza)

(a) “Pizza” business tag.

 True Values (seafood)  Forecast (seafood)

(b) “Seafood” business tag.

Figure 8: Evolution of business tags and the corresponding Prophet forecasts over time for LA. The red line is the
true value and the blue line is the Prophet forecast. After March 1, 2020, most true values for “pizza” restaurants
(left) were higher than Prophet forecasts, while most true values for “seafood” restaurants (right) were lower than
Prophet forecasts. The Appendix reports all forecasts of Prophet.

Time Series % of outliers
LA NYC

1 star rating 62.28 ↑ 69.55 ↑
2 star rating 55.36 ↓ 91.35 ↓
3 star rating 83.04 ↓ 47.75 ↓
4 star rating 61.94 ↓ 61.24 ↓
5 star rating 88.24 ↑ 50.17 ↑
Grocery 82.35 ↑ 96.54 ↑
Chicken Wings 64.36 ↑ 92.73 ↑
Sandwiches 95.50 ↑ 75.78 ↑
Thai 69.20 ↑ 68.86 ↑
Bakeries 47.06 ↑ 66.78 ↑
Hotdogs 77.85 ↑ 65.05 ↑
Pizza 89.96 ↑ 56.75 ↑
Ice Cream 71.28 ↑ 56.40 ↑
Breakfast&Brunch 81.31 ↓ 53.98 ↓
Sushi 41.52 ↓ 55.01 ↓
Steak 84.78 ↓ 58.48 ↓
Cocktail Bars 99.31 ↓ 58.82 ↓
Trad American 93.08 ↓ 58.82 ↓
Bars 69.90 ↓ 59.86 ↓
Japanese 40.83 ↓ 61.24 ↓
Asian Fusion 41.87 ↓ 76.47 ↓
New American 89.62 ↓ 91.70 ↓

Table 5: Percentage of outliers (observations outside
Prophet’s 95% uncertainty interval) for LA and NYC
reviews posted after March 1, 2020. Arrows indicate
whether the mean value of the outliers is higher (up) or
lower (down) than the mean of Prophet’s predictions.

Table 5 reports the percentage of outliers (i.e.,
true values outside of Prophet’s 95% uncertainty
interval) for star ratings (top) and some of the
most frequent business tags (bottom). For tags
such as “Grocery,” “Chicken Wings,” and “Sand-
wiches,” upwards pointing arrows indicate that the
mean value of outliers is higher than the mean of

Prophet’s predictions. In contrast, for tags such as
“New American,” “Asian Fusion,” and “Japanese,”
downwards pointing arrows indicate that the mean
value of outliers is lower than the mean of Prophet’s
predictions. The Appendix reports all forecasts of
Prophet. The direction arrows in Table 5 support
our previous observations about the corresponding
changes of cuisine types and star ratings during the
pandemic.

6 Conclusions and Future Work

We presented our effort to understand the effects
of COVID-19 on restaurant reviews. We created a
dataset with fine-grained COVID-19 aspect annota-
tions, evaluated fully- and weakly-supervised tech-
niques for COVID aspect detection, and showed
that BERT-based classifiers outperform bag-of-
words classifiers. We observed changes in restau-
rant reviews (e.g., increased discussions of hygiene
practices and messages of solidarity), and showed
that they correlate with critical COVID-19 statis-
tics. We found a shift of ratings towards extreme
values (1 and 5 stars) and shifts of user activity
towards specific types of cuisines. Our insights
could potentially be interesting for restaurant own-
ers, customers, and public health officials.

In future work, we plan to expand the regional
coverage of our analysis to reveal distinct pat-
terns across cities. It would also be interesting
to improve aspect-based sentiment analysis ap-
proaches (Pontiki et al., 2016) by considering the
new aspects explored in this work.
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A Appendix

Here, we provide detailed information on our
dataset (Section A.1), topic modeling and aspect
classification results (Section A.2), time series
plots (Section A.3), correlation analysis results A.4,
and time-series intervention analysis results (Sec-
tion A.5).

A.1 Yelp Review Dataset
Table 6 shows more statistics for our dataset. Our
COVID aspect annotations for the 600 Yelp reviews
are available at the following link: https://driv
e.google.com/drive/folders/1PwYGO68fDjpj

RgKN6rry-P9ji570Ia-r.

A.2 Topic Modeling and COVID Aspect
Classification

Table 7 shows the 25 LDA topics obtained from
all reviews posted after March 1, 2020. Table 8 re-
ports detailed evaluation results for COVID aspect
classification.

A.3 Time Series Plots
Star ratings: Figure 9 shows the number of star
ratings across time for NYC and LA.

Cuisine types: Figure 10 shows the percentage
of reviews in NYC (top) and (LA) over time for
each selected group of cuisine types. Figure 11
shows the percentage of reviews over time for each
individual business tag in our selected groups of
cuisine types.

COVID-19 aspects: Figure 12 shows the per-
centage of reviews over time for each individual
business tag in our selected groups of cuisine types.

A.4 Correlation Analysis
Tables 9 and 10 report correlation results between
time series constructed from restaurant reviews and
the number of new COVID-19 cases for NYC and
LA, respectively. Tables 11 and 12 show correla-
tion results between each individual business tag
and the number of new COVID-19 cases for NYC
and LA, respectively.

A.5 Time-series Intervention Analysis
Table 13 reports the percentage of outliers (accord-
ing to Prophet’s predictions) for time series con-
structed from the text and metadata of Yelp reviews.
Figures 13-74 plot Prophet’s forecasts for each in-
dividual time series.

NYC LA County

# Restaurants 55K 65K
# Users 344K 710K
# Reviews 1.0M 2.1M

Table 6: Statistics for our Yelp dataset collected during
January 1, 2019 - December 31, 2020.
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Topic Label High Probability Words

Fast food chicken, fries, burger, wings, sauce, fried, ordered, good, got, food
PPE and social distancing covid, mask, masks, people, customers, staff, social, wearing, distancing, pandemic
Bakery cake, chocolate, bakery, cookies, cakes, delicious, flavors, ve, sweet, best
Pizza and pie pizza, slice, pie, best, good, crust, cheese, sauce, place, new
Service and Environment great, place, food, staff, friendly, service, love, coffee, amazing, best
Mexican food tacos, bagel, taco, bagels, mexican, good, chips, burrito, guacamole, delicious
Dinner meals pasta, steak, good, ordered, sauce, delicious, dish, got, salad, dinner
Savory food rice, pork, soup, noodles, chicken, thai, good, spicy, fried, beef
Sandwiches and salad sandwich, cheese, bread, salad, good, egg, sandwiches, bowl, bacon, meat
Ice cream cream, ice, ordered, like, cold, dessert, tasted, got, came, didn
Sushi sushi, fish, roll, ordered, shrimp, fresh, good, salmon, rolls, food
Ordering like, just, don, know, didn, place, people, want, said, order
Delivery service order, delivery, food, ordered, time, ordering, pick, delicious, great, ve
Brunch brunch, good, chocolate, eggs, toast, got, really, french, sweet, pancakes
Food quality food, place, good, love, try, amazing, best, restaurant, really, delicious
Outdoor seating outdoor, seating, dining, ramen, good, tables, covid, outside, really, place
Business food, store, don, place, time, ve, years, money, just, business
Milk tea and boba tea, milk, drink, sugar, drinks, sweet, like, bubble, boba, matcha
Indian and Korean cuisine food, dishes, restaurant, like, dish, menu, meal, indian, korean, ve
Food and service quality great, food, service, amazing, place, delicious, definitely, recommend, drinks, restaurant
Service wait time food, table, came, minutes, wait, time, service, got, drinks, order
Food quality and price food, good, prices, price, place, great, service, quality, pretty, nice
Service order, said, told, service, asked, called, customer, manager, restaurant, food
Bars free, promoter, door, issues, text, entry, drinks, table, vip, nyc
Bars bar, wine, beer, card, like, bartender, night, drink, credit, place

Table 7: 25 LDA topics with manually assigned topic labels and the 10 highest probability words for each topic.

Binary Multi-Class
Method Accuracy Precision Recall Accuracy Precision Recall
Random 0.467 0.459 0.459 0.132 0.118 0.112
Majority 0.533 0.267 0.500 0.373 0.048 0.129

Methods below are fully supervised
BoW-LogReg 0.742 0.741 0.742 0.622 0.501 0.462
BoW-SVM 0.737 0.737 0.740 0.605 0.486 0.419
BERT 0.787 0.785 0.786 0.652 0.542 0.503

Methods below are weakly supervised
Teacher 0.560 0.610 0.600 0.360 0.334 0.268
Student-LogReg 0.545 0.636 0.511 0.393 0.320 0.389
Student-SVM 0.538 0.568 0.506 0.397 0.321 0.396
Student-BERT 0.603 0.767 0.574 0.472 0.383 0.434

Table 8: Results for binary (left) and multi-class (right) COVID-19 aspect classification.
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Figure 9: Percentage of reviews for each individual star rating in NYC (top) and LA (bottom) over January 1, 2019
- December 31, 2020.
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Figure 10: Evolution of cuisine types over time for NYC (top) and LA (bottom).
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Figure 11: Time-series of individual tags for each group of cuisine types defined in the main paper.50
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Figure 12: COVID aspects for New York City restaurants (top) and Los Angeles County restaurants (top) over
January 1, 2019 - December 31, 2020.
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Time Series NYC Cases US Cases

Results below are Pearson correlations.
Hygiene 0.412*** 0.612***
Transmission Case 0.708*** 0.532***
Social Distancing 0.427*** 0.650***
Racism 0.036 -0.025
Sympathy & Support 0.683*** 0.407***
Service 0.566*** 0.630***
Other 0.590*** 0.652***

1 star rating 0.337** -0.088
2 star rating -0.724*** -0.712***
3 star rating -0.624*** -0.619***
4 star rating -0.384*** -0.476***
5 star rating 0.411*** 0.813***

American -0.731*** -0.541***
Fast Food 0.698*** 0.341**
Grocery 0.713*** 0.159
Beverages & Desserts 0.221 0.426***
Asian & Seafood -0.594*** -0.083

Results below are Spearman correlations.
Hygiene 0.765*** 0.822***
Transmission Case 0.816*** 0.804***
Social Distancing 0.768*** 0.836***
Racism 0.293** 0.237*
Sympathy & Support 0.822*** 0.755***
Service 0.772*** 0.736***
Other 0.827*** 0.808***

1 star rating 0.242*** 0.118
2 star rating -0.882*** -0.859***
3 star rating -0.855*** -0.833***
4 star rating -0.770*** -0.825***
5 star rating 0.705*** 0.862***

American -0.830*** -0.750***
Fast Food 0.832*** 0.745***
Grocery 0.850*** 0.751***
Beverages & Desserts 0.545*** 0.524***
Asian & Seafood -0.463*** -0.238*

Table 9: Correlation results from comparing NYC re-
view statistics and the number of COVID cases in NYC
(left) and US (right), sorted in decreasing order by cor-
relation compared with the number of new US cases.
Results marked as statistically significant at the p<0.1*,
p<0.05**, and p<0.01*** levels.

Time Series LA Cases US Cases

Results below are Pearson correlations.
Hygiene 0.395*** 0.538***
Transmission Case 0.409*** 0.522***
Social Distancing 0.347** 0.513***
Racism -0.006 -0.019
Sympathy & Support 0.490*** 0.551***
Service 0.536*** 0.644***
Other 0.527*** 0.671***

1 star rating 0.244* 0.289**
2 star rating -0.416*** -0.571***
3 star rating -0.429*** -0.559***
4 star rating -0.402*** -0.513***
5 star rating 0.445*** 0.608***

American -0.654*** -0.656***
Fast Food 0.529*** 0.577***
Grocery 0.214 0.251*
Beverages & Desserts 0.504*** 0.524***
Asian & Seafood -0.514*** -0.542***

Results below are Spearman correlations.
Hygiene 0.814*** 0.808***
Transmission Case 0.810*** 0.779***
Social Distancing 0.773*** 0.767***
Racism -0.235* -0.291**
Sympathy & Support 0.817*** 0.788***
Service 0.812*** 0.771***
Other 0.836*** 0.811***

1 star rating 0.724*** 0.705***
2 star rating -0.831*** -0.839***
3 star rating -0.811*** -0.798***
4 star rating -0.818*** -0.822***
5 star rating 0.730*** 0.762***

American -0.804*** -0.753***
Fast Food 0.822*** 0.785***
Grocery 0.801*** 0.784***
Beverages & Desserts 0.725*** 0.607***
Asian & Seafood -0.760*** -0.701***

Table 10: Correlation results from comparing LA re-
view statistics and the number of COVID cases in NYC
(left) and US (right), sorted in decreasing order by cor-
relation compared with the number of new US cases.
Results marked as statistically significant at the p<0.1*,
p<0.05**, and p<0.01*** levels.
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Time Series NYC Cases US Cases

Results below are Pearson correlations.
Bakeries 0.684*** 0.710***
Thai 0.445*** 0.616***
Sandwiches 0.636*** 0.466***
Sushi -0.080 0.450***
Bubble tea -0.142 0.277**
Grocery 0.713*** 0.159***
Pizza 0.698*** 0.156
Chicken Wings 0.596*** 0.156
Hotdogs 0.518*** 0.113
Korean 0.007 0.065
Juice Bars 0.001 0.051
Japanese -0.427*** 0.048
Desserts -0.164 0.026
Ice Cream -0.250* -0.210
Cocktail Bars -0.635*** -0.229
Asian Fusion -0.534*** -0.340**
Steak -0.495*** -0.347**
Seafood -0.744*** -0.381***
Breakfast & Brunch -0.667*** -0.469***
New American -0.614*** -0.528***
Bars -0.698*** -0.592***
Trad American -0.639*** -0.658***

Results below are Spearman correlations.
Thai 0.718*** 0.790***
Bakeries 0.864*** 0.785***
Grocery 0.850*** 0.751***
Chicken Wings 0.798*** 0.691***
Pizza 0.761*** 0.658***
Hotdogs 0.571*** 0.402***
Bubble tea 0.153 0.287**
Sushi 0.029 0.185
Juice Bars 0.203 0.127
Ice Cream -0.112 -0.114
Seafood -0.374*** -0.143
Desserts -0.087 -0.145
Cocktail Bars -0.438*** -0.179
Korean -0.290** -0.252*
Japanese -0.394*** -0.290**
Asian Fusion -0.678*** -0.566***
Steak -0.739*** -0.614***
Bars -0.778*** -0.730***
New American -0.816*** -0.732***
Sandwiches 0.844*** -0.736***
Breakfast & Brunch -0.842*** -0.811***
Trad American -0.851*** -0.832***

Table 11: Correlation results for individual business
tags in NYC. Results marked as statistically significant
at the p<0.1*, p<0.05**, and p<0.01*** levels.

Time Series LA Cases US Cases

Results below are Pearson correlations.
Sandwiches 0.644*** 0.747***
Bakeries 0.702*** 0.704***
Pizza 0.536*** 0.557***
Hotdogs 0.500*** 0.523***
Bubble tea 0.465*** 0.519***
Desserts 0.414*** 0.394***
Chicken Wings 0.340***** 0.381***
Sushi -0.390*** 0.357***
Juice Bars 0.202 0.292**
Grocery 0.214*** 0.251*
Thai 0.221*** 0.225***
Ice Cream -0.250* -0.298**
Japanese -0.309** -0.378***
Korean -0.362*** -0.423***
Bars -0.451*** -0.456***
Breakfast & Brunch -0.512*** -0.489***
Asian Fusion -0.432*** -0.506***
Trad American -0.485*** -0.535***
Seafood -0.574*** -0.543***
Steak -0.590*** -0.605***
Cocktail Bars -0.620*** -0.612***
New American -0.632*** -0.643***

Results below are Spearman correlations.
Sandwiches 0.859*** 0.807***
Grocery 0.801*** 0.784***
Hotdogs 0.799*** 0.766***
Pizza 0.779*** 0.753***
Chicken Wings 0.743*** 0.734***
Bubble tea 0.772*** 0.714***
Bakeries 0.795*** 0.714***
Juice Bars 0.685*** 0.605***
Thai 0.513*** 0.454***
Desserts 0.374*** 0.267
Ice Cream -0.118 -0.232*
Seafood -0.424*** -0.383***
Sushi -0.522*** -0.427***
Japanese -0.680*** -0.602***
Bars -0.699*** -0.645***
Breakfast & Brunch -0.711*** -0.705***
Cocktail Bars -0.803*** -0.706***
Steak -0.793*** -0.708***
Korean -0.794*** -0.763***
Trad American -0.746*** -0.765***
New American -0.810*** -0.767***
Asian Fusion -0.801*** -0.816***

Table 12: Correlation results for individual business
tags in LA. Results marked as statistically significant
at the p<0.1*, p<0.05**, and p<0.01*** levels.
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Time Series % of outliers
LA NYC

1 star rating 62.28 ↑ 69.55 ↑
2 star rating 55.36 ↓ 91.35 ↓
3 star rating 83.04 ↓ 47.75 ↓
4 star rating 61.94 ↓ 61.24 ↓
5 star rating 88.24 ↑ 50.17 ↑
Fast food 95.85 ↑ 96.88 ↑
Beverages&Desserts 51.56 ↑ 83.04 ↑
Grocery 96.54 ↑ 82.35 ↑
Asian&Seafood 52.94 ↓ 87.89 ↓
American 76.47 ↓ 92.73 ↓
Grocery 82.35 ↑ 96.54↑
Chicken Wings 64.36↑ 92.73↑
Sandwiches 95.50↑ 75.78 ↑
Thai 69.20 ↑ 68.86↑
Bakeries 47.06 ↑ 66.78 ↑
Hotdogs 77.85↑ 65.05↑
Pizza 89.96↑ 56.75↑
Ice Cream 71.28↑ 56.40 ↑
Seafood 77.51 ↓ 53.28 ↑
Korean 56.40 ↓ 32.87↑
Juice Bars 76.12 ↑ 50.52 ↓
Desserts 80.62↑ 51.90↓
Breakfast&Brunch 81.31↓ 53.98 ↓
Sushi 41.52 ↓ 55.01 ↓
Bubble tea 56.06 ↑ 54.67 ↓
Steak 84.78↓ 58.48↓
Cocktail Bars 99.31 ↓ 58.82↓
Trad American 93.08 ↓ 58.82↓
Bars 69.90 ↓ 59.86↓
Japanese 40.83 ↓ 61.24 ↓
Asian Fusion 41.87 ↓ 76.47↓
New American 89.62 ↓ 91.70↓

Table 13: Percentage of outliers (observations outside
Prophet’s 95% uncertainty interval) for LA and NYC
reviews posted after March 1, 2020. Arrows indicate
whether the mean value of the outliers is higher (up) or
lower (down) than the mean of Prophet’s predictions.
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Figure 13: Prophet forecast for 1 star rating (LA)
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Figure 14: Prophet forecast for 2 star rating (LA)
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Figure 15: Prophet forecast for 3 star rating (LA)
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Figure 16: Prophet forecast for 4 star rating (LA)
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Figure 17: Prophet forecast for 5 star rating (LA)
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Figure 18: Prophet forecast for 1 star rating (NYC)
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Figure 19: Prophet forecast for 2 star rating (NYC)
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Figure 20: Prophet forecast for 3 star rating (NYC)
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Figure 21: Prophet forecast for 4 star rating (NYC)
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Figure 22: Prophet forecast for 5 star rating (NYC)
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Figure 23: Prophet forecast for "American" group of
business tags (LA)
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Figure 24: Prophet forecast for "Steak" business tag
(LA)
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Figure 25: Prophet forecast for "Cocktail Bars" busi-
ness tag (LA)
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Figure 26: Prophet forecast for "Bars" business tag
(LA)
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Figure 27: Prophet forecast for "Breakfast&Brunch"
business tag (LA)
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Figure 28: Prophet forecast for "New American" busi-
ness tag (LA)
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Figure 29: Prophet forecast for "Traditional American"
business tag (LA)
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Figure 30: Prophet forecast for "Fast Food" group of
business tags (LA)
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Figure 31: Prophet forecast for "Sandwich" business
tag (LA)

 True Values (pizza)  Forecast (pizza)

Figure 32: Prophet forecast for "Pizza" business tag
(LA)
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Figure 33: Prophet forecast for "Hot Dog" business tag
(LA)
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Figure 34: Prophet forecast for "Chicken Wings" busi-
ness tag (LA)
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Figure 35: Prophet forecast for "Thai" business tag
(LA)
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Figure 36: Prophet forecast for "Grocery" business tag
(LA)
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Figure 37: Prophet forecast for "Beverages&Desserts"
group of business tags (LA)
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Figure 38: Prophet forecast for "Juice Bars" business
tag (LA)
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Figure 39: Prophet forecast for “Bubble Tea” business
tag (LA)
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Figure 40: Prophet forecast for “Ice Cream” business
tag (LA)
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Figure 41: Prophet forecast for “Desserts” business tag
(LA)
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Figure 42: Prophet forecast for “Bakeries” business
tag(LA)
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Figure 43: Prophet forecast for “Asian&Seafood”
group of business tags (LA)
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Figure 44: Prophet forecast for "Sushi" business tag
(LA)
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Figure 45: Prophet forecast for "Japanese" business tag
(LA)

 True Values (seafood)  Forecast (seafood)

Figure 46: Prophet forecast for "Seafood" business tag
(LA)
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Figure 47: Prophet forecast for "Asian Fusion" busi-
ness tag (LA)
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Figure 48: Prophet forecast for "Korean" business tag
(LA)
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Figure 49: Prophet forecast for "American" group of
business tags (NYC)
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Figure 50: Prophet forecast for "Steak" business tag
(NYC)
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Figure 51: Prophet forecast for "Cocktail Bars" busi-
ness tag (NYC)
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Figure 52: Prophet forecast for "Bars" business tag
(NYC)
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Figure 53: Prophet forecast for "Breakfast&Brunch"
business tag (NYC)
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Figure 54: Prophet forecast for "New American" busi-
ness tag (NYC)
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Figure 55: Prophet forecast for "Traditional American"
business tag (NYC)
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Figure 56: Prophet forecast for "Fast food" group of
business tags (NYC)
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Figure 57: Prophet forecast for "Sandwich" business
tag (NYC)
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Figure 58: Prophet forecast for "Pizza" business tag
(NYC)
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Figure 59: Prophet forecast for "Hot Dog" business tag
(NYC)
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Figure 60: Prophet forecast for "Chicken Wings" busi-
ness tag (NYC)
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Figure 61: Prophet forecast for "Thai" business tag
(NYC)
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Figure 62: Prophet forecast for "Grocery" business tag
(NYC)

Jan 1st
2019

Mar May Jul Sep Nov Jan
2020 Mar May Jul Sep Nov

Dec 31st

Date

10.0

12.5

15.0

17.5

%
 o

f r
ev

ie
ws Beverages&Desserts

Figure 63: Prophet forecast for Beverages&Desserts
group of business tags (NYC)
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Figure 64: Prophet forecast for "Juice Bars" business
tag (NYC)
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Figure 65: Prophet forecast for "Bubble Tea" business
tag (NYC)
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Figure 66: Prophet forecast for "Ice Cream" business
tag (NYC)
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Figure 67: Prophet forecast for "Desserts" business tag
(NYC)
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Figure 68: Prophet forecast for "Bakeries" business tag
(NYC)
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Figure 69: Prophet forecast for "Asian&Seafood"
group of business tags (NYC)
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Figure 70: Prophet forecast for "Sushi" business tag
(NYC)
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Figure 71: Prophet forecast for "Japanese" business tag
(NYC)
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Figure 72: Prophet forecast for "Seafood" business tag
(NYC)
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Figure 73: Prophet forecast for "Asian Fusion" busi-
ness tag (NYC)
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Figure 74: Prophet forecast for "Korean" business tag
(NYC)
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Abstract
Lab studies in cognition and the psychology
of morality have proposed some thematic and
linguistic factors that influence moral reason-
ing. This paper assesses how well the find-
ings of these studies generalize to a large cor-
pus of over 22,000 descriptions of fraught sit-
uations posted to a dedicated forum. At this
social-media site, users judge whether or not
an author is in the wrong with respect to the
event that the author described. We find that,
consistent with lab studies, there are statisti-
cally significant differences in usage of first-
person passive voice, as well as first-person
agents and patients, between descriptions of
situations that receive different blame judg-
ments. These features also aid performance in
the task of predicting the eventual collective
verdicts.

1 Introduction

Dyadic morality theory proposes that the harm one
party causes another is an important component in
how other people form judgments of the two par-
ties as acting morally or not. Under this framework,
perpetrators (agents) are perceived as blameworthy,
whereas victims (patients) are not (Gray and Weg-
ner, 2009; Schein et al., 2015). This effect appears
to transfer to how active (agentive) a party is de-
scribed to be, even if the activity was in the past
— a phenomenon described by Gray and Wegner’s
(2011) paper titled, “To Escape Blame, Don’t be a
Hero — Be a Victim”.

The online forum https://reddit.com/
r/AmItheAsshole collects first-person de-
scriptions of (purportedly) real-life situations, to-
gether with commentary from other users as to
who is blameworthy in the situation described; two
examples are shown in Figure 1. (Additional ex-
amples may be found in Appendix A.) This data
allows us to evaluate findings from dyadic morality
theory on a corpus involving over 22,000 events
and 685,000 passed judgments.

The research questions we address with this data
in this paper include:

(1) Do authors refer to themselves in passive
voice more often in descriptions of situations
where they are judged to be morally incorrect?

(2) How does an author’s framing of themselves
as an “agent” or “patient” in describing a
moral situation affect the judgments they re-
ceive?

The first question is motivated by Bohner (2002),
who found that using passive voice, by placing
someone who was actually a victim in subject posi-
tion (e.g., “X was threatened by Y”), causes the
victim to seem more responsible for the event.
(See also Niemi and Young (2016) on the effect
of syntactic-subject position for perpetrator vs. vic-
tim descriptions.) Importantly, our two questions
together separate passive voice from agentiveness.

We find that while the agentive aspect of dyadic
morality theory is upheld in our data, passive voice
theory does not align empirically. We also incorpo-
rate these theories as features in a verdict prediction
task.

2 Data

The subreddit from which we draw our data is self-
described as follows:

A catharsis for the frustrated moral
philosopher in all of us, and a place to
finally find out if you were wrong in an
argument that’s been bothering you. Tell
us about any non-violent conflict you
have experienced; give us both sides of
the story, and find out if you’re right, or
you’re the [jerk].

It has served as the basis of prior computational
analysis of moral judgment by Botzer et al. (2021)
and Lourie et al. (2021). (The Moral Stories dataset
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(a)
(b)

Figure 1: Two example situations and the top-rated comment attached to each. Other comments are omitted for
space. (a) In this case, the top-rated comment starts with YTA (“You’re the [jerk]”), indicating a judgment that the
post author is at fault, and no other participant is. (b) In this case, the top-rated comment starts with NTA (“You’re
not the [jerk]”), indicating a judgment that the post author is not at fault, but rather the other party is. (In the post
title, “WIBTA” stands for “Would I be the [jerk]”.)

(Emelin et al., 2020) would have been an interesting
alternative corpus to work with. It also draws some
of its situations from the same subreddit.)

Since the SCRUPLES dataset (Lourie et al.,
2021), also based on the aforementioned subred-
dit, does not include corresponding full comments,
which we wanted to have as an additional source of
analysis,1 we scraped the subreddit ourselves. Our
dataset (henceforth AITA) includes posts from the
same timeframe as SCRUPLES: November 2018-
April 2019.

The winning verdict of each post is determined,
according to the subreddit’s rules, by the verdict
espoused by the top-voted comment 18 hours after
submission. We aim to only include posts with
meaningful content, so we discard posts with fewer
than 20 comments and fewer than 6 words in the
body, as manual appraisal revealed that these were
often uninformative (e.g., body is “As described in
the title”).

For simplicity, we only consider situations with
the YTA (author in the wrong, other party in the
right) and NTA (author in the right, other party in
the wrong) verdicts, although other verdicts (such

1For each post, up to 100 of the most “upvoted” comments
were also retrieved; these were not used here but could be
useful for further cognitive theory reinforcement or nuanced
controversy analysis.

Verdict Average
post length

Class proportion

YTA 333 tokens 40.3%
NTA 384 tokens 59.7%

Table 1: AITA corpus statistics.

as “everyone is in the wrong”, and “no one is in the
wrong”) are possible. We still use over 75% of the
data since these are the most prevalent outcomes
on the forum, and the theories we assess align with
having binary outcomes (comparing victim vs. per-
petrator responsibility). This selection results in
22,795 posts, fewer than the over 32,000 in SCRU-
PLES (Lourie et al., 2021). The corpus contains
more NTA posts, which are longer in word length
on average (see Table 1).

3 Methodology

Passive subject identification To model the use
of passive voice in moral situations, a dependency
parser is used to match spans of passive subjects
in sentences. We use spaCy’s Matcher object to
extract tokens tagged nsubjpass. Cases where
the extracted passive subject is in first person (1P)
are also tracked, as indication of the author being
referred to passively. Some examples include:
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• 1P passive subject: I was asked to be a brides-
maid and then she changed her mind last
minute and I was removed from the bridal
party in favor of one of her husbands cousins.

• Other passive subject: She obliged but she
was pissed off the rest of the night.

For manual evaluation, we randomly selected
500 posts, containing a total of 675 uses of passive
voice. The tagger achieved 0.984 precision on these
posts. Among the 199 first-person passive subjects
tagged, the precision achieved was 0.971.

Because Niemi and Young (2016) and Bohner
(2002) find that passive voice is associated with
greater perception of victims’ causal responsibility,
we hypothesize that situations with the YTA verdict
may have higher rates of 1P passive subject usage.

Thematic role identification To approximate
moral agents vs. patients, Semantic Role Labelling
(SRL) is used to extract agents and patients. Se-
mantic, or thematic, roles express the roles taken
by arguments of a predicate in an event; an agent is
the volitional causer of the event, while the theme
or patient is most affected by the event (Jurafsky
and Martin, 2019). The AllenNLP BERT-based
Semantic Role Labeller (Gardner et al., 2017; Shi
and Lin, 2019) is employed to extract spans that
are tagged ARG0 for agents and ARG1 for patients.
We also tag uses of 1P- agents and patients. Here
are two examples:

• 1P agent: I don’t want my fiance to take care
these freeloaders anymore.

• 1P patient: He called me names, threatened
divorce, and told me he’s a saint for staying
married to me.

As a sanity check, we manually evaluated a sub-
set of 579 verb frames, corresponding to 15 posts,
identified by the SRL tagger. The tagger achieved
a precision of 0.934 on all verb frames. The pre-
cision on the 193 verb frames in this subset that
contained a first-person ARG0 or ARG1 was 0.891.
Examples where the tagger failed include sentence
fragments (e.g. “Made my MMA debut today.”)
and use of first-person pronouns to describe other
parties (e.g. “Everyone we know”).

Gray and Wegner (2011) concluded that “it pays
to be a [patient] when trying to escape blame.
[Agents],... depending on the situation, may ac-
tually earn increased blame.” Thus, we hypothesize

that NTA may be associated with higher 1P-patient
usage and YTA with higher 1P-agent usage.

4 Statistical Analysis

Due to the post length discrepancy between ver-
dicts, we attempt to control for length in the analy-
sis by assessing significance at the sentence level.
While NTA posts average approximately 50 words
more than YTA posts, sentences from NTA posts
average only 0.5 words more than YTA sentences
(17.0 vs. 16.6 words respectively).

We assess statistical significance as follows. We
use a simple binomial test: let r be the rate of
the given feature of interest (say, 1P-passive voice)
over the entire collection of posts. We then com-
pute the probability according to the r-induced bi-
nomial distribution — i.e., the null hypothesis that
there is no difference between the YTA posts and
the body of posts overall — of the observed num-
ber of occurrences of the feature in just the YTA
posts. Similarly, we compute this probability for
just the NTA posts.

4.1 Passive Subject Identification

We find that NTA situations have a higher rate of
1P passive subject usage than YTA situations, and
that the deviation of both the rate in the YTA posts
and in the NTA posts from the overall data is statis-
tically significant. As shown in Table 2, 45.8% of
NTA posts’ passive voice uses are 1P, while 37.4%
of YTA posts’ passive voice uses are 1P.

The rate difference across verdicts is significant,
with NTA posts having a higher 1P-passive rate
(see Table 2). This could account for the 0.5-words-
longer sentence average of NTA posts; since, for
example, “I hit John” is shorter than its passive
counterpart, “John was hit by me.” This contradicts
our hypothesis, as we expected higher 1P-passive
rates for YTA posts.

We do not discount a possible explanation for
this differing result being that the cognitive re-
searchers had better control over narrative struc-
ture, content of their situations, and participants
that provided judgment. On the other hand, it is
also possible that the forum setting is, at least in
certain respects, more natural (and definitely larger-
scale) than the lab setting in which the original
experiments took place.
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Verdict Rate Binomial Significance Test
YTA 0.374 p = 2.14e-22
NTA 0.458 p = 2.42e-15
Overall 0.424

Table 2: Rate of 1P-passive voice use, i.e. where the
author is the passive subject.

YTA NTA Overall
# Agents 32.1 37.8 35.5
1P-Agent Rate 0.502 0.482 0.492
# Patients 35.9 42.5 39.8
1P-Patient Rate 0.232 0.238 0.235
Verbs per Post 47.3 55.9 52.5

Table 3: SRL post average semantic role usage. Higher
rates per row are bolded. Recall that on average, NTA
posts are longer than YTA posts.

4.2 Thematic Role Identification

The NTA posts use more agents and patients by
raw count and also have more verbs per post, since
they are generally longer than YTA posts (see Table
3). When we examine proportions of uses, we find
that the NTA posts have a higher rate of 1P-patient
usage, while YTA posts have a higher rate of 1P-
agent usage.

While the verdicts do not differ significantly in
overall agent and patient usage, there are significant
differences in rates of 1P (see Table 4). The rate
of 1P-patient usage in NTA posts is significantly
higher than that of YTA posts (p < 0.005), while
the rate of 1P-agent usage in YTA posts is signifi-
cantly higher than that of NTA posts (p < 0.001).
These results seem to align with our hypothesis
based on Gray and Wegner (2011)’s findings.

5 Verdict prediction task

In the previous section, we examined statistical
correlations between features of interest in the pre-
vious literature to the verdicts presented in our data.

YTA NTA
Agent/Verbs p = 0.06 p = 0.15
1P/Agent p = 1.70e-26 p = 7.54e-16
Patient/Verbs p = 0.965 p = 0.972
1P/Patient p = 1.06e-4 p = 3.49e-3

Table 4: SRL sentence-level binomial significance
tests. The differences for first-person/agent and first-
person/patient rates of usage are noticeable.

Figure 2: Features extracted for a sample post. The
verbs identified by the tagger are highlighted in yel-
low, and the 1P ARG0 is highlighted in cyan. Note that
the +Passive features are very sparse. First-person “me”
and “us” were not added as +Passive features, as their
inclusion yielded about 1% worse performance (likely
since they added additional noise).

In this section, we turn to prediction as another way
to examine the magnitude of potential linkages be-
tween these features and judgments of blame. In
particular, we see how incorporating these quite
small set of features compares against a baseline
classifier that has access to many more (lexical-
based) features, but where these features are not
explicitly cognitively motivated.

Specifically, to analyze the significance of pas-
sive voice and thematic roles as features in making
moral judgments, we model the task of predicting
the verdict of a situation as binary classification
(YTA or NTA). We compare the performance of a
linear and non-linear model.

We stress that we are not striving to build
the most accurate judgment predictor for moral-
scenario descriptions, nor arguing the utility or
importance of such a classification task. Rather,
we are using prediction as a further mechanism for
answering the research questions we delineated in
the introduction to this paper. We do not use BERT
since it is pre-trained, possibly containing encoded
biases, and is not as interpretable as simpler mod-
els.
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Figure 3: Normalized histogram of word length distri-
butions across verdicts. The few posts with lengths >
1000 tokens are omitted for clarity. The distributions
were found to be significantly different by the t-test, Z-
test, and Kolmogorov-Smirnov test (p < 0.005).

For an ablation study, we have four feature sets,
with the corresponding number of features in brack-
ets:

• Length [1]: word count of the post, since NTA
posts average more words than YTA posts

• Length+Passive [7]: counts of passive and
1P passive subjects, and rate of 1P passive
subjects.

• Length+SRL [8]: unique ARG0 (i.e., agent),
VERB, and ARG1 (i.e., patient) token counts
(where # ARG1 tokens per frame ≤ 2 ), count
of sentences including ARG0 and/or ARG1 to-
kens, average number of VERBs per sentence
as identified by the tagger, and 1P agent and
patient token counts.

• Length+Passive+SRL [14]: features of both
Length+Passive and Length+SRL.

Figure 2 provides an example of features extracted
for a real post.

We assess these feature sets against 43,110
lexical-based features from a TF-IDF transform
of lowercased unigrams and bigrams with 0.1%
minimum document frequency.

The configurations for the linear and non-linear
models are described below. The AITA data is split
60/20/20 for the train/val/test sets, after random
shuffling. Both models are trained on this same
split of data.

Linear Model We opt for a simple model to be-
gin with to avoid overfitting on the dataset and for
purposes of interpretability. For a linear model, we
use the scikit-learn logistic regression model (LR)

(Pedregosa et al., 2011). Hyperparameters for the
logistic regression model include setting random
state to 0, choosing “liblinear” as the solver, and
setting the class weights to “balanced” to account
for the label imbalance.

Non-Linear Model We incorporate a non-linear
model, as we observed that our feature count distri-
butions were weakly bi-modal even after grouping
instances under the NTA/YTA labels (see Figure 3).
We use the scikit-learn random forest model (RF)
(Pedregosa et al., 2011). Hyperparameters for the
random forest model include setting class weights
to “balanced”, “sqrt” for the maximum features,
and 100 for number of estimators. Through tuning
over the range [5,15], we found that setting the
maximum depth to 7 prevented overfitting on the
training data.

6 Task Results

To give the imbalanced labels equal importance,
we evaluated macro-average scores. Weighted av-
erage scores were usually around 1% higher than
the macro-average scores. Overall, the non-linear
model achieves higher F1 scores for each of our
feature sets, though the linear model does better
with TF-IDF features (see Tables 5 and 6).

6.1 Linear Model Results
Compared to the random forest, the linear model
achieves better performance with TF-IDF features
(0.58 vs. 0.62 F1 score). Length+SRL has the best
performance of our feature sets, with 0.56 precision
and recall and 0.54 F1 score (see Table 5). The
distinction in performance across feature sets is less
clear than with the non-linear model, suggesting
that the logistic regression model is not able to
learn as well from these particular features.

From the ROC curves, we see that Length+SRL
shows a little improvement over Length alone at
higher thresholds, but does around equally at lower
thresholds (see Figure 4a). The performance gap
between TF-IDF features and our features is greater
with the linear model.

We also see from the confusion matrix in Fig-
ure 4a that the best model version tends to predict
YTA. Depending on desired use case — and recall-
ing that we are not necessarily promoting judgment
prediction as a deployed application — it may be
better to err on the side of predicting one side or
the other. If the priority is to catch all possible
occurrences of the author being judged to be in the
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Prec Rec F1 AUC
Majority 0.30 0.50 0.37 —
TF-IDF 0.62 0.62 0.62 0.667
Length 0.55 0.55 0.53 0.576
+Passive 0.55 0.55 0.53 0.574
+SRL 0.56 0.56 0.54 0.587
+Passive+SRL 0.55 0.55 0.54 0.585

Table 5: Macro-average results of verdict prediction
task with the LR model. Best scores among the feature
sets are bolded.

Prec Rec F1 AUC
Majority 0.30 0.50 0.37 —
TF-IDF 0.59 0.59 0.58 0.620
Length 0.55 0.55 0.55 0.568
+Passive 0.55 0.55 0.54 0.565
+SRL 0.56 0.56 0.56 0.586
+Passive+SRL 0.56 0.56 0.56 0.585

Table 6: Macro-average results of verdict prediction
task with the RF model. Best scores among the feature
sets are bolded.

wrong, this model would be better suited than the
non-linear model. However, this model would also
yield more false accusations, which could be more
undesirable.

6.2 Non-Linear Model Results

Like the linear model, Length+SRL does best over-
all, with 0.56 for precision, recall, and F1 score (see
Table 6). Length+Passive+SRL performs similarly.

From the ROC curves, we see that Length+SRL
shows some improvement over Length alone (see
Figure 4b). With these feature sets, we achieve
performance close to that of a model trained with
TF-IDF, with much fewer features: 43,110 vs. a
mere 8. In addition, TF-IDF may overfit to topics
(e.g., weddings), whereas our features are easier to
transfer across domains.

From the confusion matrix in Figure 4b, we no-
tice that even with balanced class labels, the best
model still slightly favors predicting NTA.

7 Discussion

Despite noting the significant difference in first-
person passive voice usage between verdicts, the
feature set of Length+Passive yields slightly lower
performance than the Length baseline for both mod-
els. This could be due to not having enough in-
stances of passive voice, as each post has on aver-

age 1.39 counts of passive voice, of which 30.5%
are first-person. Regex searches confirmed that the
dependency-parser did not simply have poor recall,
though the methods for passive voice extraction are
not exact. Thus, the passive features may be acting
as noise.

Length+SRL builds off of more SRL instances
per post, so these features provide less noisy infor-
mation. This feature set’s performance beats that
of the Length baseline for both models, suggesting
that SRL features do play a role in making moral
judgments. The SRL features do not store lexical
information, which helps remove the influence of
the content of the posts. Length+Passive+SRL per-
formance likely suffers from the additional passive
features’ noise.

A notable difference is the non-linear model’s
tendency to favor NTA and the linear model’s pref-
erence for YTA. A possible explanation for this is
that the features corresponding to YTA situations
are more linearly separable than those correspond-
ing to NTA situations.

Comparing scores for the Length baseline, we
see that the random forest has a 3.8% improvement
in F1 score over logistic regression. This may sug-
gest that post length is not a linear feature, which
would account for nuances such as long YTA and
short NTA posts (see Figure 1b for an example of
a short NTA post).

Caveats We are certainly not saying that blame-
worthiness can be reduced to use of first-person
descriptors. There are a multitude of features and
factors at play, and there may be alternative param-
eters to consider for the task.

Even if we restrict attention to linguistic signals,
there are quite a few confounds to point out. As just
one example: it is possible that authors purpose-
fully manipulate their use of first-person pronouns
to appear less guilty. Another possibility to con-
sider: there may be correlations between whether
an author believes they are guilty and how they
describe a situation, so that commenters are not
picking up on the actual culpability in the described
scenario so much as the author’s self-blame.

Also, we can look beyond linguistic factors. For
example, when deciding whether to “upvote” a par-
ticular judgment comment, voters may be affected
by the (apparent) identity of the commenter (or,
for that matter, the original post author) and the
content of other comments. We have not accounted
for such factors in our study.
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(a) LR model. (b) RF model.

Figure 4: The ROC curves for verdict prediction task, for the feature sets described in the key, and the confusion
matrices for the verdict prediction task results of the Length+SRL feature set.

We must also keep in mind that users of the
forum constitute a particular sample of people that
is likely not representative of many populations of
interest.

8 Conclusion and Future Work

We introduce findings from moral cognitive science
and psychology and assess their application to a fo-
rum of user-generated ethical situations. Statistical
tests confirm that there are significant differences
in usage of first-person passive voice along with
first-person agents and patients among situations of
different verdicts. Incorporating these differences
as features in a verdict prediction task confirms the
linkage between first-person agents and patients
with assigned blame, though passive voice features
appear too sparse to yield meaningful results.

From this study, we conclude that the manner in
which a situation is described does appear to influ-
ence how blame is assigned. In the forum we work
with, people seem to be judged by the way they
present themselves, not just by their content, which
aligns with previous cognitive science studies. Fu-
ture endeavors in ethical AI could incorporate such
theories to promote interpretability of models that
produce moral decisions.

There are several areas of this project that could
be refined and pursued further. We can repeat these
experiments with the other verdicts, incorporating
situations where all parties or no parties are blamed.
We can use stricter length control than the sentence-
level comparison, since the average sentence length
still differs between posts of different verdicts. We
should also incorporate validation that the SRL
methodology effectively extracts the moral agents

and patients we are trying to analyze. Another
direction we would like to pursue, and one also
mentioned by a reviewer, is to group situations by
topic to try to control for other confounds in the
moral situations. Finally, we hope to be able to
incorporate the range of votes from the comments
accompanying each post to allow for more nuanced
verdict prediction, as done with SCRUPLES in
Lourie et al. (2021).
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A Additional Examples

Warning: Some content in these examples may be
offensive or upsetting.

Figure 5 shows an example where there was rel-
ative disagreement about the guilty party. Figure 6
shows an example where there was general consen-
sus about the verdict.

Figure 5: A situation where there was noticeable dis-
agreement among comments. Depicted is the top-rated
comment and one additional, contrary opinion.
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Figure 6: A situation wherein other comments in general agreement with the final verdict (i.e., that of the top-rated
comment). We show only one additional comment due to space constraints.
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Abstract

With the increasing use of machine-learning
driven algorithmic judgements, it is critical to
develop models that are robust to evolving or
manipulated inputs. We propose an extensive
analysis of model robustness against linguistic
variation in the setting of deceptive news detec-
tion, an important task in the context of misin-
formation spread online. We consider two pre-
diction tasks and compare three state-of-the-
art embeddings to highlight consistent trends
in model performance, high confidence mis-
classifications, and high impact failures. By
measuring the effectiveness of adversarial de-
fense strategies and evaluating model suscep-
tibility to adversarial attacks using character-
and word-perturbed text, we find that character
or mixed ensemble models are the most effec-
tive defenses and that character perturbation-
based attack tactics are more successful.

1 Introduction

Over two-thirds of US adults get their news from
social media, but over half (57%) “expect the
news they see on social media to be largely in-
accurate” (Shearer and Matsa, 2018). A 2020
Reuters Institute global news survey found a simi-
lar trend with 56% of respondents concerned with
misinformation in online news (Newman et al.,
2020). There are online and offline impacts from
the spread of misinformation or deceptive news sto-
ries within online communities. However, the rate
at which new content is submitted to social media
platforms is a significant obstacle for approaches
that require manual identification, annotation, or in-
tervention. In recent efforts, evaluation has focused
on aggregate performance metrics on test sets often
collected from social media platforms like Twit-
ter, Facebook, or Reddit (Rubin et al., 2016; Mitra
et al., 2017; Wang, 2017) but these platforms are
not representative in regards to user demographics

or topics of discussion. Further, aggregate perfor-
mance metrics are not sufficient to provide insight
on generalizable performance.

When we consider the identification of deceptive
news online — where humans often disagree on or
challenge the judgements of others (Karduni et al.,
2018, 2019; Ott et al., 2011) — we need more rig-
orous evaluations of model decisions, with a focus
on expected performance across varied or manip-
ulated inputs. Our work examining reliability of
performance when faced with linguistic variations
is a step towards comprehensively understanding
model robustness that may highlight inequalities in
cases of failure. Although machine learning models
are often leveraged for their ability to tackle rapid
response at scale, it is critical to understand nu-
anced model biases and the significant downstream
consequences of model decisions on users.

A known gap exists in our understanding of un-
derlying machine learning decision-making pro-
cesses, particularly with deep learning “black-box”
models. The use of traditional, aggregate metrics
for model performance, such as accuracy or F1
score, are not sufficient in pursuit of this under-
standing. We argue that evaluations need to ex-
plicitly measure the extent to which model per-
formance is affected by data with a varied topic
distribution. Evaluations highlighting when mod-
els are correct, which examples can provide expla-
nations, and clarification or reasoning for why a
user should trust a given model are well-aligned
with recent themes in research on machine learn-
ing interpretability, trust, fairness, accountability,
and reliability (Lipton, 2018; Doshi-Velez and Kim,
2017; Hohman et al., 2018).

In this paper, we perform an adversarial model
evaluation across two multimodal deception pre-
diction tasks to identify which defensive strategies
are most successful across a variety of attacks. Our
main contribution is a framework of analysis for
model robustness across variations in linguistic sig-
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nals and representations that may be encountered in
real-world applications of digital deception models
(e.g., natural linguistic differences, evolving tactics
from deceptive adversaries to evade detection). In
particular, we present evaluations on the suscep-
tibility of widely used text embeddings to naive
adversarial attacks, which types of text perturba-
tions lead to the most high-confident errors, and
to what extent our findings are task specific. The
perturbed text emulates real examples of linguistic
variations, e.g. non-native speakers, spelling mis-
takes, or shortened online speech. Our evaluations
reveal how models react to perturbed text which
we argue is a likely occurrence when deployed in a
real-world setting.

2 Related Work

With the increasing concern for the impact of misin-
formation and deceptive news content online, many
studies have explored or developed models that de-
tect such news. Recent efforts focus on identifying
a spectrum of deception: from binary classification
of content as suspicious and trustworthy (Volkova
et al., 2017) to a more fine-grained separation
within deceptive classes (e.g., propaganda, hoax,
satire) (Rashkin et al., 2017). Additional work has
explored the behavior of malicious users and bots
(Glenski and Weninger, 2018; Kumar et al., 2017,
2018) and spread patterns of misinformation or ru-
mors (Kwon et al., 2017; Vosoughi et al., 2018) to
aid in classification tasks. Strong evidence suggests
that enriched features such as images, temporal and
structural attributes, and linguistic features boost
model performance over dependence on textual
characteristics alone (Wang, 2017; Qazvinian et al.,
2011; Kwon et al., 2013). The need for effective,
trustworthy, and interpretable detection models is a
vital concern and must be an essential requirement
for models where decisions or recommendations
can significantly affect end users.

A variety of deep learning architectures applied
to deception detection tasks include convolutional
neural networks (CNNs) (Ajao et al., 2018; Wang,
2017; Volkova et al., 2017), long short-term mem-
ory (LSTM) models (Chen et al., 2018; Rath et al.,
2017; Zubiaga et al., 2018; Zhang et al., 2019) , and
LSTM variants with attention mechanisms (Guo
et al., 2018; Li et al., 2019). Architecture and other
aspects of neural network design typically depend
on the classification task and require specialized
hyperparameter tuning. In order to provide a fair

comparison of model evaluations across tasks and
for the purpose of consistency across experiments,
we implement a multimodal LSTM model similar
to recent work. Our approach allows for more ac-
curate comparisons of factors related to adversarial
susceptibility across classification tasks. Devel-
oping novel state-of-the-art models for deception
detection or comparing multiple architectures is
beyond the scope of this paper.

Although popularly used across many domains,
deep learning systems can be extremely brittle
when evaluated on examples outside of the training
data distribution (Goodfellow et al., 2014; Moosavi-
Dezfooli et al., 2017; Fawzi et al., 2018). Nguyen
et al (2015) have shown that small perturbations
in input data can cause highly probable misclas-
sifications. Further research demonstrates addi-
tional attacks that make neural networks more
susceptible to adversaries such as locally trained
DNNs to crafted adversarial inputs (Papernot et al.,
2016c,a) and gradient-based attacks (Biggio et al.,
2013). To counteract these offensive strategies,
proposed methods of defense include augmented
training data with adversarial examples (Tramèr
et al., 2018), training a separate model to distin-
guish genuine data from malicious data (Metzen
et al., 2017), and implementing a defensive distil-
lation mechanism to increase a model’s resiliency
to data poisoning (Papernot et al., 2016b). How-
ever, as defense strategies are created, new attacks
are continually developed to circumvent them (Car-
lini and Wagner, 2017). While there is a focus
on image perturbations and related attacks, textual
data is similarly vulnerable to such strategies (Gao
et al., 2018; Samanta and Mehta, 2017; Liang et al.,
2018)). The susceptibility of deception detection
models to text-based adversarial attacks as well
as the effectiveness of defense strategies have not
been extensively evaluated.

3 Methodology

In this section, we introduce our detection tasks,
models, and evaluation methods. We randomly per-
turb words or characters with their nearest neigh-
bors to mimic a low-effort adversarial attack (e.g.,
replacing words with synonyms) as opposed to
methods that assume an adversary has technical
expertise or require sophisticated augmentations
(e.g., gradient-based algorithms). We argue that
robustness against these low-effort attacks is a nec-
essary first step towards trustworthy models; these
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attacks are reflective of natural or unintentional
variations (e.g., misspellings, non-native speaker
discussions) as well as sophisticated strategies.

3.1 Deception Detection Tasks

We apply a comprehensive evaluation of model
robustness and susceptibility to two classification
tasks1: 3-way (trustworthy, propaganda, disinfor-
mation) and 4-way (clickbait, hoax, satire, conspir-
acy). Including both allows us to compare defense
and attack strategies across models at varied levels
of deception and evaluate method generalizability.

The 3-way task includes two extreme decep-
tive classes, propaganda and disinformation, and
seeks to differentiate them from “trustworthy”
sources (Derakhshan and Wardle, 2017). Due to
the stronger intent to deceive of these classes, we
expect a model to distinguish trustworthy news
more easily and expect more confusion when clas-
sifying news as either propaganda or disinforma-
tion. Misclassifications of these as trustworthy will
have a greater negative impact. To better identify
high-impact errors, we collapse disinformation and
propaganda into a single class as part of a binary
sub-task separating trustworthy from deceptive.

The 4-way task centers lesser deceptive content,
the classes included have a lower intent to deceive
and are more difficult to distinguish from one an-
other. For instance, satirical news sites produce hu-
morous content or social commentary rather than
deliberately false information and have a low intent
to deceive audiences (Fletcher and Nielsen, 2017).
Because of this inherent difference from the other
deceptive news types, we include a binary sub-task
separating satire from the remaining classes.

3.2 Data Collection and Annotation

Models were trained and tested on Twitter API
data. Our corpus comprises English retweets with
images from official news media Twitter accounts.
Class labels are based on “verified” news sources
and a public list of sources annotated along the
spectrum of deceptive content (Volkova et al.,
2017)2 from 2016. Thus, we limit our corpus to
that 12 month period of activity. The 3-way and
4-way task data consist of 54.5k and 2.5k tweets.

1Although we chose to use these two tasks, our framework
is task-agnostic and can be applied to any classification task.

2www.cs.jhu.edu/~svitlana/data/
SuspiciousNewsAccountList.tsv;
www.cs.jhu.edu/~svitlana/data/
VerifiedNewsAccountList.tsv

Although there are limits to source-level annota-
tions (e.g., tweets of different deceptive classes
shared from a single source), we advocate for focus
on news sources rather than individual stories, sim-
ilar to previous work (Vosoughi et al., 2018; Lazer
et al., 2018). We posit the definitive element of
deception to be the intent and tactics of the source.

3.3 Multimodal Deception Detection Models

We clean the tweet text by lowercasing and remov-
ing punctuation, mentions, hashtags, and URLs.
We encode biased and subjective language as
frequency vectors constructed from LIWC (Pen-
nebaker et al., 2001) and several lexical dictionaries
such as hedges and factives (Recasens et al., 2013)
which are often used for text classification (Rashkin
et al., 2017; Shu et al., 2019).

We implement a two-branch architecture3 that
leverages text, lexical features, and images. The
text branch consists of a pre-trained text embed-
ding layer, an LSTM layer, and a fully connected
layer. The output is concatenated to the lexical
feature vector before being passed to another fully
connected layer. In the second branch, we pass the
image vector through a fully connected, two layer
network. The combined text embeddings and lex-
ical features are concatenated with the processed
image representation which is then fed to a fully
connected network for classification. Our chosen
architecture resembles current systems in deploy-
ment and allows us to complete complex analyses.

3.4 Model Evaluation Methods

We perform a comprehensive evaluation for both
tasks over embeddings, defenses, and attacks. This
section describes our text perturbation methods and
our defense and attack frameworks.

3.4.1 Varying Text Representations
We consider three embedding techniques that have
shown state-of-the-art performance on several NLP
tasks: GLoVe (Pennington et al., 2014), ELMo (Pe-
ters et al., 2018), and BERT (Devlin et al., 2019).
We recognize that each embedding method was
trained on separate data4, under different condi-
tions, and produces various sized vectors. Thus,
we fine-tune the embedding layer during training.

3Parameters selected by a random search: Adam optimizer,
10−6 learning rate, 0.2 drop out, and 10 training epochs.

4We use GloVe (Twitter 27B), ELMo
(tfhub.dev/google/elmo/2), and BERT
(github.com/huggingface/transformers)
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Figure 1: Examples of adversarial perturbations.

3.4.2 Linguistic Variation
We examine how changes to text input affect model
performance using character and word perturba-
tions and focus on the impact of naive linguistic
variations in text. For character-level perturbations,
we randomly replace 25% of characters in each
tweet with a Unicode character that is indistinguish-
able from the original to a human (as shown in
Figure 1). This approach, known in computer secu-
rity as a homograph attack or script spoofing, has
been investigated to identify phishing or spam (Fu
et al., 2006b,a; Liu and Stamm, 2007) but has not
been applied in the NLP domain to our knowledge.
For word-level perturbations we randomly replace
25% of words with a nearest neighbor in the each
embedding space using Annoy5.

3.4.3 Defense Viewpoint
To evaluate the efficacy of common defenses to
guard against adversarial attacks – augmenting the
training data – we perturb our training set (Tr)
to varying degrees using each linguistic variation
strategy. We compare the following defenses:

• Tr: train with original examples;
• Tr50%: train with half of the examples per-

turbed;
• Tr

′
: train with all examples perturbed;

• Ensemble (E): majority vote of ensemble of
models trained on Tr, Tr50%, and Tr

′
.

Each defense has been perturbed for each embed-
ding type. For example, we train our models using
four variations of Tr50%: Tr50%C (50% of exam-
ples perturbed using the character-level attack), and
three Tr50%W defenses with 50% of the examples
perturbed using the word-level attack (Tr50%BERT ,
Tr50%ELMo, Tr

50%
GLoV e).

We use three sets of ensembles: (1) EC , an en-
semble of models trained with Tr, Tr50%C , and
Tr
′
C , (2) EW , an ensemble of models trained with

Tr, Tr50%W , and Tr
′
W , and (3)EC+W , an ensemble

of five models trained on Tr, Tr50%C , Tr
′
C , Tr50%W ,

and Tr
′
W . Higher confidence predictions are used

5https://github.com/spotify/annoy

in the case of ties.
We test the performance of models trained using

each defense on fully perturbed (Te
′
) and the orig-

inal, unperturbed test data (Te). Ideally, we want
models to perform well on both so we also con-
sider three Mixed test sets (Te + Te′C + Te′W ),
one for each Te

′
W (MixedBERT , MixedELMo,

and MixedGLoV e).

3.4.4 Attack Viewpoint
We also evaluate the impact of the linguistic pertur-
bations as adversarial attack strategies. The attack
test sets were perturbed similarly to the train sets:

• Te: original examples (no attack);
• Te

′
C : all examples perturbed (char-level);

• Te
′
W : all examples perturbed (word-level).

As with the defense viewpoint, we have four sets
of the Te

′
test data used to evaluate each attack

condition: Te
′
C , Te

′
BERT , Te

′
ELMo, Te

′
GLoV e.

3.4.5 High Confidence And High Impact
For researchers and end-users to establish trust in
the models they develop or use, it is essential to un-
derstand the circumstances in which a model would
make a highly confident misclassification. Inher-
ently, model confidence measures the certainty of a
prediction and quantifies the expertise and stability
of a model. We closely examine instances in which
our models have incorrectly predicted the class of
a tweet with high confidence (greater than 90%) to
identify potential weaknesses of the models.

Traditional performance metrics (F1 score, preci-
sion, recall) treat misclassifications with high confi-
dence and low confidence alike. While overall error
is an important measure, a model with a slightly
higher overall failure rate but lower confidence may
result in a better “worst case” outcome if appropri-
ately incorporated in a semi-automated or human-
in-the-loop deployment strategy that considers the
uncertainty of predictions or recommendations via
the model confidence before taking action.

We also examine high impact errors using the
binary sub-tasks for each classification task as de-
scribed above. In this analysis, we identify how
often models make significant errors. For example,
mistaking a post labeled as disinformation for trust-
worthy (an opposite class) rather than propaganda
(a similar class).

4 Experimental Results

In this section, we detail our results when evaluat-
ing different combinations of adversarial defenses
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3-way Character (∆Te′C ) Word (∆Te′W )
Defense BERT ELMo GloVe BERT ELMo GloVe
Tr +36% +34% +33% +37% +37% +38%
Tr50% +2% -2% -2% -1% -3% -3%
Tr

′
+1% -1% -1% -6% -21% -5%

EC +2% +4% +7% -5% -8% -0%
EW +14% +12% +15% +11% +21% +17%
EC+W +10% +7% +7% +7% +9% +3%
4-way Character (∆Te′C ) Word (∆Te′W )
Defense BERT ELMo GloVe BERT ELMo GloVe
Tr +14% +52% +0% +5% +53% +6%
Tr50% +32% +31% +36% +16% +10% +16%
Tr

′
+30% +30% +32% -7% -3% -5%

EC +11% +15% +2% +13% +17% +10%
EW +28% +48% +21% +8% +25% +6%
EC+W +17% +21% +22% +17% +9% +15%

Fewer errors on Te′ More errors on Te′

XX XX XX XX XX XX

Table 1: Relative difference in error rate for each task’s
perturbed test data (Te

′
) compared to original Te.

and attacks. In order to produce a holistic evalua-
tion of model susceptibility, we examine defenses
and attacks separately. Although we consider the
same model behavior, each position can highly im-
pact the interpretation of the findings and key take-
aways. We also want to understand model mis-
classifications, including those with high model
confidence and those that can have a greater neg-
ative effect in practice which we accomplish with
our high confidence and high impact analyses.

4.1 Defense Viewpoint

We compare results from the models trained on data
with varying degrees of perturbation to understand
which models provide the most effective defenses.
We define success in the defender case as the lowest
error rate across a variety of test data including
original (Te), perturbed (Te

′
), and combinations

of original and perturbed samples (Mixed). We
start by presenting the relative difference in error
rates which is the percentage increase or decrease
in the error rate of the perturbed (T̂ e

′
) and original

(T̂ e) test data. Relative difference is defined as:

∆Te′x =
T̂ e

′
x − T̂ e

T̂ e
(1)

where x represents perturbation type (char or word).
Relative difference results are shown in Table 1.

With the 3-way task, defenses across embed-
dings and test data appear effective and achieve
low relative percent differences with the excep-
tion of models trained with the original examples
(Tr). The Tr defense is ineffective against both

the character- and word-perturbed text (Te
′
C and

Te
′
W ). Intuitively, this could be seen as an "out of

domain" data attack where the perturbed test set has
significantly changed the original distribution such
that a model not trained on perturbed data is more
susceptible to errors. The EC models have a lower
relative difference in errors on Te

′
W than on Te

′
C

across all three embeddings used for text represen-
tations. Thus, an ensemble of models overcomes
the setback of out of domain data.

On Te
′
C data, we observe similar relative errors

between the three embeddings for all defense types;
however, the performance on Te

′
W is much more

varied with the largest change seen from the ELMo
embeddings, -1% relative difference from the Tr

′

model on Te
′
C and -21% relative difference from

the same defense on Te
′
W . We only see consistent

behavior with the Tr50% defense when tested on
Te and Te

′
across embedding strategies and attack

perturbations. A model trained on data containing
50% clean and 50% perturbed samples performs
almost equally on the clean and perturbed test sets
and exhibits less than a 5% difference in errors
between the test sets for all embeddings.

Dissimilarly, the 4-way task defenses display
higher relative differences in errors on Te

′
C and

Te
′
W with the exception of the Tr

′
defense. Under

the Te
′
W attack, Tr

′
is the only defense to achieve

fewer errors on the perturbed test set. We also see
more variation in the relative errors across embed-
dings for the same defenses. For instance, with
BERT, the Tr model defending against the Te

′
C

attack has a 14% relative error difference while the
equivalent ELMo and GloVe models have 52% and
0% relative error differences, respectively. This
trend appears across defenses and in some cases
highlights the ineffectiveness of these defenses.

With both tasks, there are fewer errors on Te
′
W

using Tr
′

as the defense, regardless of embedding
type, specifically 21% fewer errors on the 3-way
task and 3% fewer errors on the 4-way task with
ELMo embeddings. Although the results on the
tasks look dissimilar in terms of “best generaliz-
ability" (i.e., show good performance on both Te
and Te

′
), we see that character-based ensemble

models exhibit the most consistent defense across
tasks. The ability to have a single model (EC)
perform uniformly well across tasks outweighs
the slight performance increase with individual-
ized models per task. The ensemble defenses that
leverage character-based defenses (EC or EC+W )
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Figure 2: Defense effectiveness illustrated by error rate
as a function of defense strategy for each model when
tested on Te or Mixed (Te + Te

′
C + Te

′
W ) data.

are more generalizable to novel test data which is
beneficial when considering real-world data.

Performance on a variety of test data alone does
not indicate the best defense. If a given defense
performs similarly across datasets, it may simply
perform equally poorly. Pairing additional analy-
sis shown in Figure 2 with generalizability results
highlighted in Table 1, we can better investigate
effective defenses. In Figure 2, we plot the error
rates of each defense when paired with clean (Te)
or a mixed combination of clean and poisoned (Te
+ Te′C + Te′W ) examples. While the ELMo Tr
models in Table 1 had the highest relative differ-
ences in error, these models outperform the same
BERT and GloVe models. The best defenses (i.e.,
with the lowest error rates) are the same models
that were most consistently generalizable across
attack types – EC and EC+W . These results indi-
cate that defenses that include character-perturbed
training data (EC and EC+W ) are the most effec-
tive against character- and word-based attacks.

4.2 Attack Viewpoint

Next, we examine susceptibility to adversarial at-
tacks from the view of the attacker. We consider the
impact on model confidence, and we analyze how
a given attack impacts the uncertainty of classifi-
cations overall. For example, in a human-machine
teaming scenario, a deception detection model
would be used to flag content for a human fact-
checker who may rely on the model’s confidence
when choosing whether to trust the classification.

In Figure 3, KDE plots illustrate model confi-
dence distributions across examples from three test
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3

4
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Figure 3: Kernel density estimation (KDE) plots illus-
trating distribution of model confidences.
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Figure 4: Box plots showing the effectiveness of the
character and word perturbation attack tactics via error
rates across BERT-, ELMo-, and GloVe-based models.

sets. We find that Te
′
W peaks at lower model con-

fidences and flattens out as model confidence in-
creases. By contrast, Te and Te

′
C peak at a model

confidence close to 1. This shows that there is more
confusion for predictions made on word-perturbed
test data. If an analyst or end user relies on model
confidence when choosing to accept a prediction, a
significant difference in uncertainty of model clas-
sification can affect that decision. For example,
when testing on clean examples (Te), the shift to
a lower overall confidence may be enough to de-
grade the efficacy of the recommendation, even if
the model has correctly classified the example.

Having examined the impact of attacks on model
confidence, we next compare the effectiveness of
each attack tactic when success is defined by the
number of misclassifications. In Figure 4, box plots
show the number of misclassifications as error rates.
Te
′
C and Te

′
W attacks achieve similar median er-

ror rates in the 3-way task, and the maximum error
rates are greater for the character than the word
attacks. Although the 4-way task shows more dis-
crepancies across attacks, again we see the charac-
ter attacks display larger rates of error. With both
tasks, we see the largest number of misclassifica-
tions typically result from character-based attacks.

Of note, the impact on the 3-way task is con-
sistent across embedding types and attacks (the
median error rates range from 56% to 59%). We
see the widest range and largest maximum error
rate with ELMo- and GloVe-based models when
attacked with character-perturbed text. Contrastly,
the 4-way task displays similar trends across em-
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Figure 5: Error rates highlighting the prevalence of high confidence (> 90%) errors when tested on each dataset.

beddings but not across attack types. Although we
see a greater range of error rates with the word at-
tacks, the character attacks achieve a larger median
and mean error rates than either Te or Te

′
W .

4.3 High Confidence Misclassifications

Next, we examine high confidence misclassifica-
tions which are integral to understanding model
behavior and the limitations faced by deceptive
news detection approaches. Figure 5 highlights
error rates across test data distinguishing high con-
fidence (> 90%) from lower confidence (≤ 90%).

With the 3-way task, we observe that high confi-
dence misclassifications account for a majority of
all errors from the Tr

′
W models (85.7% of errors

with the Te
′
W attack are considered high confi-

dence). This is larger than the errors from any of
the other models. We also notice one exception to
this finding: the Tr

′
W ELMo model makes very

few (less than 0.5%) high confident incorrect pre-
dictions for the Te

′
W test set. With the 4-way task,

we do not see the same frequency of high confi-
dence errors although Tr50%W displays high rates of
high confidence misclassifications on BERT and
ELMo models when tested with Te and Te

′
C .

Previously, we detailed stronger performance
from the EC and EC+W defenses. As shown in
Figure 5, both ensemble defenses display the low-
est (or second lowest) error rates across attacks.
Moreover, these models exhibit sparse high confi-
dence misclassifications when reviewing averaged
confidence scores across ensembled models. This
is advantageous model behavior in a real-world set-
ting when predicted model confidences must act
as a proxy for uncertainty, and, in instances when
ground truth labels are unknown, as a means to

calibrate users’ trust in model classifications.

4.4 High Impact Misclassifications

Finally, we contrast model performance for each
task and our devised binary sub-tasks (trustworthy
versus deceptive for the 3-way task and satire ver-
sus not satire for the 4-way task). Figure 6 demon-
strates model tendencies towards high impact mis-
classifications across defenses, embeddings, and
test sets. A higher binary F1 score indicates fewer
high impact misclassifications – i.e., more errors
due to misclassifications among similar classes as
compared to more errors due to misclassifications
among significantly different classes. All models
exhibit higher F1 scores on the binary sub-task than
the multiclass task, as would be expected since the
binary task presents an “easier” problem with an
increased random chance for correct classification.

We examine consistent trends for each test set
(indicated by color) or embedding type (indicated
by mark size) across defenses. Values plotted in
the same color cluster more consistently than those
plotted in the same size. Two defenses show the
most consistency in performance across configura-
tions. Tr50%W displays low performance on both the
binary and multiclass formulations of the 3-way
task and Tr

′
C displays high performance (relative

to each task) across formulations for both the 3-
way and 4-way tasks, with more consistency and
higher performance on the 4-way task. Similar
to Tr

′
C , Tr50%C displays high performance across

both tasks, although this defense is more consis-
tent on the 3-way task. Although the Tr model
is the best configuration when testing on Te, the
Tr model shows much lower efficacy when tested
against both attacks. Overall, configurations using
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Figure 6: Binary F1 (BF1) as a function of multiclass F1 (MF1). Dashed lines indicate equal performance.

the character-based defenses result in the fewest
overall high impact misclassifications.

Interestingly, we see that defenses are more ef-
fective at the binary sub-task for the 4-way clas-
sification (satire versus not satire) than the binary
sub-task for the 3-way classification (trustworthy
versus deceptive). Both trustworthy and deceptive
news media attempt to present the information and
news they share as factual, truthful content. In con-
trast, satire is distinct from other types of deceptive
news as well as distinct from trustworthy news
sources because it does not intend to present con-
tent as factual or accurate. This distinction between
the classes considered in the binary sub-tasks can
explain the observed difference in performance.

5 Discussion and Future Work

Linguistic variation in text (adversarial or other-
wise) is frequently encountered in real-world set-
tings. As such, we have presented extensive evalu-
ations concerning the robustness of deception de-
tection models to perturbed inputs. To the best of
our knowledge, we are the first to evaluate model
susceptibility in regards to adversarial linguistic
attacks, investigate model behavior behind high
confident or high impact failures, and present effec-
tive defensive strategies to these types of attacks.
Our comprehensive set of perturbation experiments
identify key findings from not only the defender
perspective (the most effective strategy of defense
across multiple or combined attacks) but also the
attacker perspective (the most effective method of
attack) – a focus of analysis not previously studied.
In regard to the defense viewpoint, we show that
ensemble-based approaches leveraging perturbed

(adversarial) and non-perturbed (original) training
examples perform consistently well. With the at-
tack viewpoint, character-based attacks hinder per-
formance regardless or model, defense, or task.

Our adversarial analyses have also illustrated the
danger of relying on single performance metrics.
Models that achieve optimal performance on a spe-
cific task or adversarial situation may significantly
under-perform with slight alterations in scope or
context. For example, although the EC and EC+W

models saw second best performance on either clas-
sification task, they outperformed the “best mod-
els” when considering all possible attacks. The
models with the highest overall performance were
also not consistently found to have the lowest high
confidence or high impact misclassifications – an
important consideration if a model is being consid-
ered for use on live platforms where decisions can
significantly impact users.

The results highlighted in this work provide jus-
tification for enhanced development and analysis of
deception detection models. Although we rely on a
consistent model architecture in order to make eq-
uitable comparisons across tasks and datasets, the
evaluation framework we present can be replicated
with additional models, complex architectures, and
variants in test data. This work relies on uniform
perturbation attacks as opposed to strategic per-
turbation strategies that target specific substrings –
such as pseudonymous terms, phrases, or monikers.
Subsequent experiments will investigate more com-
plex strategic attacks and their ability to evade or
confuse deception detection models.
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Abstract

An abundance of methodological work aims
to detect hateful and racist language in text.
However, these tools are hampered by prob-
lems like low annotator agreement and remain
largely disconnected from theoretical work on
race and racism in the social sciences. Using
annotations of 5188 tweets from 291 annota-
tors, we investigate how annotator perceptions
of racism in tweets vary by annotator racial
identity and two text features of the tweets:
relevant keywords and latent topics identified
through structural topic modeling. We provide
a descriptive summary of our data and estimate
a series of linear models to determine if anno-
tator racial identity and our 12 topics, alone or
in combination, explain the way racial senti-
ment was annotated, net of relevant annotator
characteristics and tweet features. Our results
show that White and non-White annotators ex-
hibit significant differences in ratings when
reading tweets with high prevalence of certain
racially-charged topics. We conclude by sug-
gesting how future methodological work can
draw on our results and further incorporate so-
cial science theory into analyses.

1 Introduction

Hateful and racist language is abundant on so-
cial media platforms like Twitter and a growing
body of work aims to develop tools to detect such
language in these spaces. Such a tool would of-
fer opportunities to intervene, like providing au-
tomatic trigger warnings, and would provide a
powerful barometer to measure racism. How-
ever, these efforts are hampered by low inter-
rater agreement, low modeling performance, and
a lack of consensus on what counts as racist lan-
guage (e.g., Kwok and Wang, 2013; Burnap and
Williams, 2016; Waseem, 2016; Schmidt and Wie-
gand, 2017). These efforts are also largely dis-
connected from rich understandings of race and
racism in the social sciences (but, see Waseem,

2016). Indeed, social scientists have long ac-
knowledged the difficulties of measuring racism,
even when using traditional social science meth-
ods (e.g., interviews and surveys), due to social
desirability biases and the increasingly covert na-
ture of racism (Bonilla-Silva, 2006).

In this paper, we reconsider efforts to anno-
tate for racism in light of sociological work on
race and racism. Instead of generalizing our de-
tection of racism, we narrow our scope to focus
on anti-Black racism. In other words, we focus
on racialized language directed at or centering on
Black Americans. Using human annotations1 for
the racial sentiment (positive or negative) of 5188
Tweets, we describe how ratings vary by annota-
tors’ own racial identity. Our findings suggest that
White raters respond differently to particular types
of racialized language on Twitter, as identified by
structural topic modeling (STM), than non-White
raters. Failing to account for this systematic dif-
ference could lead researchers to consider tweets
which non-White annotators identify as including
negative sentiment as innocuous because more nu-
merous White annotators rate those same tweets
as positive or neutral. We conclude by suggesting
several ways in which future work can account for
the variability in annotations that comes from an-
notators’ own racial identities.

1.1 Annotating for Racism
Collecting annotations is a key step to develop-
ing a tool to detect racial sentiment in text data.
At the same time, the challenges of this task have
been well-documented as ratings depend upon the
ability of human annotators to consistently iden-
tify the racial sentiment of words and phrases (Zou
and Schiebinger, 2018). Empirical work often
finds large amounts of disagreement in these anno-
tations, even with carefully designed annotations

1We use the terms rating/annotation and rater/annotator
interchangeably throughout.
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schemes (e.g., Bartlett et al., 2014; Schmidt and
Wiegand, 2017).

As these efforts have shown, perceptions of
racial sentiment are contextual and subjective,
making the prevalence of racism in text sources
inherently difficult to detect. Recent social scien-
tific work (Bonilla-Silva, 2006; Carter and Mur-
phy, 2015; Krysan and Moberg, 2016; Tynes and
Markoe, 2010) has taken that difficulty as its sub-
ject, and sought to capture and understand the
variation in perceptions of racism or racial senti-
ment, by showing how individuals’ perceptions of
racism vary systematically based on the their own
racial identity. These findings suggest that anno-
tator disagreement is not merely noise to smooth
over. Rather, annotator disagreement for racism
includes important variation that should be dis-
aggregated and accounted for.

1.2 Varying Perceptions of Racism
Differential attitudes about and perceptions of
racism based on an individuals’ own racial iden-
tity are well-documented. White Americans tend
to hold more overtly racist beliefs, are less likely to
believe racial discrimination is prevalent in mod-
ern society, and are less likely to recognize racial
microaggressions than Black Americans (Bonilla-
Silva, 2006; Carter and Murphy, 2015; Krysan and
Moberg, 2016; Tynes and Markoe, 2010). In ad-
dition, Krysan and Moberg (2016) note that White
Americans increasingly disregard racial topics on
questionnaires, signaling that they have “no in-
terest” in issues of racial inequality. Likewise,
fewer White Americans agree that racial inequal-
ity is due to overt discrimination, arguing instead
that racial discrimination is a thing of the past and
that in contemporary society, everyone has equally
fair life chances (Bonilla-Silva, 2006). As Carter
and Murphy (2015) note, White and Black Amer-
icans may differ in their views of racial inequality
because White Americans compare contemporary
racial inequalities to the past, referencing slavery
and Jim Crow and naturally concluding that condi-
tions have improved, while Black Americans com-
pare the present to an imagined future, in which an
ideal state of racial equality has been achieved.

These differences also extend to how we per-
ceive racism in online platforms. Williams et al.
(2016) find that while White students were equally
as likely as students of color to perceive racially-
themed internet memes as offensive, students of

color tended to rate these same memes as more of-
fensive than White students. That is, while White
students could identify that a meme was racist,
they rated the level of offensiveness lower than
students of color. In addition, Tynes and Markoe
(2010) find that European American college stu-
dents were less likely than African American col-
lege students to react negatively to racially-themed
party images on social media. Furthermore, Euro-
pean American students reported higher levels of
color-blind racial attitudes and students with lower
levels of color-blind attitudes were more likely to
react as “bothered” by the images, implying that
both race and racial attitudes influence percep-
tions of racism online. Similarly, Daniels (2009)
finds that critical race literacy matters more than
internet literacy in identifying racially biased or
“cloaked” websites (i.e., websites that appear to
promote racial justice but are actually maintained
by White supremacist organizations). This find-
ing suggests that students who lack a critical race
consciousness may be less likely to identify racist
materials online and that White students may be
particularly susceptible.

The subtlety of racism that pervades social me-
dia sites like Twitter may also influence percep-
tions of racism. As Carter and Murphy (2015)
note, Whites tend to focus only on blatant, overt
forms of racism (e.g., racial slurs, mentions of
racial violence) but are less attuned to microag-
gressions and other, subtler forms of racism. As
such, scholars have also advocated for a method-
ological move away from “bag of words” ap-
proaches to the evaluation of racism on social
media (Watanabe et al., 2018) because these ap-
proaches reinforce a focus on blatant, overt forms
of racism, and neglect more subtle, or contextually
racist tweets (Chaudhry, 2015).

Similarly, Kwok and Wang (2013), noting the
subtlety of racism pervading social media posts,
argue that to get evaluations of tweets that accu-
rately assesses meaning, features of tweets other
than the text must be included. Tweet features set
the rules of engagement by offering markers of
credibility, sarcasm, and persuasiveness (Sharma
and Brooker, 2016; Hamshaw et al., 2018). Tweet
features such as links, hashtags, and number of
comments have been shown to illuminate the con-
text of the tweet’s message (Burnap and Williams,
2016). The inclusion of these features in evalua-
tion offers deeper context and more realistic eval-

82



uation of tweets allowing for greater attention to
the differential evaluations of people in racially
marginalized groups engaging with the social me-
dia platform.

Here, we expand on previous research by in-
vestigating how annotator racial identity and tweet
features interact to influence perceptions of racism
on Twitter. Our analysis builds on previous
research that uses racist speech as a stimulus
(Leets, 2001; Cowan and Hodge, 1996; Tynes and
Markoe, 2010), either in print or digital media,
and calls for renewed attention to variations based
on annotator racial identity and how these varia-
tions ultimately influence instruments to measure
racial sentiment. We extend this body of work
by including potentially racist speech sourced ran-
domly from Twitter, rather than developed by re-
searchers, and by including tweet features as well
as annotator racial identity in our analyses.

2 Hypotheses

Based on previous work in annotation and a so-
ciologically informed understanding of race and
racism, we propose three hypotheses:

H1: Annotations will vary, on average, based
on the racial identity of the annotator: White
raters will rate tweets as having a more posi-
tive racial sentiment on average compared to non-
White raters.

H2: Annotations of racial sentiment will vary
by the racially charged keywords in the tweet and
the latent topics in the tweet. Tweets with racial-
ized keywords (e.g., N****r) will be rated as more
negative than those without.

H3: Annotations will vary based on the inter-
action of text features (racially charged keywords
and latent topics) and the racial identity of the
annotator: Compared to non-White raters, White
raters will interpret particular topics as having a
more positive racial sentiment, and interpret other
topics as having a more negative racial sentiment.

3 Methods

3.1 Data
We combine data from two separate research
projects, producing a final sample of 291 hu-
man raters applied to 5188 unique tweets. The
first project collected 1348 tweets from Twit-
ter’s Streaming API from June 2018 to Septem-
ber 2019. The second project collected 3840
tweets from the Digital Online Life and You

Project (DOLLY; a repository all geotagged tweets
since December 2011) (Morcos et al.). For both
projects, tweets were restricted to those that were
sent from the contiguous United States, were writ-
ten in English, and contained at least one keyword
relevant to the analysis. To limit our sample to
tweets that concerned Black Americans, we used
common hate speech terms, the term “black girl
magic”, and the same keywords to identify tweets
about Black Americans as Flores (2017).

For the second project, tweets were also re-
stricted to a 10% sample of all tweets sent from
19 metropolitan statistical areas between January
2012 and December 2016. While both data collec-
tion processes yielded millions of unique tweets,
both projects sampled several thousand tweets for
annotation based on available funding to compen-
sate annotators or access to undergraduate class-
rooms (for a similar methodology, see Burnap and
Williams, 2016). We then collected human anno-
tations using Amazon Mechanical Turks and col-
lege students from two separate classrooms at the
same university, for a total on 291 annotators. All
annotators were instructed to use the same an-
notation tool, were provided with brief training,
and we applied a coding structure such that each
unique tweet was rated by at least 5 annotators.

Annotators also reported their race and gender
identities. Race was reported using the fol-
lowing categories: White/Caucasian/European,
Black/African American, Asian/Pacific Islander,
Latino/Hispanic/Spanish, and Other. Annotators
were allowed to select more than one race.
For the current analyses and due to sample
size restrictions, we collapsed the annotator
race into two categories: 1) Non-Hispanic
White/Caucasian/European alone (henceforth,
“White”) and 2) All other racial classifications
(henceforth, “non-White”). Gender was reported
as woman, man, or other gender.

A total of 52.23% of our 291 raters identified
as White, and 46.05% identified as non-White and
1.72% were missing race, respectively. A total of
38.49% of our raters identified as women, 58.73%
identified as men, and 1.37% were missing gender.
On average, our raters were 27.45 years. Given
these characteristics, our raters are similar to Twit-
ter users in regard to age and gender, but are per-
haps more likely to identify as White (Perrin and
Anderson, 2019).
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3.2 Variables
Our outcome variable is a continuous measure for
racial sentiment, which we operationalize as how
“positively” or “negatively” a tweet was rated.
Raters used a 7-point Likert scale to describe the
sentiment of the tweet, ranging from “very nega-
tive” (i.e., -3) to “very positive” (i.e., +3), with a
“neutral” rating at the center of the scale (i.e., 0).

Our key independent variables are two text fea-
tures of tweets (relevant keywords and latent top-
ics) and the racial identity of annotators. Rele-
vant keywords were inductively identified by the
research team from a close reading of the tweets.
Keywords of theoretical significance (e.g., men-
tions of racialized violence; animal epithets) were
also considered. This process yielded 8 groups of
keywords: 1) keywords with allusions to sex or
sexuality (e.g., “sex”) 2) keywords about people
(e.g., “ppl”) 3) animal epithets 4) spelling varia-
tions of N***a 5) spelling variations of N***er 6)
derogatory words towards women (e.g,. “B***h”)
7) spelling variations of F**k 8) keywords about
racialized violence (e.g., lyn**). Each of these 8
groups of keywords were treated as a binary vari-
able (1 = any keyword in the group is present in
the tweet).

Latent topics were identified using the STM
package in R and we used STM’s built-in methods
to select a model with 12 topics (Roberts et al.,
2019). We labeled each topic by 1) examining the
words with the highest probability of being gen-
erated by the topic 2) examining the top words
for the topic based on STM’s “FR-EX” measure
that uses word frequency and exclusivity within
a topic (Roberts et al., 2014), and 3) reading the
20 tweets which have the highest loading onto the
topic. Topics were treated as continuous (i.e., the
“amount” of a topic in a given tweet). Racial iden-
tity was measured as White or non-White, as de-
scribed previously.

We include several covariates in our models.
First, we control for annotator gender identity
(woman/man/other) and age (years). Second, we
include binary indicators for the following tweet
features: if a URL link is present and if there is
a mention included, indicating a conversation be-
tween users. Third, we control for the length of
the tweet, measured in characters.

3.3 Analysis
Our analysis proceeds in three steps. First, we
provide descriptive summaries of our data. We
summarize our STM results, and provide Krippen-
dorf’s alpha coefficients (Krippendorff, 1980) to
assess inter-rater reliability for all raters, for White
raters, and for non-White raters.

Second, we estimate three linear models, each
respectively testing our three hypotheses. Model
1, the “Annotator Race” model, regresses racial
sentiment on a binary indicator for annotator racial
identity (1 = White). Model 2, the “Text Features”
model, regreses racial sentiment on binary indica-
tors for relevant keywords and continuous mea-
sures for topics (described in Variables). Model
3, the “Interaction” model, regresses racial senti-
ment on three interaction terms: one for each sta-
tistically significant, theoretically-informed topics
identified in Model 1 (i.e., topics 2, 5, and 9), in-
teracted with annotator racial identity. As such,
Model 3 treats annotator racial identity as an ef-
fect modification variable in the analysis because
we expect that annotator racial identity will mod-
ify ratings of tweets based on salient topics.

For Models 2 and 3, we include all covariates
(described in our Variables section). For Model 3,
we additionally control for all keywords and top-
ics included in Model 1. Using the results from
Model 3, we also compute predicted racial senti-
ment ratings based on the amount of a topic in a
given tweet and the racial identity of an annota-
tor. We visualize regression coefficients and 95%
confidence intervals in Figure 1 for all three mod-
els, and we visualize selected results on predicted
sentiment ratings by amount of topic in Figures 2-
4. Analyses were performed in R (R Core Team,
2017) using α= 0.05 for statistical significance.

Third, we qualitatively describe annotated
tweets that illustrate the results of our interaction
models based on proportion of a given topic and
a high degree of inter-rater disagreement between
White and non-White raters.2

2Specifically, for a given topic, we first selected the tweet
with the most amount of a topic by percentile x > 90%. Sec-
ond, narrowed this candidate list of tweets to the 20 with most
disagreement between White and Non-White raters. Finally,
among this short list of 20 tweets, we selected the tweet best
reflected the differences shown numerically in Figures 2, 3,
and 4.
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4 Results

4.1 Descriptive Analysis
Table 1 provides a summary of our 12 topics. This
summary includes topic labels, the seven most rep-
resentative words (by “FR-EX” as described ear-
lier), and the tweet which loads most highly onto
each topic. As might be expected from our corpus,
many of the 12 topics are relevant to race, such as a
topic we label “Racial Arguments” and a topic we
label “Police Brutality.” To be clear, these topics
may be mentioned in positive, neutral, or negative
lights. For example, a tweet containing the topic
“Police Brutality” might be reporting on success-
ful efforts to minimize police brutality. We refer
to the topic by the numeric ID it was assigned by
STM and the title we assigned the topic.

Overall agreement on racial sentiment was low
among raters (Krippendorf alpha = 0.39), but
higher within White raters (Krippendorf alpha =
0.44). Among non-White raters, agreement was
also low (Krippendorf alpha = 0.34). This low
agreement echoes prior work on the challenges of
annotating racially charged language (e.g., Bartlett
et al., 2014; Schmidt and Wiegand, 2017), as de-
scribed earlier. Importantly, the goal of this study
was not to arrive at annotations with high agree-
ment (i.e., for training a predictive model); instead
our goal was to examine patterns of agreement and
disagreement in annotations.

4.2 Regression Analysis
The results of our regression analysis are shown in
Figure 1. We present the results for each consecu-
tive model, showing the main effects for annotator
racial identity and text features in Models 1 and
2, respectively, before turning to the interaction
terms in Model 3. We do so to highlight changes
across models as predictors are introduced and to
confirm effect moderation but note that constitu-
tive terms for the interactions in Model 3 should
not be interpreted as unconditional marginal ef-
fects (Brambor et al., 2006).

In H1, we expected a difference in average racial
sentiment rating between White and non-White
raters. Using Model 1, we find that the association
between annotator racial identity (as White) and
sentiment is positive and statistically significant,
but small (β=.071, p<.001).3 This suggests that

3We note that similar conclusions may be reached with
Model 2, where the coefficient for annotator racial identity is
also significant but small (β=.042, p<.01).

while, on average, White raters tend to rate racial
sentiment of tweets as higher than do non-White
raters, this difference may not influence our anno-
tations in a substantial way. Thus, we conclude
that we find limited support for this hypothesis.

In H2, we expected that text features of the
tweet would significantly influence sentiment rat-
ings. Using Model 2, we find strong support for
this hypothesis: all of our topics and keyword fea-
tures are significantly associated with sentiment
rating (see Figure 1). This result confirms the in-
tuition that raters are responding to a variety of
racially coded language as they make their anno-
tations. Notably, we also observe that the effect
of these text features on raters’ sentiment is far
greater than the main effect of racial identity.

In H3, we expected that the difference between
White and non-White raters’ ratings depends on
how much of a topic was present in a tweet. We
tested this using Model 3, where we interacted top-
ics and rater racial identity. We find that the in-
teraction terms for seven of our topics are signifi-
cantly associated with racial sentiment (see figure
1), providing strong support for H3.

We illustrate several of these interaction effects
more directly in Figures 2-4 for three of the topics
(Topic 2: Police Brutality, Topic 5: Empowering
History, and Topic 9: Antiracist Politics). These
figures show the expected racial sentiment rating
of a tweet in our model against how much the
tweet loads onto a given topic, among White and
non-White raters.4 The x-axis of each plot ranges
from the 1st percentile of topic values in our data
to the 100th percentile. These figures show that for
the topics with significant interactions, substantial
differences by annotator race arise when certain
topics are very prevalent in the tweet. Thus, while
Model 1 suggests that White and non-White raters
have small differences in rating across all tweets,
Model 3 shows that for tweets about certain top-
ics, White and non-White raters in fact rate tweets
quite differently. We examine examples of this di-

4Because the vector of topics in an STM sum to one, in-
creasing one topic implies decreasing others, which are also
included in our models and therefore will also influence the
estimated rating. Moreover, the topics are often correlated, so
just decreasing the other topics evenly would produce a po-
tentially misleading result. For these plots, as we increased
our focal topic–Topic 2 in Figure 2–we adjusted the other top-
ics based on their average in our data for that value of Topic
2. That means that the plots reflect the estimated tweet rating
for White and non-White raters for various values of Topic 2
and the average values of other topics at those values of Topic
2, with other covariates held at their means.
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Table 1. Topic Titles and Top Words (by "FR-EX")
Topic Title Top Words Example Tweet
Topic 1: Breaking
Stereotypes

chick, til, retail, wut, fire-
work, camp, gramma

People salty cause they never seen a black guy work at PacSun
before

Topic 2: Police Brutality man, teacher, fool, nicki,
pride, doctor, histor

Lorenzo Clerkley, a 14 year old black kid who was with friends
playing with a BB gun in broad daylight was shot 4 times by an
officer after being given 0.6 second warnings

Topic 3: Racial Argu-
ments

shit, use, word, poor,
stupid, respect, mexican

I’m sorry to intrude on this but that’s kind of a screwed up
concept to say that white people are inherently racist? Races
and ethnicities of all kinds have conquered and enslaved others
throughout mankind but only one group gets it all pinned onto
them?

Topic 4: Black Women
and Girls

get, let, twitter, amaz, els,
seem, bro

In 1968, Shirley Chisolm (1924-2005) was the 1st Af-Am
woman elected to Congress (D-NY). In 1972, she was the
1st woman to seek the Democratic nomination for POTUS. A
staunch women’s rights activist, she delivered this speech in
support of the ERA in 1970.

Topic 5: Empowering
History

girl, king, magic, martin,
luther, celebr, sell

Pioneers : African American surgeon, Daniel Hale Williams,
opened the first interracial Hospital in Chicago in 1891 and per-
formed the first documented open-heart surgery in 1893.

Topic 6: Monkey atwitterhandl, your, aint,
shes, season, theyr

atwitterhandle atwitterhandle some of his stuff is alright I guess
but overall I cant stand that cheeto dread monkey

Topic 7: Empowering In-
formation

african, american,
definit, murder, dog,
student, leader

#FridayFeeling new #exhibit open at #DunnMuseum features
local #AfricanAmerican history of Booker T. Washington Pro-
gressive Club. Open January 11 - February 24.

Topic 8: Irreverent Inter-
actions

fuck, back, big, turn,
damn, wtf, light

Driving on the highway past the big black dude who was grind-
ing up weed while driving the kids bouncy house truckgtgtgtgt
you do you dawg

Topic 9: Antiracist Poli-
tics

like, look, color, start,
lot, run, everyth

Associates with white nationalists and open bigots. He’s the ar-
chitect of the Muslim ban and cruel policies that separate chil-
dren from families at the border. If it looks like a duck, walks
like a duck, quacks like a duck - it’s a duck.

Topic 10: Black the
Color

awebsit, shop, doesnt,
widow, coffe, disgrac,
hot

Drinking a Catskill Mountain Black IPA by Gilded Otter Gilded
Otter Brewing Company awebsite photo

Topic 11: Debates about
Race and Racism

mentionplacehold, mi-
nor, bait, control, societi,
kkk, negro

[50 mentions] And that’s a bullshit statement you know I really
don’t know why you white leftist hate your own race so much
... what you just said is no different than saying black people
can’t be racist

Topic 12: Honest Opin-
ions

world, next, month,
learn, post, honest,
number

I’m a 41 year old African American born in Minneapolis and
have lived close to Seattle my entire life. Everytime I hear
this manufactured crisis by the media I change the channel.
If the media fails us again/2016 this country will never re-
cover,?media will never be trusted again.

vergence in our qualitative analysis.

4.3 Qualitative Analysis
To provide qualitative examples of our findings,
we identify exemplary tweets in Table 2 from each
of the three topics displayed in Figures 2-4. For
topic 2: Police Brutality, we find that White raters
considered this tweet "moderately positive", with
an average racial sentiment rating of 2.0. In con-
trast, non-White raters considered this tweet closer
to neutral, with an average racial sentiment rat-
ing of 0.4. This difference is particularly strik-
ing, as this tweet makes reference to wrongful de-
tention, something that sociological and computa-
tional research would suggest White raters would
also consider negative. While this tweet suggests
an attempt to make amends within the news story

presented in the tweet, the perception of the racial
sentiment is quite different across raters.

For Topic 5: Empowering History, we find
White raters consider this exemplary tweet "mod-
erately positive", while non-White raters consider
this tweet "neutral", on average. This tweet quotes
Dr. Martin Luther King Jr. and suggests that ref-
erences to historical figures may signal different
things for White and non-White raters. Further,
the connection to a specific Christian observance
of Lent signals little racialized content for some.
For Topic 9: Anti-racist politics, we find that
White raters consider this exemplary tweet "neu-
tral" while non-White raters consider it "moder-
ately positive". This implies that the White raters
who viewed this tweet may not have considered
anti-racist work to have a positive racial sentiment.
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Figure 1: Regression Coefficients and 95% Confidence Intervals For Three Regression Models

Note: The “Annotator Race” model regresses racial sentiment on annotator racial identity. The “Text Features” model regresses
racial sentiment on annotator racial identity, racially charged keywords, latent topics and covariates. The “Interaction” model
regresses racial sentiment on all terms in Model 2 as well as interaction terms between selected topics and annotator racial
identity.

Figure 2: Topic 2 Estimated Tweet Rating Including
Annotator Race Interaction

In contrast to our results from H1, which show
that the average difference in sentiment rating by
annotator race is small, these qualitative results
add further evidence to support H3: that raters
of different racial identities interpret topics differ-
ently. These qualitative examples illustrate that
differences between raters are not just statistically
significant but also practically meaningful.

5 Conclusions

The goal of our analysis was to determine if and
how annotator racial identity influenced percep-

Figure 3: Topic 5 Estimated Tweet Rating Including
Annotator Race Interaction

tions of the racial sentiment of a tweet regarding
Black Americans. When we examine the mean
difference between White and non-White anno-
tators (Model 1), we find a small but significant
difference in sentiment ratings. When we con-
sider White and non-White raters responses to dif-
ferent amounts of topics in the tweets (Model 3)
we find strong evidence that annotator racial iden-
tity does inform perceptions of sentiment towards
Black people for seven of our twelve topics. Our
results suggest that White and non-White raters in-
terpret these seven topics differently and as these
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Table 2. Exemplary Tweets of Interaction Model, by Latent Topic
Topic Title White

Raters
Non-
White
Raters

Exemplary Tweet

Topic 2: Police Brutality 2.0 0.4 The meeting is in response to a incident earlier this month in which
an African American man was detained shortly by police while
cleaning outside his home in Boulder.

Topic 5: Empowering His-
tory

2 0 Forgiveness is not an occasional act it is a permanent attitude Dr
Martin Luther King JrHow about this for Lent

Topic 9: Antiracist Politics 0 2 Sounds like good is locked in battle with perfect. I am a white
person trying to fight white supremacy, and I will never not be
flawed. I don’t need your cookie, but it would be nice not to take
friendly fire.

Figure 4: Topic 9 Estimated Tweet Rating Including
Annotator Race Interaction

topics increase in tweets (Figures 2-4), this gap in
interpretation widens.

Notably, the topics we identify as most divisive
are some of the very topics which social scientists
may be most interested in analyzing: references
to police brutality, references to historical figures
or events, and discussions of anti-racist politics.
Our descriptive qualitative analysis suggests that
White annotators may not be as attuned to the nu-
ances of these topics in tweets. Future work might
expand on these results to investigate raters’ ratio-
nale for their ratings.

Given that perceptions of racism vary by anno-
tator’s own race, it is crucial that future work con-
siders whose interpretations are reflected in anno-
tations for racism. Indeed, annotators’ interpre-
tations end up being a gold standard from which
models learn to detect what counts as racist or not.
While we focus on the role of annotators’ racial
identities, many other dimensions of annotators’
identities likely also influence their responses on
annotation tasks more generally. This issue ex-
tends beyond annotation tasks: across the disci-
plines, there is growing recognition that much of
the social scientific knowledge produced to-date is

specific to the population from which we most of-
ten draw participants (Henrich et al., 2010).

We suggest several takeaways for future re-
search. First, researchers should use purposeful
sampling (Palinkas et al., 2015) to gather annota-
tions from diverse populations of annotators. This
may be challenging given that platforms for col-
lecting annotations may include a particular demo-
graphic of workers. In particular, young, white,
and well-educated workers are over-represented
on MTurk (Hitlin, 2016). Second, research using
human annotation might collect (and report) anno-
tator demographics, in order to be explicit about
whose interpretations the annotations do (or do
not) reflect. Third, given the many possible iden-
tities, researchers might consider several possible
strategies to focus on a particular demographic of
annotators. Researchers might focus on the popu-
lations for whom the gold standard is most impor-
tant, or might be most divisive. We suggest that
the gold standards for racist language should re-
flect the interpretations of who is impacted most
the standard. For example, annotations for anti-
Black racism should ideally reflect how Black in-
dividuals interpret the data. Perhaps annotations
could be weighted when training classifiers to de-
tect racist language, so that annotators whose iden-
tities are most affected by the gold standard have
stronger influences on the gold standard.

Human annotation lies at the crux of many ad-
vances and tools in computer science. Our work
also fits into a broader, growing body of scholar-
ship which reconsiders how researchers’ choices
and assumptions around human annotation shapes
the tools and information that annotation is used to
produce (e.g., Sap et al., 2019; Al Kuwatly et al.,
2020; Wich et al., 2020; Blodgett et al., 2020). An-
notations for racist and hate speech must be reflex-
ively collected and used to avoid contributing to
other forms of biases along the way.
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Abstract

As hate speech spreads on social media and on-
line communities, research continues to work
on its automatic detection. Recently, recogni-
tion performance has been increasing thanks to
advances in deep learning and the integration
of user features. This work investigates the ef-
fects that such features can have on a detection
model. Unlike previous research, we show that
simple performance comparison does not ex-
pose the full impact of including contextual-
and user information. By leveraging explain-
ability techniques, we show (1) that user fea-
tures play a role in the model’s decision and
(2) how they affect the feature space learned
by the model. Besides revealing that—and
also illustrating why—user features are the rea-
son for performance gains, we show how such
techniques can be combined to better under-
stand the model and to detect unintended bias.

1 Introduction

Communication and information exchange be-
tween people is taking place on online platforms at
a continuously increasing rate. While these means
allow everyone to express themselves freely at any
time, they are massively contributing to the spread
of negative phenomenons such as online harass-
ment and abusive behavior. Among those, which
are all to discourage, online hate speech has at-
tracted the attention of many researchers due to its
deleterious effects (Munro, 2011; Williams et al.,
2020; Duggan, 2017).

The extremely large volume of online content
and the high speed at which new one is generated
exclude immediately the chance of content moder-
ation being done manually. This realization has
naturally captured the attention of the Machine
Learning (ML) field, seeking to craft automatic
and scalable solutions (MacAvaney et al., 2019;
Waseem et al., 2017; Davidson et al., 2017).

Methods for detecting hate speech and similar
abusive behavior have been thus on the rise, consis-
tently improving in terms of performance and gen-
eralization (Schmidt and Wiegand, 2017; Mishra
et al., 2019b). However, even the current state
of the art still faces limitations in accuracy and
is yet not ready to be deployed in practice. Hate
speech recognition remains an extremely difficult
task (Waseem et al., 2017), in particular when the
expression of hate is implicit and hidden behind
figures of speech and sarcasm.

Alongside language features, recent works have
considered utilizing user features as an additional
source of knowledge to provide detection mod-
els with context information (Fehn Unsvåg and
Gambäck, 2018; Ribeiro et al., 2018). As a gen-
eral trend, models incorporating context exhibit
improved performance compared to their pure text-
based counterparts (Mishra et al., 2018, 2019a).
Nevertheless, the effect, which these additional fea-
tures have on the model, has not been interpreted
or understood yet. So far, models have mostly been
compared only in terms of performance metrics.
The goal of this work is to shed light on the impact
generated by including user features—or more in
general context—into hate speech detection meth-
ods. Our methodology heavily relies on a combi-
nation of modern techniques coming from the field
of eXplainable Artificial Intelligence (XAI).

We show that adding user and social context to
models is the reason for performance gains. We
also explore the model’s learned features space to
understand how such features are leveraged for de-
tection. At the same time, we discover that models
incorporating user features suffer less from bias in
the text. Unfortunately, those same models contain
a new type of bias that originates from adding user
information.
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2 Related Work

2.1 Explainability for Recognition Models
A limited amount of research has focused on apply-
ing XAI techniques to the hate speech recognition
case. For instance, Wang (2018) adapts a number
of explainability techniques from the computer vi-
sion and applies them to a hate speech classifier
trained on Davidson et al. (2017). Feature occlu-
sion was used to highlight the most relevant words
for the final classifier prediction and activation max-
imization selected the terms that the classifier cap-
tured and judged as relevant at a dataset-level. Vija-
yaraghavan et al. (2019) constructs an interpretable
multi-modal detector that uses text alongside social
and cultural context features. The authors leverage
attention scores to quantify the relevance of differ-
ent input features. Wich et al. (2020) applies post-
hoc explainability on a custom dataset in German
to expose and estimate the impact of political bias
on hate speech classifiers. More in detail, left- and
right-wing political bias within the training data
is visualized via DeepSHAP-based explanations
(Lundberg and Lee, 2017).

MacAvaney et al. (2019) combines together mul-
tiple simple classifiers to assemble a transparent
model. Risch et al. (2020) reviews and com-
pares several explainability techniques applied to
hate speech classifiers. Their experimentation in-
cludes popular post-hoc approaches such as LIME
(Ribeiro et al., 2016) and LRP (Bach et al., 2015)
as well as self-explanatory detectors (Risch et al.,
2020).

For our use case, we apply post-hoc explainabil-
ity approaches (Lipton, 2018). We use external
techniques to explain models that would otherwise
be black-boxes (Arrieta et al., 2020). In contrast,
transparent models are interpretable thanks to their
intuitive and simple design.

2.2 Context Features for Hate Speech
Detection

Models have been continuously improving since
the first documented step towards automatic hate
speech detection Spertus (1997). The evolution
of recognition approaches has been favored by ad-
vances in Natural Language Processing (NLP) re-
search (Mishra et al., 2019b). For instance, s.o.t.a
detectors like Mozafari et al. (2020) exploit high-
performing language models such as BERT (Devlin
et al., 2019).

A different research branch took an alternative

path and explored the inclusion of social context
alongside text. These additional features are usu-
ally referred to with the terms user features, context
features, or social features. Some tried incorporat-
ing the gender (Waseem, 2016) and the profile’s ge-
olocation and language (Galán-Garcı́a et al., 2016).
Others instead utilized the user’s number of follow-
ers or friends (Fehn Unsvåg and Gambäck, 2018).

Modeling users’ social and conversational in-
teractions via their corresponding graph was also
shown to be rewarding (Mishra et al., 2019b; Ce-
cillon et al., 2019). Ribeiro et al. (2018) creates
additional features by measuring properties like
betweenness and eigenvector centrality. Mishra
et al. (2018) and Mishra et al. (2019a) instead fed
the graph directly to the model either embedded
as matrix or via using graph convolutional neural
network (Hamilton et al., 2017).

While previous work explored the usage of a
wide range of context features (Fehn Unsvåg and
Gambäck, 2018), detection models have only been
compared in terms of performance metrics. Besides
accuracy, researchers have not focused on other
changes that such features could have on the model.
Our work shows that indeed this addition entails a
large impact on the recognition algorithm’s behav-
ior and substantially changes its characteristics.

3 Experimental Setup

In this section, we describe in detail the different
datasets and detection models that we include in
our interpretability-driven analysis.

3.1 Data and Preprocessing

Previous research has produced several datasets to
support further developments in the hate speech
detection area (Founta et al., 2018; Warner and
Hirschberg, 2012). Some became relatively popu-
lar to benchmark and test new ideas and improve-
ments in recognition techniques. For our experi-
mentation, we pick the DAVIDSON (Davidson et al.,
2017) and the WASEEM (Waseem and Hovy, 2016)
datasets. The choice was motivated by their vari-
ety of speech classes and popularity as detection
benchmarks.

Both benchmarks consist of a collection of
tweets coupled with classification tasks with three
possible classes. DAVIDSON contains ∼ 25, 000
tweets of which 1, 430 are labeled as hate, 19, 190
as offensive, and 4, 163 as neither (Davidson et al.,
2017). As classification outcomes in WASEEM in-
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stead, we have racism, sexism, and neither. The
three classes contain 3, 378, 1, 970, and 11, 501
tweets respectively (Waseem and Hovy, 2016). We
were not able to retrieve the remaining 65 of the
original 16, 914 samples.

We follow the same preprocessing steps for both
datasets. First, terms belonging to categories like
url, email, percent, number, user, and time are
annotated via a category token. For instance, “341”
is replaced by “<number>”. After that, we apply
word segmentation and spell correction based on
Twitter word statistics. Both methods and statistics
were provided by the ekphrasis 1 text preprocessing
tool (Baziotis et al., 2017).

In addition to the tweets that represent the text
(or content) component of our input features, we
also retrieve information about the tweet’s authors
and their relationships. In a similar fashion as done
in Mishra et al. (2018), we construct a community
graph G = (V,E) where each node represents a
user and two nodes are connected if at least one of
the two users follows the other one. We were able
to retrieve |V | = 6, 725 users and |E| = 19, 597
relationships for DAVIDSON, while for WASEEM

we have |V | = 2, 024 and |E| = 9, 955.
The respective average node degrees are 2, 914

and 4, 918 and the overall graphs’ densities:

D =
2 · |E|

|V |(|V | − 1)

are 0.00087 and 0.00486 respectively.
We immediately notice that both graphs are

very sparse. In particular, we have 3, 393 users
not connected to anyone in DAVIDSON and 927
in WASEEM. For reference, Mishra et al. (2018)
achieves a graph density of 0.0075 on WASEEM,
with only ∼ 400 authors being solitary, i.e. with
no connections. We assume the difference is rea-
sonable as data availability considerably decreases
over time.

3.2 Detection Models

Our experimentation and findings are based on
the comparison of two detection models, one that
solely relies on text features and one that instead
incorporates context features. To better capture
their behavioral differences, we build them to be
relatively simple and also to not differ in the text-
processing part.

1https://github.com/cbaziotis/ekphrasis

The first model, shown in figure 1, computes the
three classification probabilities only based on the
tweets’ content. The input text is fed to the model
as Bag of Words (BoW), which is then processed by
two fully connected layers. We refer to this model
as text model.

Feminist
should

not
be

allowed 
to

disgrace

Tweet (BoW)

FC 50 FC

Class Scores

3

0
0
0

0
1

1
0
1

5000

Hidden Layer

Figure 1: Architecture of the text model.

The second model instead leverages the informa-
tion coming from three input sources: the tweet’s
text, the user’s vocabulary, and the follower net-
work. The first input is identical to what is fed to
the text model. The second is constructed from all
the tweets of the author in the dataset and aims to
model their overall writing style. Concretely, we
merge the tweets’ BoW representations, i.e. we
apply a logical-OR to their corresponding vectors.
The third is the author’s follower network and de-
scribes their online surrounding community. On
a more technical note, this can be extracted as a
row from the adjacency matrix of our community
graph described in section 3.1. Note that s.o.t.a
hate speech detector used similar context features
(Mishra et al., 2018, 2019a). We refer to this model
as social model.

As sketched in figure 2, the different input
sources are initially processed separately in the
model’s architecture. After the first layer, the inter-
mediate representations from the different branches
are concatenated together and fed to two more lay-
ers to compute the final output. Note that the text-
and social models have the same dimensions for
their final hidden layer and can be seen as equiva-
lent networks working on different inputs.

4 Proposed Analysis

We now describe our methodology in detail. Recall
that our models differ precisely on the usage of
user features. As we will see shortly, their com-
parison beyond accuracy measurements sheds light
on the different model properties and hence on the
potential impact of incorporating context features.
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Figure 2: Architecture of the social model.

4.1 Training and Performance
We apply the same training and testing procedure
to all models and datasets. We keep the 60% of
the data for training while splitting the remaining
equally between validation and test set, i.e. 20%
each.

Tables 1 and 2 report our results in terms of F1
scores for WASEEM (Waseem and Hovy, 2016) and
DAVIDSON (Davidson et al., 2017) respectively. To
increase our confidence in their validity, we aver-
age the performance over five runs with randomly
picked train/validation/test sets. We observe differ-
ent trends for the two datasets.

Speech Class Text Model Social Model
Racism 0.711 0.735
Sexism 0.703 0.832
Neither 0.881 0.907
Overall 0.829 0.872

Table 1: F1 Scores on Waseem and Hovy (2016).

On WASEEM, the social model considerably out-
performs (by 4.3%) our text model. The perfor-
mance gain is general and not restricted to any
single class. Quite surprisingly, our text model
performs better on racist tweets than sexist ones, al-
though the sexism class is almost twice as big. This
suggests that sexism is, at least in this case, some-
what harder to detect by just looking at the tweet
content. On the contrary, our social model shows
an impressive improvement in the sexism class (al-

most 13%), suggesting the presence of detectable
patterns in sexist users and their social interactions.

Speech Class Text Model Social Model
Hate 0.154 0.347
Offensive 0.939 0.939
Neither 0.809 0.815
Overall 0.876 0.886

Table 2: F1 Scores on Davidson et al. (2017).

On DAVIDSON, we only observe a contained
improvement (1%). Moreover, the jump in perfor-
mance is restricted to the hate class, containing
a tiny amount of samples. We believe the differ-
ence between the two datasets should be expected
due to the lower amount of user data available for
DAVIDSON. Considering these results, we focus
on applying our technique on the WASEEM dataset
in the remainder of this paper. Nevertheless, the re-
spective results on DAVIDSON can be found in the
appendix A. While on both datasets we do not out-
perform the current s.o.t.a—Mishra et al. (2019a)
on WASEEM and Mozafari et al. (2020) on DAVID-
SON—our results are comparable and thus satisfac-
tory for our purposes.

4.2 Shapley Values Estimation

We now apply a first post-hoc explainability
method. For each feature we calculate its corre-
sponding Shapley value (Shapley, 1953; Lundberg
and Lee, 2017). That is, we quantify the relevance
that each feature has for the prediction of a specific
output. Shapley values have been shown—both the-
oretically and empirically—to be an ideal estimator
for feature relevance (Lundberg and Lee, 2017).

As exact Shapley values are exponentially com-
plex to determine, we use accurate approxima-
tion methods as done in (Lundberg and Lee, 2017;
Štrumbelj and Kononenko, 2014). Figure 3 shows
concrete examples in which Shapley values are cal-
culated for both models on two test tweets from
WASEEM.

For our social model, we consider the user vocab-
ulary and the follower network as single features
for simplicity. Notably, the context is used by the
social model and can play a significant role in its
prediction. Hence, we can confirm the context fea-
tures to be the reason for the performance gains.
We can empirically exclude that the differences be-
tween the text- and the social model architectures
justify the jump in performance.
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Figure 3: Example of features contribution, computed via Shapley value approximation, for our text and social
models. In (a) and (c) we use as input the tweet “<user> I think Arquette is a dummy who believes it. Not
a Valenti who knowingly lies.”. The sexist tweet refers to the actress Patricia Arquette, who spoke in favour of
gender equality, and the feminist writer Jessica Valenti. Some words are missing in the plot as our BoW dimension
is limited during preprocessing. In (b) and (d), we use the racist tweet “These girls are the equivalent of the
irritating Asian girls a couple of years ago. Well done, 7. #MKR”. The hashtag refers to the Australian cooking
show “My Kitchen Rules”.

4.3 Feature Space Exploration

We have seen that detection models can benefit
from the inclusion of context features. We now
focus on understanding why this is the case. Shap-
ley values and more in general feature attribution
methods can quantify how much single features
contribute to the prediction. Yet, alone, they do not
give us any intuition to answer our why-question.

We look at the feature space learned by our mod-
els, which can be considered a global explainability
technique. For our text model, we remove the last
layer and feed the tweets to the remaining architec-
ture. The output is a 50-dimensional embedding for
each tweet. We employ the t-Distributed Stochas-
tic Neighbor Embedding (t-SNE) (Van der Maaten
and Hinton, 2008) to reduce the embeddings to two
dimensions for visualization purposes.

The resulting plot, in figure 4d, shows all the
tweets in a single cluster. Racist tweets look more
concentrated in one area than sexist ones, suggest-

ing that sexism is somewhat harder to detect for the
model. This result is coherent with our per-class
performance scores.

We apply the same procedure to the social model.
In this case, we visualize the hidden layer of each
separate branch as well as the final hidden layer
analogous to the text model. Not surprisingly, the
tweet branch (figure 4a) looks very similar to the
feature space learned by our text model. The user’s
vocabulary branch (figure 4b) instead shows the
samples distributed in well-separated clusters. No-
tably, racist tweets have been restricted to one clus-
ter and we can also observe pure-sexist and pure-
neither clusters. The follower network branch (fig-
ure 4c) looks similar though cluster separation is
not as strong. Once more, we notice racism more
concentrated than sexism, which is considerably
more mixed with regular tweets. To some extent,
this result is in line with the notion of homophily
among racist users (Mathew et al., 2019).
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Figure 4: WASEEM tweets, colored by label, in the features space learned by our text model (d) and social model
(a,b,c for the independent branches, e combined).

Intuitively, being able to divide users into dif-
ferent clusters based on their behavior should be
helpful for classification at later layers. This is con-
firmed by the combined feature space plot (figure
4e). Indeed, tweets are now structured in multi-
ple clusters instead of a single one as for our text
model. Also in this case, we observe several pure
or almost-pure groups.

The corresponding visualizations and results for
DAVIDSON can be found in appendix A.

4.4 Targeted Behavioral Analysis:
Explaining a Novel Tweet

We have seen how different explainability tech-
niques convey different types of information on
the examined model. Computing Shapley values
and visualizing the learned feature space can also
be used in combination as they complement each
other. If used together, they can both quantify the
relevance of each feature as well as show how cer-
tain types of features are leveraged by the model to
better distinguish between classes.

So far, our explanations are relative to the
datasets used for model training and testing. How-
ever, to better understand a classifier it should also
be tested beyond its test set. This can be sim-

ply done by feeding the model with a novel tweet.
Via artificially crafting tweets, we can check the
model’s behavior in specific cases. For instance,
we can inspect how it reacts to specific sub-types
of hate.

Let us consider the anti-Islamic tweet “muslims
are the worst, together with their god”. If fed to
our model, it is classified as racist with a 75% con-
fidence following our expectations. Figures 5a and
5c show explanations for the tweet. We can see that
the word “muslim” plays a big role by looking at
its corresponding Shapley value. At the same time,
the projection of the novel tweet onto the feature
space shows how the sample is collocated together
with the other racist tweets by the text model.

If we now change our hypothetical tweet to be
anti-black—“black people are the worst, together
with their slang”—we observe a different model
behavior (figures 5b and 5d). In fact, now the tweet
is not classified as racist. No word has a substan-
tial impact on the prediction. We can also notice
a slight shift of the sample in the features space,
away from the racism cluster. If changing the tar-
get of the hate changes the prediction, then the
model/dataset probably contains bias against that
target. Model interpretability further reveals how
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Figure 5: Features contribution (Shapley values w.r.t. the racism class) and embedding in the text model’s latent
space of an islamophobic and a anti-black racist tweets. The two sentences had, according to our text model, the
75% and 24% probability of being racist respectively.

its behavior reacts to different targets.

We run the same experiment with our social
model. This time, it correctly classifies the anti-
black tweet as racist (55% confidence). This sug-
gests that text bias could be mitigated by using
models that do not only rely on the text input. How-
ever, the social model is much more sensitive to
changes in the user-derived features. To test this,
we feed the model the same tweet and only change
the author that generated it. For a fair comparison,
we pick one random user with other racist tweets,
one random user with other sexist tweets, and one
random user with no hateful tweets in the dataset.
We refer to these users as racist, sexist, and regular
users respectively.

Our crafted tweet is classified as racist when
coming from a racist user (64%). However, it is
instead judged non-hateful in both the other cases
(12% and 19% for a sexist and user with no hate
background respectively). Evidently, racist tweets
also need some contribution from the social fea-
tures to be judged as racist.

A very informative explanation comes again
from both the Shapley values and the feature space
exploration (figure 6). On the left side, we can see
the Shapley value for the racist and regular users.
Results relative to the sexist user are analogous to
the regular user and reported in the supplementary
material (A.3). All the words have a similar con-
tribution to the racism class in all cases. However,
the difference in the authors plays a substantial role
in the decision. Only the racist user positively con-
tributes to the racism class. On the right side of
6, we can see the embedding in the latent space
for each case. Different input authors cause the
tweet to be embedded in different clusters. Only
in the first one the model actually considers the
possibility of the tweet being racist.

Hence, while adding user-derived features might
mitigate the effects of bias in the text, it generates
a new form of bias that could discriminate users
based on their previous behavior and hinder the
model from classifying correctly hateful content.
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Figure 6: Features contribution (w.r.t. racism class) and embeddings of the islamophobic tweet in the social
model’s latent space. The two pairs of plots are w.r.t. two predictions done with different users as input: a racist
one (a,b, 64%), and a regular one (c,d, 19%).

5 Conclusion and Future Work

In our work, we investigated the effects of user
features in hate speech detection. In previous stud-
ies, this was done by comparing models based on
performance metric. We have shown that post-hoc
explainability techniques provide a much deeper
understanding of the models’ behavior. In our case,
when applied to two models that differ specifically
on the usage of context features, the in-depth com-
parison reveals the impact that such additional fea-
tures can have.

The two utilized techniques—Shapley values es-
timation and learned feature space exploration—
convey different kinds of information. The first one
quantifies how each feature plays a role but does
not tell us what is happening in the background.
The second one illustrates the model’s perception
of the tweets but does not provide any quantita-
tive information for the prediction. Furthermore,
we have seen that artificially crafting and modify-
ing a tweet can be useful to examine the models’
behavior in particular scenarios. In concrete exam-

ples, the two approaches worked as bias detectors
present in the text as well as in the user features.

We believe that analyzing detection models is
vital for understanding how certain features shape
the way data is processed. Accuracy alone is by no
means a sufficient metric to decide which model
to prefer. Our work shows that even models that
perform significantly better can potentially lead
to new types of bias. We urge researchers in the
field to compare recognition approaches beyond
accuracy to avoid potential harm to affected users.

Data scarcity is still a main issue faced by current
researchers, especially when it comes to context
features. We believe that larger and more complete
datasets will improve our understanding of how cer-
tain features interact and will help future research
in advancing both in accuracy and bias mitigation.
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A Results on the Davidson Dataset

A.1 Feature Space learned by the Text Model
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Figure 7: DAVIDSON tweets, colored by label, in the
feature space learned by the text model.

Figure 7 shows the feature space learned by our
text model on DAVIDSON. Overall, the distribution
looks similar as the one of WASEEM visualized
in figure 4d. We can notice that hate tweets are
extremely sparse and mixed with the offensive ones.
This is reflected by the poor model performance on
the hate class, possibly caused by the conceptual
overlap that these two classes have. On the other
hand, non-harmful tweets are mostly concentrated
in one area of the plot, confirming the satisfactory
F1 scored achieved.

A.2 Feature Space learned by the Social
Model

Figure 8 shows the feature space learned by our so-
cial model on DAVIDSON. As done for WASEEM,
we report the plots both for the single branches as
well as for their combination. The tweet branch
(figure 8a) has a similar structure to figure 7. How-
ever, hateful tweets are also concentrated in a small
portion of the space. This reflects the improved
performance that the social model had on the hate
class. This suggests that the information coming
from the other input sources reinforces the signal
backpropagated to the tweet branch, resulting in a
less chaotic mixture of hateful and offensive tweets.
The user vocabulary (figure 8b) and the follower
network branch (figure 8c) do not present the same
characteristics as seen on WASEEM. In this case,
we do not have the data points separated into multi-
ple clusters. The same goes for the overall learned
feature space (figure 8d), where all the tweets are
contained in one single cloud. This is consistent
with what we observed in terms of F1 Scores. In

contrast to what occurred on WASEEM, user fea-
tures did not cause a substantial impact on the fea-
ture space on DAVIDSON and thus did not produce
a large leap in performance.

A.3 Complement to Figure 6
Figure 6 compares the model’s behavior on the
same tweet but with different authors, one racist
and one regular. For completeness, figure 9 shows
the corresponding plots—Shapley values and em-
bedding onto the features space—for the same
tweet when generated by a sexist user. The result
is analogous to the one obtained with the regular
user. Also in this case the tweet is not classified
as racist (12% confidence). The estimated Shap-
ley values show a substantial impact of the user
vocabulary against the racism class. The embed-
ding onto the latent space shows once more that
changing the author caused the tweet to embed in
a different cluster, hence excluding the possibility
of the content being classified correctly.
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Figure 8: Latent space visualization of our social model on DAVIDSON, colored by label. The features are extracted
from the single branches before the concatenation: tweet (a), user’s vocabulary (b), follower network (c). The last
plot (d) shows instead the final learned features space, after all branches are combined and processed together.
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Figure 9: Features contribution (w.r.t. racism class) and embeddings of the islamophobic tweet in the social
model’s latent space. The pair of plots are w.r.t. the prediction done with sexist author.
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Abstract

The use of attention mechanisms in deep learn-
ing approaches has become popular in natural
language processing due to its outstanding per-
formance. The use of these mechanisms al-
lows one managing the importance of the el-
ements of a sequence in accordance to their
context, however, this importance has been ob-
served independently between the pairs of el-
ements of a sequence (self-attention) and be-
tween the application domain of a sequence
(contextual attention), leading to the loss of rel-
evant information and limiting the representa-
tion of the sequences. To tackle these partic-
ular issues we propose the self-contextualized
attention mechanism, which trades off the pre-
vious limitations, by considering the internal
and contextual relationships between the ele-
ments of a sequence. The proposed mech-
anism was evaluated in four standard collec-
tions for the abusive language identification
task achieving encouraging results. It outper-
formed the current attention mechanisms and
showed a competitive performance with re-
spect to state-of-the-art approaches.

1 Introduction

The integration of social media platforms into the
everyday lives of billions of users has increased
the number of online social interactions, promoting
the exchange of different opinions and points of
view that would otherwise be ignored by traditional
media. The use of these social media platforms has
revolutionized the way people communicate and
share information. Unfortunately, not all of these
interactions are constructive, as the presence of
Abusive Language (AL) has spread to these media.

AL is characterized by the presence of insults,
teasing, criticism and intimidation (Cecillon et al.,
2019). Mainly, it includes epithets directed at an
individual’s characteristic, which are personally of-
fensive, degrading and insulting. Because of its
negative social impact (Kumar et al., 2018), the

automatic identification of AL has stimulated the
interest of social media companies and govern-
ments (Hinduja and Patchin, 2010). Derived from
this, multiple efforts have been made to combat
the proliferation of AL, starting from the codes
of conduct, norms and regulations in the content
publication on social media1, to the use of Natural
Language Processing (NLP) for the computational
analysis of language (Schmidt and Wiegand, 2017).

Concerning the several efforts and approxima-
tions made by the NLP community, one of the most
relevant issues in the AL identification task is to dis-
tinguish between the use of profane words and vul-
garities in offensive and non-offensive texts. This
indicates that the importance and interpretation of
each word is highly context dependent, and, ac-
cordingly, this particular issue evidences one of the
reasons why traditional bag-of-words methods tend
to generate many false positives in their predictions.
Few works related to this task have explored the im-
portance of words according to their context; partic-
ularly, the use of Deep Learning (DL) approaches
with the addition of the Attention Mechanism (AM)
has been explored as an alternative to solve this is-
sue (Pavlopoulos et al., 2017; Chakrabarty et al.,
2019; Jarquín-Vásquez et al., 2020).

The idea behind the use of the AM is to pro-
vide the classification model with the ability to
focus on a subset of inputs (or features), handling
in this way the importance of words in accordance
to their context. Due to their outstanding perfor-
mance in many NLP tasks, several AM have been
proposed in recent years (Chaudhari et al., 2020),
which can be divided into two main approaches:
Self-Attention (SA) (Vaswani et al., 2017) and Con-
textual Attention (CA) (Yang et al., 2016) mech-
anisms. Specifically, SA takes the relationships
among words within the same sentence, whereas,

1http://ec.europa.eu/justice/
fundamental-rights/files/hate_speech_
code_of_conduct_en.pdf
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CA selectively focuses on words with respect to
some external query vector, which adjusts accord-
ing to the training task. The more important the
word is in determining the answer to that query, the
more focus it is given.

Despite their outstanding performance, both ap-
proaches have their own limitations. On one hand,
CA ignores the internal relationships between the
words of a sequence, correspondingly, SA does
not consider the global relationships within the
words of different sequences, which causes the loss
of relevant information in the application domain
(training task). Clearly, the limitations of these
AM are complimentary and a hybrid AM could
overcome the individual issues. In this work we
extend the use of the AM by proposing the Self-
Contextualized Attention (SCA) mechanism, an
AM that trades off the previous limitations, by tak-
ing advantage of both SA and CA mechanisms.
The proposed SCA mechanism is designed to be
applied to any sequence of word encoding features,
nevertheless, due to the high context-dependency
of words that this specific task has, in this work we
exclusively focus on the AL identification task.

The main contributions in this paper are: After
identifying a Deep Neural Network (DNN) archi-
tecture that is rather stable and well-performing,
we propose and integrate the SCA mechanism into
the DL architecture, subsequently we conduct a
quantitative and qualitative study of the effective-
ness of our proposed AM against the use of SA, CA
and some other novel approaches to the AL identi-
fication task. To the best of our knowledge this is
the first effort in combining both AM variants.

This paper is organized as follows: In Section
2, we present some previous works related to the
AL identification task, along with other hybrid AM
approaches. In Section 3, we describe our pro-
posed SCA mechanism, as well as the employed
classification framework; in Section 4, we present
the datasets used to evaluate our SCA mechanism,
their implementation details, as well as the external
resources fed to the classification framework. Sec-
tion 5 reports and discusses our quantitative and
qualitative results. Finally, Section 6 summarizes
our findings and discusses future work.

2 Related work

Considering the well-acknowledged increase of AL
on social media platforms, several datasets (Zeerak
and Dirk, 2016; Davidson et al., 2017; Marcos et al.,

2019) and evaluation campaigns (Fersini et al.,
2018; Kumar et al., 2018; Aragón et al., 2020),
have been proposed in order to mitigate the impact
of such a kind of messages.

The detection of AL has been mainly addressed
from a supervised perspective, considering a great
variety of features. Initial works used a combina-
tion of hand-crafted features such as bag-of-words
representations, considering word and character n-
grams (Burnap and Williams, 2016), as well as,
syntactical and linguistical features (Nobata et al.,
2016). Aiming to improve the generalization of the
classifiers, some other works have explored the use
of DL by taking word or character sequences from
texts to learn abusive patterns without the need for
explicit feature engineering; the use of word em-
beddings as features predominates in these works
(Zhang et al., 2018; Saksesi et al., 2018; Amrutha
and Bindu, 2019). More recently, there has been
a trend within the NLP community regarding the
use of Transformers for the improvement of text
representations. In particular, for the identification
of AL, transfer learning has been applied consid-
ering different pre-trained models, such as ELMO,
GPT-2 and BERT (Liu et al., 2019; Nikolov and
Radivchev, 2019).

Regarding the classification stage, a vast range
of approaches and techniques have also been pro-
posed. These approaches could be divided into
two main categories; the first category relies on
traditional classification algorithms such as Naive
Bayes, Support Vector Machines (SVM), Logis-
tic Regression and Random Forest (Burnap and
Williams, 2016; Nobata et al., 2016; Davidson
et al., 2017; Schmidt and Wiegand, 2017). On
the other hand, the second category includes DL
approaches, which rely on the use of Convolutional
Neural Networks (CNN) and Recurrent Neural Net-
works (RNN), to accomplish the tasks of feature
extraction (Badjatiya et al., 2017; Gambäck and
Sikdar, 2017) and dependency learning (Badjatiya
et al., 2017; Saksesi et al., 2018). In addition to this,
the combination of both types of Neural Networks
have been used for the development of powerful
structures that capture order information between
the extracted features (Zhang et al., 2018; Amrutha
and Bindu, 2019).

Finally, most recent works in abusive AL iden-
tification have considered DL architectures with
the addition of an AM. One of the first works
introducing attention into the task used the SA
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mechanism to detect abuse in portal news and
Wikipedia (Pavlopoulos et al., 2017). Subsequently,
(Chakrabarty et al., 2019) showed that the use of
CA introduced by (Yang et al., 2016) improved
the results of SA in this task. Later in (Jarquín-
Vásquez et al., 2020) the use of the CA is extended
at a word n-grams level, showing the advantages in
the usage of word sequences when identifying AL.
Regarding other tasks outside the AL identification,
some hybrid AMs have been proposed for the com-
bination and representation of different instances
and modalities (Khullar and Arora, 2020; Zhang
et al., 2020), unlike these hybrid approaches, the
proposed SCA mechanism combines the features
of the SA and CA mechanisms at an instance level.
Motivated by these previous works and with the
goal of creating an AM that handles both, the in-
ternal and external relationships between words, in
this paper we propose the SCA mechanism.

3 Self-contextualized attention

This section is divided into two subsections. First
we introduce our proposed SCA mechanism, which
is designed to be applied to any sequence of encod-
ing features. Subsequently, we present the DNN
architecture used as our classification framework.
For more details related to the AMs, we refer the
reader to the following work: (Chaudhari et al.,
2020).

3.1 Self-contextualized attention mechanism

Given a sequence of encoding features H ={h1, h2, ..., hn}, where H ∈ Rk×n, k is the number
of the encoding features and hi refers to the i-th
element of H , the purpose of our proposed SCA
mechanism is to generate a global context-aware
representation G, that considers both the internal
and external relationships between the encoding
features of H . Figure 1 shows the general archi-
tecture of our proposed SCA mechanism. This
architecture is divided into three major stages, each
of them is illustrated by the 3 rectangles, corre-
sponding to the SA, CA and SCA stages. Below,
we present in detail the aforementioned stages.

SA stage: as in (Pavlopoulos et al., 2017) the
main purpose of SA is the building of connections
within the elements of the same sequence, but at
different positions. The use of SA allows the mod-
eling of both long-range and local dependencies,
this is captured by the attention filter αs ∈ Rn×n
defined in the Equation 1. This attention filter is

Figure 1: Proposed self-contextualized attention mech-
anism.

calculated with the dot product similarity between
all the pairs of elements of H , later these values
are smoothed with the use of a softmax function.
Finally, the context-aware representation S ∈ Rk×n
shown in the Equation 2, is calculated with the ma-
trix multiplication of H and αTs , where αs is used
to highlight and filter out the most and less relevant
encoding features, respectively.

αs = softmax(HT ⋅H) (1)

S =HαTs (2)

CA stage: unlike the previous stage, the CA
mechanism uses a context vector uh ∈ Rk, which is
randomly initialized and jointly learned during the
training process, this vector is used as a query vec-
tor in order to obtain the attention values αc ∈ Rn
by measuring the similarity between the elements
of the sequence H and the application domain rep-
resented by uh. This similarity is calculated in the
Equation 3 by calculating the scalar dot product
of uTh and H; the resulting values are smoothed
with the use of a softmax function. Contrasting the
CA mechanism proposed by (Yang et al., 2016), in-
stead of using a weighted sum between each atten-
tion value and its corresponding encoding features
for the final sequence representation, our context-
aware representation C ∈ Rk×n shown in Equa-
tion 4, takes all the information of the attention
values, by doing an element-wise multiplication⊙, within each scalar of αc and its corresponding
encoding features hi.

αc = softmax(uTh ⋅H) (3)

C = αc ⊙H (4)

SCA stage: since the previous stages generate
two different context-aware representations S and
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C, respectively. The purpose of this stage is to
merge these representations in order to create a
global context-aware representation G ∈ Rk×n that
integrates both, the internal and external relation-
ships. These relationships are captured with the
global attention filter αg ∈ Rn×n, which is calcu-
lated by the smoothed dot product similarity be-
tween S and C, as shown in Equation 5. This
attention filter can be seen as a high level attention
representation, since it is calculated based on the
local dependencies and the application domain. Fi-
nally, the global context-aware representation G is
calculated in Equation 6 with the matrix multipli-
cation of H and αTg .

αg = softmax(ST ⋅C) (5)

G =HαTg (6)

The proposed SCA mechanism can be applied
to any sequence of encoding features H . For the
purposes of this work, each element of the sequence
is represented by the word encoding features hi.

3.2 Classification framework
In order to integrate our proposed SCA mechanism
into the AL identification task, we adapt a modu-
lar and well-performing DNN architecture, as our
classification framework. This architecture was
presented in (Yang et al., 2016; Chakrabarty et al.,
2019) and its designed to modularly manage dif-
ferent AM. The adapted architecture is shown in
Figure 2; it consists of four main stages, which are
described below.

The first and second stages correspond to the
input and encoding stages, respectively. The in-
put stage is integrated by the embedding matrix
X ∈ Rd×n, which is represented by a sequence of
n d-dimensional word vectors xi. Subsequently,
the embedding matrix X passes as input to the
encoding stage, which is conformed by a Bidirec-
tional Gated Recurrent Unit (Bi-GRU) layer. The
Bi-GRU layer accomplish the sequence encoding
task by summarizing the information of the whole
sequenceX centered around each word annotation;
the producing encoding stage generates a sequence
of encoding features H ∈ Rk×n.

Since not all words contribute equally for the
meaning and representation of a sequence, the third
stage corresponds to the attention stage, including
the SCA mechanism and the average pooling layer.
Specifically, the sequence encoded features H are

Figure 2: Adapted classification framework, based on
a DNN architecture.

passed as input to the SCA mechanism, which
generates a global context-aware representation G;
since the next stage uses a vector for the classi-
fication layers, the matrix G is reduced with the
average pooling layer, generating a high level rep-
resentation vector g ∈ Rk, which summarizes the
most relevant information from G. Finally, the
Fourth stage uses the representation vector g as
input for the classification layers; two layers han-
dle the final classification, a dense layer with a
Rectified Linear Unit (ReLU) activation function,
and a fully-connected softmax layer to obtain the
class probabilities and get the final classification.
The implementation details and the hyperparameter
settings are presented in Section 4.2.

4 Experimental settings

This section presents the experimental settings.
First, we introduce the four evaluation datasets,
which correspond to Twitter collections. Then,
with the purpose of facilitating the replicability
of our results, we present our method’s implemen-
tation details, starting from the text preprocessing
phase, up to the configuration of the classification
framework.
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4.1 Datasets for AL identification

AL can be of different types, its main divisions
are distinguished by the target and severity of the
insults. Accordingly, different collections and eval-
uation campaigns have considered different kinds
of AL for its study. Below we present a brief de-
scription of the four English datasets we used in
our experiments. From now on we will refer to
them as DS1, DS2, DS3, and DS4.

DS1 (Davidson et al., 2017) and DS2 (Zeerak
and Dirk, 2016) were some of the first large-scale
datasets for abusive tweet detection; DS1 focuses
on the identification of racist and sexist tweets,
whereas DS2 focuses on identifying tweets with
abusive language and hate speech. On the other
hand, DS3 (Marcos et al., 2019) and DS4 (Fersini
et al., 2018) were used in the SemEval-2019 Task
6, and in the Evalita 2018 Task on Automatic
Misogyny Identification (AMI) respectively. DS3
focuses on identifying offensive tweets, whereas
DS4 focuses on identifying misogyny in tweets.
Both shared tasks provide a fine-grained evaluation
through different sub-tasks; in this work, we focus
on the sub-task A (binary classification of offenses
and misogyny, respectively).

Figure 3 resumes the information about the
classes distribution of the four collections.

4.2 Implementation details

Different text preprocessing operations were ap-
plied: user mentions and links were replaced by
the default tokens <user> and <url>; in order to en-
rich the vocabulary, all hashtags were segmented by
words (e.g. #BuildTheWall - build the wall) with
the use of the ekphrasis library, proposed in (Bazio-
tis et al., 2017); in addition to this, all emojis were
converted into words (e.g. , - smiley face) using
the demoji2 library; stop words were removed, with
the exception of personal pronouns; all text was
lowercased and non-alphabetical characters as well
as consecutive repeated words were removed. For
word representation we used pre-trained fastText
embeddings (Mikolov et al., 2018), trained with
subword information on Common Crawl, which
have been recognized as useful for this task ac-
cording to the study presented in (Corazza et al.,
2020).

Table 1 presents the hyperparameter settings of
the adapted DNN. The network was trained for a
total of 15 epochs, with a learning rate of 1e–4,

2https://pypi.org/project/demoji/

Vectors and Variables Size
n 50
d 300
k, uh 128
Layer Input size Output size
Embedding 50 50x300
Bi-GRU 50x300 50x128
SCA 50x128 50x128
Avg Pooling 50x128 128
Dense1 128 64
Dense2 64 #Classes

Table 1: DNN architecture hyperparameters.

using the Adam optimizer (Kingma and Ba, 2015)
and a Dropout rate of 15%. In order to compare the
robustness of our proposal, we consider four base-
line architectures: the first architecture is based on
a simple Bi-GRU network, which receives words
as input but does not use any attention layers; the
second and third architectures employ the same
Bi-GRU network with the addition of a SA and
CA layer, respectively; finally, in order to com-
pare the performance of our proposed SCA mech-
anism against a novel AL identification approach,
the fourth baseline is based on a fine-tuned BERT3

base model (12 layers, 768 hidden size, 12 attention
heads per layer), built with the addition of the task-
specific inputs and the end-to-end fine-tuning of all
parameters. As described in (Devlin et al., 2019),
we take the last layer encoding of the classification
token <CLS> and use it as input for the softmax
classification layer. These four baselines architec-
tures and our classification framework are referred
in the experiments as: Bi −GRU , Bi −GRUSA,
Bi −GRUCA, BERTBASE , and Bi −GRUSCA,
respectively. It is important to mention that the first
three baseline architectures used the same hyperpa-
rameter settings.

5 Experimental results

This section is organized in three subsections. Sec-
tions 5.1 and 5.2 present the quantitative results
of the experimentation, corresponding to the com-
parison of our proposed SCA mechanism against
the baselines and state-of-the-art results. Finally,
Section 5.3 presents some qualitative results of the
SCA mechanism, through the analysis and visual-
ization of the attention values.

3https://tfhub.dev/tensorflow/small_
bert/bert_en_uncased_L-12_H-768_A-12/1
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Figure 3: The classes distribution of the four used datasets.

5.1 Quantitative effectiveness of the SCA
mechanism

Table 2 shows the results of the mean and stan-
dard deviation corresponding to the 10-fold cross
validation evaluation applied to our classification
framework DNN architecture (Bi − GRUSCA),
as well as the four baselines simplified architec-
tures Bi−GRU , Bi−GRUSA, Bi−GRUCA and
BERTBASE . For sake of comparison, we evalu-
ate all the collections using the macro-average F1

score, which is commonly used in the AL identifi-
cation task.

Centering the analysis of results on the first
three baselines and on our classification framework
(columns 2 - 5), the results indicate that the use of
AM outperformed the base Bi-GRU network (col-
umn 2 vs columns 3 - 5) by at least a margin of
1.1%. In addition, the use of the CA outperformed
the use of SA (column 4 vs column 3) by at least a
margin of 1.2%, which is consistent according to
the results obtained in (Chakrabarty et al., 2019).
Finally, comparing the use of our proposed SCA
mechanism against the use of SA and CA (column
5 vs columns 3 and 4), better results are obtained in
the four evaluation datasets, improving the results
by at least a margin of 1.1%. Since the use CA
baseline outperforms the SA based one, we com-
pared Bi − GRUSCA vs Bi − GRUCA with the
Chi Squared Test, obtaining statistically significant
values with p ≤ 0.001.

Table 2 also compares the results from our
proposed SCA mechanism with respect to the
BERTBASE baseline (column 5 vs column 6). It
is shown that theBi−GRUSCA DNN obtained bet-
ter results in 3 out of 4 datasets. In addition to the
outstanding results, the use of our Bi −GRUSCA
DNN has a considerably lower number of parame-
ters compared to theBERTBASE model (110M vs
7M), which greatly reduces the computing power
necessary to run our DNN. Finally, compared to
some novel approaches for the AL identification

task (Alshaalan and Al-Khalifa, 2020), our DNN
improves the model interpretability, through the
SCA mechanism.

5.2 Comparison with the state-of-the-art
In this subsection we compare our proposed DNN
architecture (Bi −GRUSCA) with state-of-the-art
approaches. Since the datasets DS1 and DS2 are
presented as a single dataset, in order to have a
fair comparison with other works, these were par-
titioned into 80% for training, 10% for validation
and 10% for testing, in addition, the weighted-
average F1 score was used as an evaluation mea-
sure for these datasets. In the case of DS3 and
DS4 datasets, the partitions corresponding to the
training and testing were considered for the evalua-
tion; since these datasets come from shared tasks,
the evaluation measures were adjusted to each of
them, specifically, DS3 and DS4 were evaluated
using the macro-average F1 score and the accuracy,
respectively.

Table 3 presents the results of our proposed
Bi −GRUSCA DNN architecture in comparison
with state-of-the-art results. It shows that the
Bi−GRUSCA DNN obtained better results in 2 out
of 4 datasets. It is important to note that the state-of-
the-art results from the DS2 and DS3 datasets only
improved our results by margin of 1% and 0.03%,
respectively. Specifically, in (Mozafari et al., 2019),
which corresponds to the DS1 and DS2 state-of-
the-art results, the use of a BERT-based CNN is
implemented for the feature extraction of the trans-
former encoders, generating a hierarchical encoded
vector, used for the AL classification.

Regarding the state-of-the-art results from the
DS3 and DS4 datasets, the best performance teams
corresponding to each shared task were consid-
ered, on the one hand, NULI the best performance
team in the DS3 shared task (Liu et al., 2019),
used a BERT-base-uncased model with default-
parameters, using a max sentence length of 64 and
a variety of text pre-processing techniques, on the
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Dataset Bi −GRU Bi −GRUSA Bi −GRUCA Bi −GRUSCA BERTBASE
DS1 0.7614 ±0.0083 0.8162 ±0.0079 0.8271 ±0.0069 0.8378 ±0.0082 0.8291 ±0.0076
DS2 0.7438 ±0.0072 0.7721 ±0.0081 0.7874 ±0.0074 0.7984 ±0.0078 0.8052 ±0.0083
DS3 0.7698 ±0.0081 0.8052 ±0.0078 0.8247 ±0.0085 0.8423 ±0.0064 0.8398 ±0.0081
DS4 0.6541 ±0.0096 0.6654 ±0.0073 0.6782 ±0.0067 0.6937 ±0.0086 0.6906 ±0.0076

Table 2: Comparison results from the four baselines architectures and our classification framework in four datasets
for AL identification (all the collections were evaluated with the macro-average F1).

Dataset Bi −GRUSCA state-of-the-art Reference
DS1 0.89 0.88 (Mozafari et al., 2019)
DS2 0.91 0.92 (Mozafari et al., 2019)
DS3 0.826 0.829 (Liu et al., 2019)
DS4 0.738 0.704 (Saha et al., 2018)

Table 3: Comparison results from our classification framework and state-of-the-art approaches in four datasets for
AL identification (DS1 and DS2 were evaluated with the weighted-average F1, DS3 and DS4 were evaluated using
the macro-average F1 and the accuracy, respectively).

Figure 4: Attention heatmaps visualization, corresponding to the αs, αc, and αg attention filter values. The
Example shown in the attention heatmaps was taken from the DS3 dataset.

other hand, hateminers achieved the highest perfor-
mance on the DS4 shared task (Saha et al., 2018),
with a run based on a vector representation that
concatenates sentence embedding, TF-IDF and av-
erage word embeddings coupled with a Logistic
Regression model. Unlike the reported state-of-the-
art approaches, the use of our SCA mechanism on
a simple and well-performed DNN, obtains com-
petitive results, without the use of complex DNN
(Mozafari et al., 2019), or large amounts of re-
sources and features (Saha et al., 2018).

The boxplot graphs shown in Figure 5, compares
our Bi −GRUSCA performance results (red rhom-
bus) against the top-10 results corresponding to the
shared tasks SemEval 2019 Task 6 and AMI Evalita
2018, respectively. As shown in the graphs, our
results are competitive with respect to the top-10
results obtained by the best participating teams in

Figure 5: Comparative Boxplot graphs from our results
(red rhombus) vs. the top-10 results of the shared tasks.

each sub-task A. In both boxplot graphs our results
remain above the third quartile, specifically, in the
AMI Evalita 2018 shared task an outstanding per-
formance is obtained with the use of our proposed
SCA mechanism in the classification framework.
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5.3 Qualitative effectiveness of the SCA
mechanism

NOTE: This subsection contains examples of lan-
guage that may be offensive to some readers, these
do not represent the perspectives of the authors.

In order to understand the effectiveness of our
proposed SCA mechanism in the improvement
of the sequences representation, this subsection
presents the qualitative results of the analysis and
visualization of the attention values. Since the SCA
mechanism integrates both, the SA and CA mecha-
nisms, the attention values were considered at these
three different levels, with the analysis of the αs,
αc and αg attention filters, which correspond to the
SA, CA and SCA mechanisms.

Figure 4 shows the visualization of the attention
heatmaps corresponding to the three attention fil-
ters values integrated by the SCA mechanism. The
example shown in the figure “<user> who is the
loser bitch fuck you <url>" corresponds to an of-
fensive instance taken from the DS3 dataset. As
shown in the figure, the values of the attention fil-
ter αs, corresponding to the SA, tend to be more
relevant with respect to their own elements and
their closest neighbors, for example, in the case of
the most relevant words to “who", the same word

“who" is found, followed by the word “is", likewise,
in the case of the most relevant words to “fuck",
the words “fuck", “you" and “bitch" are found. On
the other hand, the values of the attention filter αc,
corresponding to the CA, indicate the most relevant
words for the AL identification; as can be seen in
the central heatmap from the Figure 4, the most
relevant words are: “loser", “bitch" and “fuck",
which indeed correspond to words potentially used
in offensive contexts.

Finally, the values of the attention filter αg, cor-
responding to the SCA, are shown in the right
heatmap from Figure 4. The attention filter αg
shows the combination of both AM, which im-
proves the representation of an instance. For ex-
ample, in the produced visualization from the most
relevant words to “<user>", a closer relationship
to offensive words is now presented, highlighting
the words: “loser", “bitch" and “fuck", which are
often used to offend, something similar is presented
with the words “who" and “is". On the other hand,
the words “fuck", “you" and “bitch", in addition
to having a better relationship with other offensive
words as “loser", are also related to the target of
the offense: “<user>".

6 Conclusions and future work

One of the main problems in the use of current
AMs is the loss of contextual or internal informa-
tion between the elements of a sequence. To tackle
this issue we proposed the SCA mechanism, which
integrates the SA and CA mechanisms for the con-
struction of a representation that considers both,
the internal and contextual relationships between
the elements of a sequence. Due to the highly
context-dependent interpretation of words in the
AL identification, in this work we explore the use
of the proposed SCA mechanism in the AL iden-
tification. The results obtained in four collections,
considering different kinds of AL, were encour-
aging; they improved state-of-the-art approaches
in 2 out of 4 datasets. In addition to this, the SA
and CA mechanisms were evaluated against the
SCA mechanism, the results show a quantitative
and qualitative improvement in the use of the SCA
mechanism, which allowed concluding that the use
of the SCA mechanism is useful for discriminating
between offensive and non-offensive contexts.

Since the most recent approaches are based on
Transformers, as future work we plan to explore
the use of our proposed SCA mechanism in the
design of a multi-head SCA architecture. Addition-
ally, we consider exploring new ways of combin-
ing the SA and CA mechanisms, as well as some
novel approaches in the building of the SCA mech-
anism without the need of computing the SA and
CA mechanisms individually. Finally, we consider
the application of the proposed SCA mechanism
in other related tasks where the interpretation of
words is highly context dependent such as the de-
tection of deception or the detection of depressed
social media users.
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Abstract

The state-of-the-art abusive language detec-
tion models report great in-corpus perfor-
mance, but underperform when evaluated on
abusive comments that differ from the training
scenario. As human annotation involves sub-
stantial time and effort, models that can adapt
to newly collected comments can prove to be
useful. In this paper, we investigate the ef-
fectiveness of several Unsupervised Domain
Adaptation (UDA) approaches for the task of
cross-corpora abusive language detection. In
comparison, we adapt a variant of the BERT
model, trained on large-scale abusive com-
ments, using Masked Language Model (MLM)
fine-tuning. Our evaluation shows that the
UDA approaches result in sub-optimal perfor-
mance, while the MLM fine-tuning does bet-
ter in the cross-corpora setting. Detailed anal-
ysis reveals the limitations of the UDA ap-
proaches and emphasizes the need to build ef-
ficient adaptation methods for this task.

1 Introduction

Social networking platforms have been used as a
medium for expressing opinions, ideas, and feel-
ings. This has resulted in a serious concern of
abusive language, which is commonly described
as hurtful, obscene, or toxic towards an individual
or a group sharing common societal characteris-
tics such as race, religion, gender, etc. The huge
amount of comments generated every day on these
platforms make it increasingly infeasible for man-
ual moderators to review every comment for its
abusive content. As such, automated abuse detec-
tion mechanisms are employed to assist moderators.
We consider the variations of online abuse, toxic-
ity, hate speech, and offensive language as abusive
language and this work addresses the detection of
abusive versus non-abusive comments.

Supervised classification approaches for abuse
detection require a large amount of expensive an-
notated data (Lee et al., 2018). Moreover, models

already trained on the available annotated corpus
report degraded performance on new content (Yin
and Zubiaga, 2021; Swamy et al., 2019; Wiegand
et al., 2019). This is due to phenomena like change
of topics discussed in social media, and differences
across corpora, such as varying sampling strate-
gies, targets of abuse, abusive language forms, etc.
These call for approaches that can adapt to newly
seen content out of the original training corpus. An-
notating such content is non-trivial and may require
substantial time and effort (Poletto et al., 2019;
Ombui et al., 2019). Thus, Unsupervised Domain
Adaptation (UDA) methods that can adapt with-
out the target domain labels (Ramponi and Plank,
2020), turn out to be attractive in this task. Given an
automatic text classification or tagging task, such
as abusive language detection, a corpus with coher-
ence can be considered a domain (Ramponi and
Plank, 2020; Plank, 2011). Under this condition,
domain adaptation approaches can be applied in
cross-corpora evaluation setups. This motivates us
to explore UDA for cross-corpora abusive language
detection.

A task related to abuse detection is sentiment
classification (Bauwelinck and Lefever, 2019; Ra-
jamanickam et al., 2020), and it involves an exten-
sive body of work on domain adaptation. In this
work, we analyze if the problem of cross-corpora
abusive language detection can be addressed by
the existing advancements in domain adaptation.
Alongside different UDA approaches, we also eval-
uate the effectiveness of recently proposed Hate-
BERT model (Caselli et al., 2021) that has fine-
tuned BERT (Devlin et al., 2019) on a large corpus
of abusive language from Reddit using the Masked
Language Model (MLM) objective. Furthermore,
we perform the MLM fine-tuning of HateBERT
on target corpus, which can be considered a form
of unsupervised adaptation. Our contribution is
summarised below:

• We investigate some of the best perform-
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ing UDA approaches, originally proposed for
cross-domain sentiment classification, and an-
alyze their performance on the task of cross-
corpora abusive language detection. We pro-
vide some insights on the sub-optimal perfor-
mance of these approaches. To the best of our
knowledge, this is the first work that analyzes
UDA approaches for cross-corpora abuse de-
tection.

• We analyze the performance of HateBERT in
our cross-corpora evaluation set-up. In par-
ticular, we use the Masked Language Model
(MLM) objective to further fine-tune Hate-
BERT over the unlabeled target corpus, and
subsequently perform supervised fine-tuning
over the source corpus.

The remaining of this paper is structured as fol-
lows: Section 2 discusses the shifts across differ-
ent abusive corpora. Section 3 surveys some re-
cently proposed UDA models for sentiment classi-
fication and discusses the main differences in the
approaches. Section 4 presents the experimental
settings used in our evaluation. The results of our
evaluation and a discussion on performances of dif-
ferent approaches are present in Section 5. Finally,
Section 6 concludes the paper and highlights some
future work.

2 Shifts in Abusive Language Corpora

Saha and Sindhwani (2012) have detailed the prob-
lem of changing topics in social media with time.
Hence, temporal or contextual shifts are commonly
witnessed across different abusive corpora. For ex-
ample, the datasets by Waseem and Hovy (2016);
Basile et al. (2019) were collected in or before
2016, and during 2018, respectively, and also in-
volve different contexts of discussion.

Moreover, sampling strategies across datasets
also introduce bias in the data (Wiegand et al.,
2019), and could be a cause for differences across
datasets. For instance, Davidson et al. (2017) sam-
ple tweets containing keywords from a hate speech
lexicon, which has resulted in the corpus having a
major proportion (83%) of abusive content. As
mentioned by Waseem et al. (2018), tweets in
Davidson et al. (2017) originate from the United
States, whereas Waseem and Hovy (2016) sample
them without such a demographic constraint.

Apart from sampling differences, the targets
and types of abuse may vary across datasets. For

instance, even though women are targeted both
in Waseem and Hovy (2016) and Davidson et al.
(2017), the former involves more subtle and im-
plicit forms of abuse, while the the latter involves
explicit abuse involving profane words. Besides,
religious minorities are the other targeted groups
in Waseem and Hovy (2016), while African Ameri-
cans are targeted in Davidson et al. (2017). Owing
to these differences across corpora, abusive lan-
guage detection in a cross-corpora setting remains
a challenge. This has been empirically validated by
Wiegand et al. (2019); Arango et al. (2019); Swamy
et al. (2019); Karan and Šnajder (2018) with perfor-
mance degradation across the cross-corpora eval-
uation settings. Thus, it can be concluded that the
different collection time frames, sampling strate-
gies, and targets of abuse would induce a shift in
the data.

3 Unsupervised Domain Adaptation

As discussed by Ramponi and Plank (2020); Plank
(2011), a coherent type of corpus can typically be
considered a domain for tasks such as automatic
text classification. We, therefore, decide to apply
domain adaptation methods for our task of cross-
corpora abuse detection. Besides, UDA methods
aim to adapt a classifier learned on the source do-
main DS to the target domain DT , where only the
unlabeled target domain samples XT and the la-
beled source domain samples XS are assumed to
be available. We denote the source labels by YS .
In this work, we use the unlabeled samples XT for
adaptation and evaluate the performance over the
remaining unseen target samples from DT .

3.1 Survey of UDA Approaches

There is a vast body of research on UDA for the
related task of cross-domain sentiment classifica-
tion. Amongst them, the feature-centric approaches
typically construct an aligned feature space either
using pivot features (Blitzer et al., 2006) or us-
ing Autoencoders (Glorot et al., 2011; Chen et al.,
2012). Besides these, domain adversarial training
is used widely as a loss-centric approach to max-
imize the confusion in domain identification and
align the source and target representations (Ganin
et al., 2016; Ganin and Lempitsky, 2015). Owing to
their success in cross-domain sentiment classifica-
tion, we decide to apply the following pivot-based
and domain-adversarial UDA approaches to the
task of cross-corpora abusive language detection.
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Pivot-based approaches: Following Blitzer
et al. (2006), pivot-based approaches extract a set
of common shared features, called pivots, across
domains that are (i) frequent inXS andXT ; and (ii)
highly correlated with YS . Pivot Based Language
Modeling (PBLM) (Ziser and Reichart, 2018) has
outperformed the Autoencoder based pivot predic-
tion (Ziser and Reichart, 2017). It performs rep-
resentation learning by employing a Long Short-
Term Memory (LSTM) based language model to
predict the pivots using other non-pivots features in
the input samples from both XS and XT . Con-
volutional Neural Networks (CNN) and LSTM
based classifiers are subsequently employed for
the final supervised training with XS and YS .
Pivot-based Encoder Representation of Language
(PERL) (Ben-David et al., 2020), a recently pro-
posed UDA model, integrates BERT (Devlin et al.,
2019) with pivot-based fine-tuning using the MLM
objective. It involves prediction of the masked un-
igram/ bigram pivots from the non-pivots of the
input samples from both XS and XT . This is fol-
lowed by supervised task training with a convolu-
tion, average pooling and a linear layer over the
encoded representations of the input samples from
XS . During the supervised task training, the en-
coder weights are kept frozen. Both PBLM and
PERL use unigrams and bi-grams as pivots, al-
though higher order n-grams can also be used.

Domain adversarial approaches: Hierarchi-
cal Attention Transfer Network (HATN) (Li et al.,
2017, 2018) employs the domain classification
based adversarial training using XS and XT , along
with an attention mechanism using XS and YS to
automate the pivot construction. The Gradient Re-
versal Layer (GRL) (Ganin and Lempitsky, 2015)
is used in the adversarial training to ensure that the
learned pivots are domain-shared, and the attention
mechanism ensures that they are useful for the end
task. During training, the pivots are predicted us-
ing the non-pivots while jointly performing the do-
main adversarial training, and the supervised end-
task training. Recently BERT-based approaches for
UDA are proposed by Du et al. (2020); Ryu and
Lee (2020) that also apply the domain adversarial
training. Adversarial Adaptation with Distillation
(AAD) (Ryu and Lee, 2020) is such a domain adver-
sarial approach that is applied over BERT. Unlike
HATN, in AAD, the domain adversarial training is
done with the framework of the Adversarial Dis-
criminative Domain Adaptation (ADDA) (Tzeng

et al., 2017), using XS and XT . This aims to make
the source and target representations similar. More-
over, it leverages knowledge distillation (Hinton
et al., 2015) as an additional loss function during
adaptation.

3.2 Adaptation through Masked Language
Model Fine-tuning with HateBERT

Rietzler et al. (2020); Xu et al. (2019) show that
the language model fine-tuning of BERT (using
the MLM and the Next Sentence Prediction task)
results in incorporating domain-specific knowledge
into the model and is useful for cross-domain adap-
tation. This step does not require task-specific
labels. The recently proposed HateBERT model
(Caselli et al., 2021) extends the pre-trained BERT
model using the MLM objective over a large corpus
of unlabeled abusive comments from Reddit. This
is expected to shift the pre-trained BERT model
towards abusive language. It is shown by Caselli
et al. (2021) that HateBERT is more portable across
abusive language datasets, as compared to BERT.
We, thus, decide to perform further analysis over
HateBERT for our task.

In particular, we begin with the HateBERT
model and perform MLM fine-tuning incorporat-
ing the unlabeled train set from the target corpus.
We hypothesize that performing this step should
incorporate the variations in the abusive language
present in the target corpus into the model. For
the classification task, supervised fine-tuning is per-
formed over the MLM fine-tuned model obtained
from the previous step, using XS and YS .

4 Experimental Setup

4.1 Data Description and Pre-processing

Datasets Number of
comments

Average
comment

length

Abuse
%

Train Test
Davidson 19817 2477 14.1 83.2
Waseem 8720 1090 14.7 26.8
HatEval 9000 3000 21.3 42.1

.

Table 1: Statistics of the datasets used (average com-
ment length is reported in terms of word numbers).

We present experiments over three different pub-
licly available abusive language corpora from Twit-
ter as they cover different forms of abuse, namely
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Davidson (Davidson et al., 2017),Waseem (Waseem
and Hovy, 2016) and HatEval (Basile et al., 2019).
Following the precedent of other works on cross-
corpora abuse detection (Wiegand et al., 2019;
Swamy et al., 2019; Karan and Šnajder, 2018), we
target a binary classification task with classes: abu-
sive and non-abusive. We randomly split Davidson
and Waseem into train (80%), development (10%),
and test (10%), whereas in the case of HatEval,
we use the standard partition of the shared task.
Statistics of the train-test splits of these datasets are
listed in Table 1.

During pre-processing, we remove the URLs
and retain the frequently occurring Twitter han-
dles (user names) present in the datasets, as they
could provide important information.1 The words
contained in hashtags are split using the tool Crazy-
Tokenizer2 and the words are converted into lower-
case.

4.2 Evaluation Setup

Given the three corpora listed above, we experi-
ment with all the six pairs of XS and XT for our
cross-corpora analysis. The UDA approaches lever-
age the respective unlabeled train sets in DT for
adaptation, along with the train sets in DS . The
abusive language classifier is subsequently trained
on the labeled train set in DS and evaluated on
the test set in DT . In the “no adaptation” case,
the HateBERT model is fine-tuned in a supervised
manner on the labeled source corpus train set, and
evaluated on the target test set. Unsupervised adap-
tation using HateBERT involves training of the
HateBERT model on the target corpus train set
using the MLM objective. This is followed by a
supervised fine-tuning on the source corpus train
set.

We use the original implementations of the UDA
models3 and the pre-trained HateBERT4 model for
our experiments. We select the best model check-
points by performing early-stopping of the training
while evaluating the performance on the respective
development sets in DS . FastText5 word vectors,

1Eg., the Twitter handle @realDonaldTrump.
2https://redditscore.readthedocs.io/

en/master/tokenizing.html
3PBLM: https://github.com/yftah89/

PBLM-Domain-Adaptation, HATN: https:
//github.com/hsqmlzno1/HATN, PERL:
https://github.com/eyalbd2/PERL, AAD:
https://github.com/bzantium/bert-AAD

4https://osf.io/tbd58/
5https://fasttext.cc/

pre-trained over Wikipedia, are used for word em-
bedding initialization for both HATN and PBLM.
PERL and AAD are initialized with the BERT base-
uncased model.6 In PBLM, we employ the LSTM
based classifier.7 For both PERL and PBLM, words
with the highest mutual information with respect to
the source labels and occurring at least 10 times in
both the source and target corpora are considered
as pivots (Ziser and Reichart, 2018).

5 Results and Analysis

Dataset Macro
F1

Frequent words in abu-
sive comments

Davidson 93.8±0.1 b*tch, h*e, f*ck, p*ssy,
n*gga, ass, f*ck, shit

Waseem 85.5±0.4 #notsexist, #mkr, female,
girl, kat, men, woman,
feminist

HatEval 51.9±1.7 woman, refugee, immi-
grant, trump, #buildthat-
wall, illegal, b*tch, f*ck

Table 2: F1 macro-average (mean ± std-dev) for in-
corpus classification using supervised fine-tuning of
HateBERT.

Our evaluation reports the mean and standard
deviation of macro averaged F1 scores, obtained
by an approach, over five runs with different ran-
dom initializations. We first present the in-corpus
performance of the HateBERT model in Table 2,
obtained after supervised fine-tuning on the respec-
tive datasets, along with the frequent abuse-related
words. As shown in Table 2, the in-corpus perfor-
mance is high for Davidson and Waseem, but not
for HatEval. HatEval shared task presents a chal-
lenging test set and similar performance have been
reported in prior work (Caselli et al., 2021). Cross-
corpora performance of HateBERT and the UDA
models discussed in Section 3.1, is presented in
Table 3. Comparing Table 2 and Table 3, substan-
tial degradation of performance is observed across
the datasets in the cross-corpora setting. This high-
lights the challenge of cross-corpora performance
in abusive language detection.

Cross-corpora evaluation in Table 3 shows that
all the UDA methods experience drop in average
performance when compared to the no-adaptation

6https://github.com/huggingface/
transformers

7CNN classifier obtained similar performance.
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Source
→Target

No-
adaptation

Unsupervised Domain Adaptation

HateBERT
supervised
fine-tune
only

HateBERT
MLM
fine-tune
on Target

PBLM PERL-
BERT

HATN AAD-
BERT

Hat →Was 66.4±1.1 68.0±1.0 57.5±3.4 57.1±1.8 57.3±1.7 60.4±7.8
Was →Hat 57.8±0.6 56.5±1.1 51.0±5.2 55.3±0.7 53.5±0.4 55.7±1.3
Dav →Was 67.5±0.5 66.7±0.8 57.2±4.8 67.4±1.0 57.5±6.7 41.5±2.8
Was →Dav 60.1±4.4 67.1±2.9 46.5±1.3 48.3±1.5 28.0±2.3 35.6±3.7
Hat →Dav 63.8±2.3 67.8±1.6 61.8±5.7 62.6±3.8 61.5±5.8 55.2±0.7
Dav →Hat 51.3±0.2 51.4±0.4 49.9±0.2 50.3±0.9 50.3±0.5 50.4±3.0
Average 61.2 62.9 54.0 56.8 51.4 49.8

Table 3: Macro average F1 scores (mean±std-dev) on different source and target pairs for cross-corpora abuse
detection (Hat : HatEval, Was : Waseem, Dav : Davidson). The best in each row is marked in bold.

case of supervised fine-tuning of HateBERT. How-
ever, the additional step of MLM fine-tuning of
HateBERT on the unlabeled train set from target
corpus results in an improved performance in most
of the cases. In the following sub-sections, we
perform a detailed analysis to get further insights
into the sub-optimal performance of the UDA ap-
proaches for our task.

5.1 Pivot Characteristics in Pivot-based
Approaches

To understand the performance of the pivot-based
models, we probe the characteristics of the pivots
used by these models as they control the transfer of
information across source and target corpora. As
mentioned in Section 3.1, one of the criteria for
pivot selection is their affinity to the available la-
bels. Accordingly, if the adaptation results in better
performance, a higher proportion of pivots would
have more affinity to one of the two classes. In the
following, we aim to study this particular charac-
teristic across the source train set and the target test
set. To compute class affinities, we obtain a ratio
of the class membership of every pivot pi:

ri =
#abusive comments with pi

#non-abusive comments with pi
(1)

The ratios obtained for the train set of the source
and the test set of the target, for the pivot pi, are
denoted as ris and rit, respectively. A pivot pi with
similar class affinities in both the source train and
target test should satisfy:

(ri
s, ri

t) < 1− th or (ris, rit) > 1 + th (2)

Here, th denotes the threshold. Ratios less than
(1− th) indicate affinity towards non-abusive class,
while those greater than (1 + th) indicate affin-
ity towards the abusive class. For every source
→target pair, we select the pivots that satisfy Equa-
tion (2) with threshold th = 0.3, and calculate the
percentage of the selected pivots as:

percs→t =
#pivots satisfying Equation (2)

#Total pivots
× 100

(3)
This indicates the percentage of pivots having simi-
lar affinity towards one of the two classes. We now
analyze this percentage in the best and the worst
case scenarios of PBLM.8

Worst cases: For the worst case of Waseem
→Davidson, Equation (3) yields a low percs→t

of 18.8%. This indicates that the percentage of piv-
ots having similar class affinities, across the source
and the target, remains low in the worst performing
pair.

Best case: The best case in PBLM corresponds
to HatEval →Davidson. In this case, Equation
(3) yields a relatively higher percs→t of 51.4%.
This is because the pivots extracted in this case
involve a lot of profane words. Since in Davidson,
the majority of abusive content involves the use of
profane words (as also reflected in Table 2), the
pivots extracted by PBLM can represent the target
corpus well in this case.

8Pivot extraction criteria are same for PBLM and PERL
and similar percentages are expected with PERL.

117



(a) (b)

Figure 1: (Best viewed in color) PCA based visualization of HatEval →Davidson in the adversarial approaches.

5.2 Domain Adversarial Approaches

On an average, the adversarial approach of HATN
performs slightly better than AAD. In order to an-
alyze the difference, we investigate the represen-
tation spaces of the two approaches for the best
case of HATN i.e. HatEval →Davidson. To this
end, we apply the Principal Component Analysis
(PCA) to obtain the two-dimensional visualization
of the feature spaces from the train set of the source
corpus HatEval and the test set of the target cor-
pus Davidson. The PCA plots are shown in Fig-
ure 1. Adversarial training in both the HATN and
AAD models tends to bring the representation re-
gions of the source and target corpora close to each
other. At the same time, separation of abusive and
non-abusive classes in source train set seems to be
happening in both the models. However, in the rep-
resentation space of AAD, samples corresponding
to abusive and non-abusive classes in the target test
set do not follow the class separation seen in the
source train set. But in the representation space
of HATN, samples in the target test set appear to
follow the class separation exhibited by its source
train set. Considering the abusive class as positive,
this is reflected in the higher number of True Posi-
tives in HATN as compared to that of AAD for this
pair (#TP for HATN: 1393, #TP for AAD: 1105),
while the True Negatives remain almost the same
(#TN for HATN: 370, #TN for AAD: 373).

One of the limitations of these domain adversar-
ial approaches is the class-agnostic alignment of
the common source-target representation space. As
discussed in Saito et al. (2018), methods that do
not consider the class boundary information while
aligning the source and target distributions, often

result in having ambiguous and non-discriminative
target domain features near class boundaries. Be-
sides, such an alignment can be achieved without
having access to the target domain class labels
(Saito et al., 2018). As such, an effective alignment
should also attempt to minimize the intra-class,
and maximize the inter-class domain discrepancy
(Kang et al., 2019).

5.3 MLM Fine-tuning of HateBERT

It is evident from Table 3 that the MLM fine-tuning
of HateBERT, before the subsequent supervised
fine-tuning over the source corpus, results in im-
proved performance in majority of the cases. We in-
vestigated the MLM fine-tuning over different com-
binations of the source and target corpora, in order
to identify the best configuration. These include:
a combination of the train sets from all the three
corpora, combining the source and target train sets,
and using only the target train set. Table 4 shows
that MLM fine-tuning over only the unlabeled tar-
get corpus results in the best overall performance.
This is in agreement to Rietzler et al. (2020) who
observe a better capture of domain-specific knowl-
edge with fine-tuning only on the target domain.

5.4 Bridging the Gap between PERL and
HateBERT MLM Fine-tuning

Since PERL originally incorporates BERT, Table 3
reports the performance of PERL initialized with
the pre-trained BERT model. As discussed in Sec-
tion 3.1, PERL applies MLM fine-tuning over the
pre-trained BERT model, where only the pivots are
predicted rather than all the masked tokens. Fol-
lowing Ben-David et al. (2020), after the encoder
weights are learned during the MLM fine-tuning
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Source
→Target

HBERT
MLM
on all 3
corpora

HBERT
MLM on
Source +
Target

HBERT
MLM
on
Target

Hat →Was 69.7±0.8 68.9±0.6 68.0±1.0
Was →Hat 57.2±1.4 56.8±1.1 56.5±1.1
Dav →Was 60.2±0.7 58.8±0.8 66.7±0.8
Was →Dav 63.4±3.9 63.4±3.9 67.1±2.9
Hat →Dav 66.6±1.1 66.7±2.1 67.8±1.6
Dav →Hat 51.4±0.2 51.5±0.1 51.4±0.4
Average 61.4 61.0 62.9

Table 4: Macro average F1 scores (mean ± std-dev)
for Masked Language Model fine-tuning of HateBERT
(HBERT MLM) over different corpora combinations,
before supervised fine-tuning on source; Hat : HatEval,
Was : Waseem, Dav : Davidson. The best in each row
is marked in bold.

step of PERL, they are kept frozen during super-
vised training for the classification task. As an
additional verification, we try to leverage the Hate-
BERT model for initializing PERL in the same way
as BERT is used in the original PERL model, with
frozen encoder layers. As shown in Table 5, this
does not result in substantial performance gains
over PERL-BERT on average. As a further exten-
sion, we update all the layers in PERL during the
supervised training step and use the same hyper-
parameters as those used for HateBERT (Caselli
et al., 2021).9 This results in improved perfor-
mance from PERL. However, it stills remains be-
hind the best performing HateBERT model with
MLM fine-tuning on target.

5.5 Source Corpora Specific Behaviour

In general, when models are trained over HatE-
val, they are found to be more robust towards ad-
dressing the shifts across corpora. One of the pri-
mary reasons is that HatEval captures wider forms
of abuse directed towards both immigrants and
women. The most frequent words in Table 2 also
highlight the same. The corpus involves a mix of
implicit as well as explicit abusive language.

On the contrary, models trained over Waseem
are generally unable to adapt well in cross-corpora
settings. Since only tweet IDs were made available
in Waseem, we observe that our crawled comments

9Note that the ablation study in Ben-David et al. (2020)
discusses the effect of the number of unfrozen encoder layers
only in the MLM fine-tuning step, but not in the supervised
training step for the end task.

Source
→Target

PERL-
BERT
(frozen
encoder
layers)

PERL-
HBERT
(frozen
encoder
layers)

PERL-
HBERT
(with
layer up-
dates)

Hat →Was 57.1±1.8 63.2±1.7 68.3±0.8
Was →Hat 55.3±0.7 55.0±0.9 57.8±0.8
Dav →Was 67.4±1.0 65.9±1.3 57.3±3.1
Was →Dav 48.3±1.5 48.1±3.7 64.4±2.1
Hat →Dav 62.6±3.8 63.6±0.9 66.1±1.8
Dav →Hat 50.3±0.9 50.4±0.6 51.1±0.3
Average 56.8 57.7 60.8

Table 5: Macro average F1 scores (mean ± std-dev) of
PERL initialized with BERT and HateBERT (HBERT)
with frozen encoder layers, and PERL initialized with
HateBERT with updates across all layers, for all the
pairs (Hat : HatEval, Was : Waseem, Dav : Davidson).
The best in each row is marked in bold.

in this dataset rarely involve abuse directed towards
target groups other than women (99.3% of the abu-
sive comments are sexist and 0.6% racist). This
is because majority of these comments have been
removed before crawling. Besides, Waseem mostly
involves subtle and implicit abuse, and less use of
profane words.

6 Conclusion and Future Work

This work analyzed the efficacy of some success-
ful Unsupervised Domain Adaptation approaches
of cross-domain sentiment classification in cross-
corpora abuse detection. Our experiments high-
lighted some of the problems with these approaches
that render them sub-optimal in the cross-corpora
abuse detection task. While the extraction of pivots,
in the pivot-based models, is not optimal enough
to capture the shared space across domains, the
domain adversarial methods underperform substan-
tially. The analysis of the Masked Language Model
fine-tuning of HateBERT on the target corpus dis-
played improvements in general as compared to
only fine-tuning HateBERT over the source cor-
pus, suggesting that it helps in adapting the model
towards target-specific language variations. The
overall performance of all the approaches, however,
indicates that building robust and portable abuse
detection models is a challenging problem, far from
being solved.

Future work along the lines of domain adversar-
ial training should explore methods which learn
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class boundaries that generalize well to the target
corpora while performing alignment of the source
and target representation spaces. Such an align-
ment can be performed without target class labels
by minimizing the intra-class domain discrepancy
(Kang et al., 2019). Pivot-based approaches should
explore pivot extraction methods that account for
higher-level semantics of abusive language across
source and target corpora.
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Abstract

Computational social science studies
often contextualize content analysis
within standard demographics. Since
demographics are unavailable on
many social media platforms (e.g.
Twitter), numerous studies have inferred
demographics automatically. Despite
many studies presenting proof-of-concept
inference of race and ethnicity, training
of practical systems remains elusive
since there are few annotated datasets.
Existing datasets are small, inaccurate,
or fail to cover the four most common
racial and ethnic groups in the United
States. We present a method to identify
self-reports of race and ethnicity from
Twitter profile descriptions. Despite
the noise of automated supervision, our
self-report datasets enable improvements
in classification performance on gold
standard self-report survey data. The
result is a reproducible method for
creating large-scale training resources for
race and ethnicity.

1 Introduction

Contextualization of population studies with
demographics forms a central analysis method
within the social sciences. In domains
such as political science or public health,
standard demographic panels in telephone
surveys enable better analyses of opinions
and trends. Demographics such as age,
gender, race, and location are often proxies
for important socio-cultural groups. As
the social sciences increasingly rely on
computational analyses of online text data,
the unavailability of demographic attributes
hinders comparison of these studies to
traditional methods (Al Baghal et al., 2020;
Amir et al., 2019; Jiang and Vosoughi, 2020).

∗ Equal contribution

Computational social science increasingly
utilizes methods for the automatic inference
of demographic attributes from social media,
such as Twitter (Burger et al., 2011;
Chen et al., 2015; Ardehaly and Culotta,
2017; Jung et al., 2018; Huang and Paul,
2019). Demographics factor into social
media studies across domains such as health,
politics, and linguistics (O’Connor et al., 2010;
Eisenstein et al., 2014). Off-the-shelf software
packages support the inference of gender and
location (Knowles et al., 2016; Dredze et al.,
2013; Wang et al., 2019).

Unlike age or geolocation, race and
ethnicity are sociocultural categories with
competing definitions and measurement
approaches (Comstock et al., 2004; Vargas
and Stainback, 2016; Culley, 2006; Andrus
et al., 2021). Despite this complexity,
understanding race and ethnicity is crucial
for public health research (Coldman et al.,
1988; Dressler et al., 2005; Fiscella and
Fremont, 2006; Elliott et al., 2008, 2009).
Analyses that explore mental health on
Twitter (Loveys et al., 2018) should consider
racial disparities in healthcare (Satcher,
2001; Amir et al., 2019) or online
interactions (Delisle et al., 2019; Burnap
and Williams, 2016). Despite the importance
of race and ethnicity in these studies,
and multiple proof-of-concept classification
studies, there are no readily-available systems
that can infer demographics for the most
common United States racial/ethnic groups.
This gap arises from major limitations for all
publicly-available data resources.

A high-quality dataset for this task
has several desiderata. First, it should
cover enough categories to match standard
demographics panels. Second, the dataset
must be sufficiently large to support training
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Citation Annotation % Missing # Users % W % B % H/L % A

Preoţiuc-Pietro et al. (2015) Survey 4.7 3572 80.8 9.5 6.1 3.6
Culotta et al. (2015) Crowdsourced 60.0 308 50.0 19.5 30.5 0

Volkova and Bachrach (2015) Crowdsourced 36.5 3174 48.0 35.8 8.9 3.0

Total Matching Users Self-report - 2.50M 26.8 53.8 11.3 8.1
Query-Bigram Self-report 8.1 112k 51.2 40.8 1.4 6.6
Heuristic-Filter Self-report 40.6 135k 42.2 45.9 5.6 6.4

Balanced-Group-Person Self-report 0.0 31k 25.0 25.0 25.0 25.0

Table 1: Previously-published Twitter datasets annotated for race/ethnicity and datasets collected in this
work. “% Missing” shows the percent of users that could not be scraped in 2019. “# Users” shows the
number users that are currently available. The abbreviations W, B, H/L, and A corresponds to White,
Black, Hispanic/Latinx, Asian respectively, which we use for the rest of the paper. Per-group percentages
are from non-missing data.

accurate systems. Third, the dataset should
be reproducible; Twitter datasets shrink as
users delete or restrict accounts, and models
become less useful due to domain drift (Huang
and Paul, 2018).

We present a method for automatically
constructing a large Twitter dataset for race
and ethnicity. Keyword-matching produces
a large, high-recall corpus of Twitter users
who potentially self-identify as a racial or
ethnic group, building on past work that
considered self-reports (Mohammady and
Culotta, 2014; Beller et al., 2014; Coppersmith
et al., 2014). We then learn a set of
filters to improve precision by removing users
who match keywords but do not self-report
their demographics. Our approach can be
automatically repeated in the future to update
the dataset. While our automatic supervision
contains noise – self-descriptions are hard to
identify and potentially unreliable – our large
dataset demonstrates benefits when compared
to or combined with previous crowdsourced
datasets. We validate this comparison on a
gold-standard survey dataset of self-reported
labels (Preoţiuc-Pietro and Ungar, 2018). We
release our code publicly1. We also release
our collected datasets and trained models to
researchers with approval from an IRB or
similar ethics board, contingent on compliance
with our data usage agreement2.

2 Ethical Considerations

Complexities of racial identity raise ethical
considerations, requiring discussion of the

1
https://bitbucket.org/mdredze/demographer

2
http://www.cs.jhu.edu/~mdredze/demographics-training-data/

benefits and harms of this work (Benton et al.,
2017). The benefits are clear in settings such
as public health; many studies use social media
data to research health behaviors or support
health-based interventions (Paul and Dredze,
2011; Sinnenberg et al., 2017). These methods
have transformed areas of public health which
otherwise lack accessible data (Ayers et al.,
2014). Aligning social media analyses with
traditional data sources requires demographic
information.

The concerns and potential harms of this
work are more complex. Ongoing discussions
in the literature concern the need for informed
consent from social media users (Fiesler and
Proferes, 2018; Marwick and boyd, 2011;
Olteanu et al., 2019). Twitter’s privacy
policy states that the company “make[s] public
data on Twitter available to the world,” but
many users may not be aware of the scope
or nature of research conducted using their
data (Mikal et al., 2016). Participant consent
must be informed, and we should study
users’ comprehension of terms of service when
conducting sensitive research. IRBs have
applied established human subjects research
regulations in ruling that passive monitoring
of social media data falls under public data
exemptions.

While our data usage agreement prohibits
such behavior, a malicious actor could attempt
to use predicted user demographics to track or
harass minority groups. Despite the severity
of such a worst-case scenario, there are two
arguments why the benefits may outweigh
the harms. First, if open-source methods
and models were used for such malicious
behavior, platform moderators could simply
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incorporate those tools into combatting any
automated harassment. Second, harassment
against historically disenfranchised groups is
already extremely widespread. Open-source
tools would provide more good than harm
in the hands of researchers or platform
moderators (Jiang and Vosoughi, 2020).
Recent work has show that women on Twitter,
especially journalists and politicians, receive
disproportionate amounts of abuse (Delisle
et al., 2019). On Facebook, advertisers
have used the platform’s knowledge of users’
racial identities to illegally discriminate when
posting job or housing ads (Benner et al.,
2019; Angwin and Parris Jr, 2016). To protect
against misuse of our work, we follow Twitter’s
developer terms which prohibit efforts to
“target, segment, or profile individuals” based
on several sensitive categories, including
racial or ethnic origin, detailed in our data
use agreement. Predictions should not be
analyzed to profile individual users but rather
must only be used for aggregated analyses.

Another concern of any predictive model
for sensitive traits is that a descriptive
model could be interpreted as a prescriptive
assessment (Ho et al., 2015; Crawford,
2017). Individual language usage may
also differ from population-level demographics
patterns (Bamman et al., 2014). Additionally,
our datasets and models do not cover smaller
racial minorities (e.g. Pacific Islander) or
the fine-grained complexities of mixed-race
identities. More fine-grained methods are
needed for many analyses, but current
methods cannot support them.

Finally, we distinguish between biased
models and biased applications. Our models
are imperfect; if we only analyze a small
sample of users and our models have high error
rates, a difference that appears significant
may be an artifact of misclassifications. Any
downstream application must account for this
uncertainty.

On the whole, we believe demographic
tools provide significant benefits that justify
the potential risks in their development. We
make our data available to other researchers,
but with limitations. We require that
researchers comply with a data use agreement
and obtain approval by an IRB or similar

ethics committee. Our agreement restricts
these tools to population-level analyses3

and not the analysis of individual users.
We exclude certain applications, such as
targeting of individuals based on race or
ethnicity. Any future research that makes
demographically-contextualized conclusions
from classifier predictions must explicitly
consider ethical trade-offs specific to its
application. Finally, our analysis of social
media for public health research has been
IRB reviewed and deemed exempt (45 CFR
46.101(b)(4)).

3 Datasets for Race and Ethnicity

Our tools and analysis focus on the United
States, where recognized racial categories
have varied over time (Hirschman et al.,
2000; Lee and Tafoya, 2006). Current
US census – and many surveys – record
self-reported racial categories as White,
Black, American Indian, Asian, and Pacific
Islander. Surveys often frame ethnicity as
Hispanic/Latinx origin or not; however, there
is not necessarily a clear distinction between
race and ethnicity (Gonzalez-Barrera and
Lopez, 2015; Campbell and Rogalin, 2006;
Cornell and Hartmann, 2006). Individuals
may identify as both a race and an
ethnicity, and 2% of Americans identify as
multi-racial (Jones and Smith, 2001). Because
of the limited data availability, we only
consider the four largest race/ethnicity groups,
which we model as mutually exclusive: White,
Black, Asian, and Hispanic/Latinx. Our
methodology could be extended to be more
comprehensive, but we do not yet have
the means to validate more fine-grained or
intersectional approaches.

Table 1 lists three published datasets for
race/ethnicity. Since only user ids can
be shared, user account deletions over time
cause substantial missing data. Past work
has taken varied approaches to annotate
racial demographics. Culotta et al. (2015)
and Volkova and Bachrach (2015) relied on
manual annotation, noting inter-annotator
agreement estimated at 80% and Cohen’s κ of
0.71, respectively. Crowdsourced annotation

3Twitter’s API “restricted use cases” explicitly
permit aggregated analyses.
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Raw Color Plural Bigram Quote All

Precision 76.7 78.6 76.7 82.5 78.6 86.8

Removed
by filter

- 314k 212k 281k 4k 784k

Table 2: Applying our HF filters (§ 4) individually
and together. Precision is on dev set from
Appendix B, after thresholding on self-report
score.

assumes that racial identity can be accurately
perceived by others, an assumption that has
serious flaws for gender and age (Flekova et al.,
2016; Preoţiuc-Pietro et al., 2017). Rule-based
or statistical systems for data collection can
be effective (Burger et al., 2011; Chang et al.,
2010), but raise concerns about selection bias:
if we only label users who take a certain
action, a model trained on those users may
not generalize to users who do not take that
action (Wood-Doughty et al., 2017).

Gold-standard labels for sensitive traits
requires individual survey responses, but this
yields small or skewed datasets due to the
expense (Preoţiuc-Pietro and Ungar, 2018).
Our approach instead relies on automated
supervision from racial self-identification and
minimal manual annotation to refine our
dataset labels. We are not the first to use
users’ self-identification to label Twitter users’
demographics, but past work has relied heavily
either on restrictive regular expressions
or manual annotation (Pennacchiotti and
Popescu, 2011; Mohammady and Culotta,
2014). Such work has also been limited to
datasets of under 10,000 users. We expand
on previous work to construct a much larger
dataset and evaluate it via trained model
performance on ground-truth survey data.

4 Data Collection of Self-Reports

We construct a regular expression for
terms associated with racial identity. We
select tweets from Twitter’s 1% sample
from July 2011 to July 2019 in which the
user’s profile description contains one of the
following racial keywords in English: black,
african-american, white, caucasian,
asian, hispanic, latin, latina, latino,
latinx. While there are other terms that
signify racial identity, these match common

survey panels (Hirschman et al., 2000)
and our empirical evaluation is limited
because our survey dataset only covers four
classes. We omit self-reports that indicate
a country of origin (e.g. “Colombian”
or “Chinese-American”), smaller racial
minorities (e.g. “Native American” or “two
or more races”), or more ambiguous terms,
leaving such groups for future work. If a user
appears multiple times, we use their latest
description.

We select users whose profile descriptions
contain a query keyword, which heavily skews
towards color terms (“white”, “black”). This
produces 2.67M users, 2.50M of which match
exactly one racial/ethnic class (Table 1, “Total
Matching Users”). While this is several orders
of magnitude larger than existing datasets,
many user descriptions that match racial
keywords are not racial self-reports. We
next consider approaches to filter these users’
profile descriptions to obtain three self-report
datasets of different sizes and precisions.

For all three datasets, we use a model that
assigns a “self-report” score based on the
likelihood that a profile contains a self-report.
We then use a binary cutoff to only include
users with a high enough self-report score.
We obtain this score by leveraging lexical
co-occurrence, an important cue for word
associations (Spence and Owens, 1990; Church
and Hanks, 1989). We combine relative
frequencies of co-occurring words within a
fixed window, weighed by distance between
query and co-occurring self-report words. For
example, if “farmer” is a self-report word,
then “Black farmer” should score higher than
“Black beans farmer” since the query and
self-report word are closer. We choose the
window size and threshold for this score
function on a manually-labeled tuning set,
after which our scoring function achieves
72.4% accuracy on a manually-labeled test set.
Details on preprocessing and our self-report
score are in Appendices A and B.

Our first dataset selects users with a bigram
containing a racial keyword followed by a
“person keyword.” Our person keywords are:
man, woman, person, individual, guy, gal,
boy, and girl so this method matches users
with descriptions containing bigrams such as
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“Black woman” or “Asian guy.” We expect
this method to have high precision, but it
has extreme label imbalance; 91% of the users
are labeled as either white or black. From
the Twitter 1% sample, this dataset contains
122k users, but only 112k users could be
re-scraped in 2019. We refer to this dataset
as Query-Bigram (QB).

As QB contains only 112k users, we
consider a less restrictive approach. Our
second dataset uses four heuristic filters to
remove false positives from the original 2.67M
users. Many descriptions spuriously match
“black” and “white” in addition to other
colors, so we filtered out all words from a
color-list (Berlin and Kay, 1991). Second, we
filter out racial keywords followed by plural
nouns (e.g. “white people”), using NLTK
TweetTokenizer (Bird et al., 2009) to obtain
part-of-speech tags. We curate a list of
286 Google bigrams that frequently contain
a query but are unlikely to be self-reports
(e.g. “black sheep,”) (Michel et al., 2011).
Finally, we ignore query words that appear
inside quotation marks. Table 2 shows how
precision and dataset size change as we apply
these filters. Applying all four gives a total of
1.72M users; after thresholding on self-report
score we are left with 228k users. 135k such
users could be scraped in 2019, producing our
Heuristic-Filtered (HF) dataset.

As QB and HF are quite imbalanced, we
design a third dataset to equally represent all
four classes. Across both our QB and HF
datasets we have only 7,756 Hispanic/Latinx
users that we could scrape in 2019, making
it our smallest demographic class. We
thus use our self-report scores to select the
highest-scoring 7,756 users from each of other
classes, producing our Class-Balanced (CB)
dataset of 31k users.

5 Experimental Evaluation

We now conduct an empirical evaluation
of our noisy self-report datasets. Showing
that our datasets produce accurate classifiers
demonstrates the value of our noisy self-report
method for dataset construction. We train
supervised classifiers on both our and existing
datasets, comparing classifier performance in
two evaluation settings.

We divide the six datasets described in
Table 1 into training, dev, and test sets.
We use the gold-standard self-report survey
data from Preoţiuc-Pietro et al. (2015) as our
held-out test set for evaluating all models. We
combine the crowdsourced data from Volkova
and Bachrach (2015) and Culotta et al. (2015)
into a single dataset containing 3.5k users,
which we then split 60%/40% to create a
training and development set. The training
set is our baseline comparison, referred to as
Crowd in our results tables. We also create
class-balanced versions of the dev and test sets
with 156 and 452 users, respectively. Finally,
we use each of our three collected datasets
(QB, HF, CB) as training sets, and use a
combination of each with the Crowd training
set. Thus in total, we have seven training
datasets, which make up the bottom seven
rows of our results in Table 3, below. These
results show our three models evaluated on the
imbalanced and balanced test sets.

The balanced and imbalanced dev sets
are used for all model and training set
combinations in Table 3, which controls for
the effect of model hyper-parameter selection.
Cross-validation could be used in practical
low-resource settings, but we use a single
held-out dev set, which we subsample in the
balanced case.

5.1 Demographic Prediction Models

We consider three demographic inference
models which we train on each training
set. The first follows Wood-Doughty et al.
(2018) and uses a single tweet per user. A
character-level CNN maps the user’s name
to an embedding which is combined with
features from the profile metadata, such as
user verification and follower count. These are
passed through a two fully-connected layers to
produce classifications. This model is referred
to as “Names” in Table 3. The second model
from Volkova and Bachrach (2015) uses a
bag-of-words representation of the words in
the user’s recent tweets as the input to a sparse
logistic regression classifier. The vocabulary
is the 77k non-stopwords that occur at least
twice in the dev set. We download up to
the 200 most recent tweets for each user from
the Twitter API. This model is referred to
as “Unigrams” in Table 3. The third model
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Imbalanced prediction Balanced prediction

Names Unigrams BERT Names Unigrams BERT

Dataset/Baseline F1 Acc% F1 Acc% F1 Acc% F1 Acc% F1 Acc% F1 Acc%

Random .250 25.0 .250 25.0 .250 25.0 .250 25.0 .250 25.0 .250 25.0
Majority .224 80.8 .224 80.8 .224 80.8 .100 25.0 .100 25.0 .100 25.0

Crowd .268 74.9 .432 83.2 .402 74.8 .213 .322 .343 40.9 .402 43.7

QB .335 71.7 .394 71.4 .371 61.0 .316 .377 .406 46.5 .461 48.3
Crowd+QB .331 74.3 .460 78.4 .383 62.4 .276 .344 .453 47.6 .484 50.1

HF .324 64.4 .401 72.4 .346 62.3 .308 .377 .418 47.3 .408 44.1
Crowd+HF .198 54.0 .449 76.9 .360 62.1 .149 .233 .466 50.9 .441 47.4

CB .299 49.4 .300 43.3 .285 39.0 .379 .381 .463 48.9 .474 49.0
Crowd+CB .249 35.9 .449 74.6 .349 52.0 .386 .390 .465 48.9 .514 52.6

Table 3: Experimental results for baseline methods, models trained on the crowdsourced datasets,
and models trained on our self-report datasets. The best result in each column is in bold. Dataset
abbreviations are defined in § 4. “+” indicates a combined dataset of crowdsourced data plus our
self-report data. Section 5 and Appendix C contain the training and evaluation details.

Imbalanced
Method W B H/L A

Random 25.0 25.0 25.0 25.0
Majority 100. - - -

Crowd 95.1 49.8 0.9 19.1

QB 77.7 74.0 5.4 30.1
Crowd+QB 86.5 66.5 13.7 29.2

HF 78.9 74.3 7.4 25.6
Crowd+HF 84.2 72.1 14.7 24.8

CB 41.1 77.1 16.7 51.3
Crowd+CB 81.1 68.7 20.1 30.1

Balanced
Method W B H/L A

Random 25.0 25.0 25.0 25.0
Majority 100. - - -

Crowd 95.6 51.3 15.0 1.8

QB 75.2 75.2 5.3 30.1
Crowd+QB 76.1 67.3 25.6 21.2

HF 77.9 77.0 8.9 25.6
Crowd+HF 87.6 73.5 15.9 26.5

CB 41.6 82.3 20.4 51.3
Crowd+CB 72.6 72.6 19.5 31.0

Table 4: Class-specific accuracy for Unigram
models. Dashes indicate 0% accuracy. In general,
the more class-imbalanced a dataset is, the worse
it does on the smaller classes. In the imbalanced
setting, the Unigram model trained on the Crowd
dataset achieves the best accuracy solely due to its
95.1% accuracy on the users labeled as White.

uses DistilBERT (Sanh et al., 2019) to embed
those same 200 tweets into a fixed-length
representation, which is then passed through
logistic regression with L2 regularization to

W B H/L A

White 12.7 4.0 3.6 4.9
Black 3.3 16.9 1.8 3.1

Hispanic/Latinx 7.6 4.0 6.5 6.7
Asian 6.2 2.2 1.8 14.7

Table 5: Balanced confusion matrix for BERT on
Crowd+CB. Rows show true labels and columns
predictions. Each cell shows test set percentage.

produce a classification. This model is referred
to as “BERT” in Table 3. For all models we
tune hyperparameters using the crowdsourced
dev set. Training details for all models are in
Appendix C and released in our code.

5.2 Evaluation and Baselines

We consider multiple evaluation setups to
explore the extreme class imbalance of the
survey and crowdsourced datasets (Table 1).
First, we evaluate both total accuracy and
macro-averaged F1 score, which penalizes poor
performance on less-frequent classes. Second,
we separately evaluate tuning and testing
our models on either imbalanced or balanced
dev and test sets, to see how it affects
per-class classifier accuracy. Finally, we train
our unigram and BERT models to reweigh
examples with the inverse probability of the
class label in the training data.

We also show the performance of two näıve
strategies: randomly guessing across the four
demographic categories, and deterministically
guessing the majority category. These
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# Users LD CPT TTR HPT Formality Politeness Top SAGE Keywords

A 9442 .751 .075 .533 .155∗ -1.770 .4595 liked, visit, hahaha, art, youtube
B 70838 .747 .067 .532 .096† -1.750 .4584 avrillavigne, ni**as, black, ni**a, wit

H/L 8349 .731 .051 .563 .145∗ -1.802 .4609 justinbieber, justin, online, follow
W 57724 .759 .085 .510 .081† -1.697 .4614 bc, realdonaldtrump, snapchat, dog, holy

Table 6: Comparison of the mean values for each numerical feature between groups. The last column
has the top keywords per group as differentiated according to the SAGE model. Methods are described
in § 7. Abbreviations: LD, Lexical Diversity; CPT, Contractions/tweet; TTR, Type-Token Ratio; HPT,
Hashtags/tweet. Almost all differences are significant; only those numbers that share superscript symbols
are not significantly different at a 0.05 confidence level when using a Mann-Whitney U test.

baselines highlight the trade-offs between
accuracy and F1. Because the imbalanced test
set is so imbalanced, the “Majority” baseline
strategy can achieve high overall accuracy, but
very low F1. The Random baseline has low
overall accuracy but slightly better F1 than
the Majority strategy. These two baselines
provide the first two rows of Table 3.

We stress these evaluation details because
the class-imbalance may have serious
implications for downstream applications.
Models trained to do well on the majority class
at the expense of minority classes could bias
downstream analyses by under-representing
minority groups. In public health applications
with disparities between groups (LaVeist,
2005), not accounting for imbalances between
the training and test datasets could exacerbate
rather than ameliorate inequalities.

6 Experimental Results and
Discussion

Table 3 shows several trends. The BERT
and Unigram models, using 200 tweets per
user, generally outperform the single-tweet
Names models. In the imbalanced evaluations,
we see a large trade-off between accuracy
and F1, with models achieving higher overall
accuracy when they ignore the smaller Asian
and Hispanic/Latinx classes. Even the trivial
“Majority” baseline is competitive due to
the extreme class-imbalance. While models
trained only on Crowd achieve significantly
higher accuracy on the imbalanced test set
than models trained on our datasets, this is
only because of their excellent performance
on White users. Table 4 shows the
class-specific accuracy of Unigram models;
the model trained only on the imbalanced
Crowd dataset achives 95.1% accuracy on

White users, but lower than 50%, 1%, and
20% accuracy on Black, Hispanic/Latinx,
and Asian users. While more sophisticated
approaches to addressing the extreme class
imbalance could close the gap between
training on Crowd alone and using our noisy
datasets, we can see the benefits of our data
in the balanced evaluation.

Across all balanced evaluations, all but
one of the models trained with our collected
datasets outperform models trained only on
Crowd in both accuracy and F1. Several
models improve by more than .10 F1 over
models trained only on Crowd. The
BERT models achieve the best performance
in the balanced evaluation, while performing
relatively poorly on imbalanced data. This
occurs because the BERT models achieve high
accuracy on the Black and Asian classes, which
are underrepresented in our imbalanced test
set. We show a confusion matrix for our best
balanced model in Table 5.

These models are quite simple, and more
complex models could improve performance
independent of the dataset. However, by
limiting ourselves to simpler models, we can
demonstrate that for learning a classifier that
performs well on four-class classification of
race and ethnicity, our noisy datasets are
clearly beneficial. While the self-reports are
noisy, we collect enough data to support better
classifiers on held-out, gold-standard labels.
Despite this experimental improvement,
real-world applications may require more
accurate classifiers or may need to prioritize
classifiers with high precision or recall for a
particular group. Such research requires a
careful contextualization of what conclusions
can be drawn from the available data and
models; classifier error may exaggerate
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Asian Black Hispanic/Latinx White Random

% users in dataset 6.71 49.44 5.83 38.02 –

% users with 1+ tweets from Android 38.95∗† 38.33∗ 39.41† 25.46 –
% users with 1+ tweets from iPhone 60.28 58.21 54.89 75.37 –
% users with 1+ tweets from Desktop 43.34 30.59 44.87 31.04 –

% users with profile URL 34.09∗ 29.71 34.75∗ 24.78 20.8
% users with custom profile image 98.83 99.29∗† 99.24∗‡ 99.33†‡ 95.4
% users with geotagging enabled 48.65∗ 53.27 49.54∗ 56.04 33.1
% users with 1+ geotagged tweet 8.35∗ 6.46 7.81∗ 5.43 7.9

Average statuses count 11974 18709 12449 14177 –
Average tweets per month 177.83 255.41 182.13 200.85 739

(m) % tweets that mention a user 59.73 58.71 60.44∗ 61.77∗ 22.3
(m) % tweets that include an image 20.44∗ 17.20 18.39 19.17∗ 33.9
(m) % tweets that include a URL 20.99 21.64 24.01 17.22 –

Table 7: Profile Behavioral Features. The first four columns show our HF users, the fifth shows a
random sample of 1M users reported in (Wood-Doughty et al., 2017), when available. (m) indicates
micro-averaging; all others are macro-averaged across users. Almost all differences between HF groups
are statistically significant according to a Mann-Whitney U Test. However, if two entries in the same
row share a superscript, they are not significantly different at a 0.05 confidence level. We cannot test
significance against the random sample.

differences between groups.

7 Twitter Behaviors across Groups

Our experiments show that our datasets
enable better predictive models, but say
nothing about how self-reporting users
use Twitter. Do different groups in our
dataset differ in other behaviors? We
explore this using a variety of quantitative
analyses of Twitter user behavior, following
similarly-motivated public health research
(Coppersmith et al., 2014; Homan et al., 2014;
Gkotsis et al., 2016). Two interpretations are
possible for these group-level differences:
either user behavior correlates with
demographic categories (Wood-Doughty
et al., 2017), or the choice to self-report
correlates with these behaviors. These can
both be true, and our current methods
cannot distinguish between them. While our
empirical evaluation shows that our data is
still useful for training classifiers to predict
gold-standard labels, possible selection bias
may influence real-world applications.

Lexical features are widely used to study
Twitter (Pennacchiotti and Popescu, 2011;
Blodgett et al., 2016). For each user in
our dataset, we follow §3.1 of Inuwa-Dutse
et al. (2018) and calculate Type-Token Ratio4,

4The number of unique tokens in a tweet divided by
the total number of tokens in the tweet.

Lexical Diversity5 (Tweedie and Baayen,
1998), and the number of hashtags and English
contractions they use per tweet. We then use
existing trained models for analyzing formality
and politeness (Pavlick and Tetreault,
2016; Danescu-Niculescu-Mizil et al., 2013)
of online text. The formality score is
estimated with a regression model over lexical
and syntactic features including n-grams,
dependency parse, and word embeddings. The
politeness classifier uses unigram features and
lexicons for gratitude and sentiment. We use
the published implementations.6,7 For both
trained models, we macro-average over users’
scores to obtain a value for each demographic
group. We also use a SAGE (Eisenstein et al.,
2011) lexical variation implementation to find
the words that most distinguish each group.
The means of the six quantitative features and
the top five SAGE keywords for each group is
shown in Table 6.

We then consider a few basic measures
of Twitter usage, computed from the profile
information of each user. Table 7 contains
the mean value of these features, describing
the broad range of basic user behaviors on
the Twitter platform. Almost all differences

5The total number of tokens in a tweet without
URLs, user mentions and stopwords divided by the
total number of tokens in the tweet.

6
https://github.com/YahooArchive/formality-classifier

7
https://github.com/sudhof/politeness
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in these behavioral features are significant
across groups. Device usage shows the biggest
difference; White users are much more likely
to have used an iPhone than an Android
to tweet. In past work, Pavalanathan and
Eisenstein (2015) demonstrated that the use
of Twitter geotagging was more prevalent
in metropolitan areas and among younger
users. Table 7 follows Wood-Doughty et al.
(2017) which calculated these features for
a sample of 1M Twitter users. Users
in our datasets comparatively more often
customize their profile image or URL or
enable geotagging. More bots or spam in the
random sample may partially account for these
differences (Morstatter et al., 2013). Table 8
in Appendix D also compares lists of the
most common common emojis, emoticons, and
part-of-speech tags within each group.

These analyses show substantial differences
between the groups labeled by our
self-report methods, suggesting our noisy
self-reports correlate with actual Twitter
usage behavior. However, it cannot reveal
whether these differences primarily correlate
with racial/ethnic groups or whether these
differences appear from how users decide
whether to self-report a race/ethnicity
keyword. Researchers working on downstream
public health applications (e.g. Gkotsis et al.
(2016)) may want to account for these
empirical differences between groups in our
training datasets when drawing conclusions
about users in other datasets.

8 Limitations and Future Work

We have presented a reproducible method
for automatically identifying self-reports of
race and ethnicity to construct an annotated
dataset for training demographic inference
models. While our automated annotations are
imperfect, we show that our data can replace
or supplement manually-annotated data. Our
data collection methodology does not rely on
large-scale crowd-sourcing, making it more
reproducible and easier to keep datasets
up-to-date. These contributions enable the
development and distribution of tools to
facilitate demographic contextualization in
computational social science research.

There are several important extensions to

consider. First, our analysis focuses on the
United States and English-language racial
keywords; most countries have a unique
cultural conceptualizations of race/ethnicity
and unique demographic composition, and
may require a country-specific focus. We
only cover four categories of race/ethnicity,
ignoring smaller populations and multi-racial
categories (Jones and Smith, 2001). We
use a limited set of query terms, which
ignores the diversity of how people may choose
to self-report their identities. While our
methods scale easily to additional categories
and/or racial keywords, our evaluation
method requires a gold-standard test set
that covers those groups. For specific
applications, a domain expert might prioritize
precision or recall for a specific demographic
class. This may involve fine-tuning a
classifier on a dataset constructed with a
particular class-imbalance; the details of
that imbalance should be contextualized
with the general class distribution of the
population on Twitter. Our analyses could
be compared against human perceptions of
users’ racial identity, though past work has
suggested such perceptions have underlying
biases (Preoţiuc-Pietro et al., 2017). Finally,
past work has highlighted various biases
in demographic inference (Pavalanathan and
Eisenstein, 2015; Wood-Doughty et al., 2017),
and our analyses cannot fully rule out the
presence of such biases in our data or
models. In future work, we strongly encourage
the study of racial self-identities and social
cultural issues as supported by computational
analyses. These issues should be viewed from
a global perspective, especially with regards to
biases in our collection methods (Landeiro and
Culotta, 2016).

We release our code in the Demographer

package to enable training new models and
constructing future updated datasets. We
also release our trained models and annotated
Twitter user ids for academic researchers that
agree to the data use agreement and obtain
approval from an ethics board.
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A Preprocessing, Tokenizing, and
Tagging

We lowercase all descriptions and use NLTK
Tweet Tokenizer (Bird et al., 2009) to get the
PoS tags. Our candidate self-report words are
scraped from 177M Twitter descriptions using
the regex and PoS pattern, {I‘/I a}m (+

RB)( + DT) (+ JJ) + NN. We collect both
adjectives and nouns from the pattern above,
and refine the matches by keeping adjectives
and nouns that match the majority tag in the
Google N-gram corpus. We filter out plural
words (e.g. “white people”) using a PoS tag
pattern, JJ + NNPS/NNS, and refer to our set
of self-report words as S.

B Calculating the “Self-Report”
Score

To calculate the score described in § 4, we
first obtain simple co-occurrence weighting by
counting the occurrences Os(ws) of word ws as
a self-report word, and its overal occurrences
O(ws). Then:

R =
∑

ws∈Swin

1

D(ws, q)
· Os(ws)
O(ws)

,

where Swin is the self-report words in the fixed
window size, D(ws, q) denotes the distance
between ws and query word q.

We also consider a TF-IDF weighting as:

Rtfidf =
∑

ws∈Swin

1

D(ws, q)
· Os(ws)
O(ws)

· log

∑
w∈S Os(w)

Os(ws)

To fine-tune our self-report score, three
authors manually labeled a tuning set of
400 descriptions as to whether the user was
self-reporting a matching query word, using a
three-label nominal scale of “yes,” “no,” and
“unsure.’ We discarded 6 that we classified
as organizations (Wood-Doughty et al., 2018),
and had an Krippendorff α 0.8058 on the
remaining 394. We use majority voting
strategy to get binary labels and select the
self-report score’s hyperparameters of window
size and threshold, and whether to use
the tf-idf weighting, based on the precision
calculated on this tuning set.

To ensure that these chosen
hyperparameters did not overfit to the
tuning set, we sampled an additional 199
users from HF. Using a three-label nominal
scale of “yes,” “no,” or “unsure,” the three
annotators achieved a Krippendorff’s alpha of
0.625. After converting to binary “yes” and
“no” by taking majority voting and discarding
7 users who were majority “unsure,” our best
model achieves 72.4% accuracy on the test
set with simple weighting, window size 5, and
threshold of 0.35.

C Model Training Details

Our name model uses a CNN implementation
released in Wood-Doughty et al. (2018).
We use a CNN with 256 filters of width
3. The user’s name (not screen name) is
truncated at 50 characters and embedded
into a 256 dimensional character embedding.
We fine-tuned the learning rate on our dev
data, trained for 250 epochs, and used
early-stopping on dev-set F1 to pick which
model to evaluate on the test set.

Our unigram model follows Volkova and
Bachrach (2015), using a simple sparse logistic
regression. We use an implementation from
Scikit-Learn, and tune the regularization
parameter on the dev set. We introduce
a hyperparameter to down-weight the
contribution of our users compared to the
baseline users; we also set that parameter on
the dev set.

For BERT model, we first get embedding
for every tweet by taking the vector
with size 768 on special [CLS] token in
the last hidden layer. The element-wise
average of all tweet embeddings from one
user is then passed through a logistic
regression model with L2 regularization to
make the classification. Similarly, the
regularization parameter is tuned on the dev
set. We fine-tuned DistilBERT model on
tweets collected from training set split of
the crowdsourced dataset. However, after
observing limited performance improvement
we just use pre-trained DistilBERT model.
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Emojis Hashtags PoS bigrams
Top k 20 50 20 50 20 50

A v. B -0.67 -0.26 -0.85 -0.87 0.29 0.19
A v. H/L -0.10 -0.07 -0.84 -0.86 0.55 0.02
A v. W -0.38 0.13 -0.83 -0.80 0.02 -0.02
B v. H/L -0.65 -0.38 -0.83 -0.82 0.52 0.03
B v. W -0.48 -0.16 -0.79 -0.72 0.04 0.24
H/L v. W -0.40 -0.13 -0.91 -0.89 -0.17 -0.28

Table 8: Kendall’s τ correlation coefficients for top
items of different list features. For hashtags in
particular we see large negative coefficients.

D Additional Analyses of Twitter
Behavior across Groups

This appendix contains an additional analysis
following § 7.

In addition to the SAGE keyword
comparison, we explore topical differences
between groups by compiling ranked
lists of common emojis, emoticons, and
part-of-speech tags within each group.
Table 8 shows a comparison of Kendall τ
rank correlation between these To compare
across groups, we look at the top k items
in each list and calculate Kendall τ rank
correlation coefficients for each pair of
demographic groups (Morstatter et al., 2013).
Table 8 shows pairwise τ correlations. These
coefficients vary between -1 and 1 for perfect
negative and positive correlations. For emojis,
all correlations are negative for k = 20, but
increase at k = 50. For hashtags, however,
correlations are strongly negative for all
values of k, suggesting that groups labeled by
our method substantially differ in the topics
they discuss. While we use English keywords
for data collection, topic difference may be
confounded by users’ native language(s).

E Data Statement

Following Bender and Friedman (2018), we
highlight characteristics of our collected noisy
self-report data that may be important for
mitigating ethical and scientific missteps.

Curation rationale Examples of Twitter
users who self-report their racial identity using
English-language keywords.

Language variety While our dataset
contains predominantly English (en-US),
there is substantial diversity in language due

to the international and due to the informal
setting of Twitter. When we randomly sample
1000 users from our Heuristic Filter list
and consider up to 100 tweets per user, we
find that the Twitter-produced lang field
indicates that 78.5% of the tweets are in
English, with the next three most-common
lang labels as Spanish (3.8%), Portuguese
(3.7%), and Undetermined (3.3%).

Speaker demographics The speakers in
our dataset are Twitter users. To be included
in our initial dataset, users must use an
English racial self-report keyword in their
Twitter profile description, and must not be
labeled as an organization by the classifier
from Wood-Doughty et al. (2018). We
then perform additional filtering of users,
detailed in the paper, to improve the likelihood
that a racial self-report keyword is actually
self-reporting race.

Annotator demographics Our small
manual annotation was conducted by three
authors, Asian and White men, ages 20-30,
with native languages of Chinese and English.

Speech situation Twitter user profiles and
tweets.

Text characteristics Informal Twitter user
descriptions and tweets. We make no
restrictions on the content of the tweets.
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Abstract

Personality and demographics are important
variables in social sciences and computational
sociolinguistics. However, datasets with both
personality and demographic labels are scarce.
To address this, we present PANDORA, the
first dataset of Reddit comments of 10k users
partially labeled with three personality models
and demographics (age, gender, and location),
including 1.6k users labeled with the well-
established Big 5 personality model. We show-
case the usefulness of this dataset on three ex-
periments, where we leverage the more read-
ily available data from other personality mod-
els to predict the Big 5 traits, analyze gen-
der classification biases arising from psycho-
demographic variables, and carry out a confir-
matory and exploratory analysis based on psy-
chological theories. Finally, we present bench-
mark prediction models for all personality and
demographic variables.

1 Introduction

Personality and demographics describe differences
between people at the individual and group level.
This makes them important for much of social
sciences research, where they may be used as ei-
ther target or control variables. One field that can
greatly benefit from textual datasets with person-
ality and demographic data is computational soci-
olinguistics (Nguyen et al., 2016), which uses NLP
methods to study language use in society.

Conversely, personality and demographic data
can be useful in the development of NLP systems.
Recent advances in machine learning have brought
significant improvements in NLP systems’ perfor-
mance across many tasks, but these typically come
at the cost of more complex and less interpretable
models, often susceptible to biases (Chang et al.,
2019). Biases are commonly caused by societal bi-
ases present in data, and eliminating them requires
a thorough understanding of the data used to train

the model. One way to do this is to consider demo-
graphic and personality variables, as language use
and interpretation is affected by both. Incorporat-
ing these variables into the design and analysis of
NLP models can help interpret model’s decisions,
avoid societal biases, and control for confounders.

The demographic variables of age, gender, and
location have been widely used in computational
sociolinguistics (Bamman et al., 2014; Peersman
et al., 2011; Eisenstein et al., 2010), while in NLP
there is ample work on predicting these variables
or using them in other NLP tasks. In contrast, ad-
vances in text-based personality research are lag-
ging behind. This can be traced to the fact that (1)
personality-labeled datasets are scarce and (2) per-
sonality labels are much harder to infer from text
than demographic variables such as age and gender.
In addition, the few existing datasets have serious
limitations: a small number of authors or com-
ments, comments of limited length, non-anonymity,
or topic bias. While most of these limitations have
been addressed by the recently published MBTI9k
Reddit dataset (Gjurković and Šnajder, 2018), this
dataset still has two deficiencies. Firstly, it uses
the Myers-Briggs Type Indicator (MBTI) model
(Myers et al., 1990), which – while popular among
the general public and in business – is discred-
ited by most personality psychologists (Barbuto Jr,
1997). The alternative is the well-known Five Fac-
tor Model (or Big 5) (McCrae and John, 1992),
which, however, is less popular, and thus labels
for it are harder to obtain. Another deficiency
of MBTI9k is the lack of demographics, limiting
model interpretability and use in sociolinguistics.

Our work seeks to address these problems by
introducing a new dataset – Personality ANd De-
mographics Of Reddit Authors (PANDORA) – the
first dataset from Reddit labeled with personality
and demographic data. PANDORA comprises over
17M comments written by more than 10k Reddit
users, labeled with Big 5 and/or two other person-

138



ality models (MBTI, Enneagram), alongside age,
gender, location, and language. In particular, Big 5
labels are available for more than 1.6k users, who
jointly produced more than 3M comments.

PANDORA provides exciting opportunities for
sociolinguistic research and development of NLP
models. In this paper we showcase its usefulness
through three experiments. In the first, inspired
by work on domain adaptation and multitask learn-
ing, we show how the MBTI and Enneagram labels
can be used to predict the labels from the well-
established Big 5 model. We leverage the fact that
more data is available for MBTI and Enneagram,
and exploit the correlations between the traits of
the different models and their manifestations in
text. In the second experiment we demonstrate
how the complete psycho-demographic profile can
help in pinpointing biases in gender classification.
We show that a gender classifier trained on a large
Reddit dataset fails to predict gender for users with
certain combinations of personality traits more of-
ten than for other users. Finally, the third exper-
iment showcases the usefulness of PANDORA in
social sciences: building on existing theories from
psychology, we perform a confirmatory and ex-
ploratory analysis between propensity for philoso-
phy and certain psycho-demographic variables.

We also report on baselines for personality and
demographics prediction on PANDORA. We treat
Big 5 and other personality and demographics vari-
ables as targets for supervised machine learning,
and evaluate a number of benchmark models with
different feature sets. We make PANDORA avail-
able1 for the research community, in the hope this
will stimulate further research.

2 Background and Related Work

Personality models and assessment. Myers-
Briggs Type Indicator (MBTI; Myers et al., 1990)
and Five Factor Model (FFM; McCrae and John,
1992) are two most commonly used personality
models. Myers-Briggs Type Indicator (MBTI) cat-
egorizes people in 16 personality types defined
by four dichotomies: Introversion/Extraversion
(way of gaining energy), Sensing/iNtuition (way of
gathering information), Thinking/Feeling (way of
making decisions), and Judging/Perceiving (pref-
erences in interacting with others). The main crit-
icism of MBTI focuses on low validity (Bess and
Harvey, 2002; McCrae and Costa, 1989).

1https://psy.takelab.fer.hr

Contrary to MBTI, FFM (McCrae and John,
1992) has a dimensional approach to personality
and describes people as somewhere on the contin-
uum of five personality traits (Big 5): Extraver-
sion (outgoingness), Agreeableness (care for social
harmony), Conscientiousness (orderliness and self-
discipline), Neuroticism (tendency to experience
distress), and Openness to Experience (apprecia-
tion for art and intellectual stimuli). Big 5 person-
ality traits are generally assessed using inventories
e.g., personality tests.2 Moreover, personality has
been shown to relate to some demographic vari-
ables, including gender (Schmitt et al., 2008), age
(Soto et al., 2011), and location (Schmitt et al.,
2007). Results show that females score higher
than males in agreeableness, extraversion, consci-
entiousness, and neuroticism (Schmitt et al., 2008),
and that expression of all five traits subtly changes
during lifetime (Soto et al., 2011). There is also
evidence of correlations between MBTI and FFM
(Furnham, 1996; McCrae and Costa, 1989).

NLP and personality. Research on personality
and language developed from early works on essays
(Pennebaker and King, 1999; Argamon et al., 2005;
Luyckx and Daelemans, 2008), emails (Oberlander
and Gill, 2006), EAR devices (Mehl et al., 2001),
and blogs (Iacobelli et al., 2011), followed by early
research on social networks (Quercia et al., 2011;
Golbeck et al., 2011). In recent years, most re-
search is done on Facebook (Schwartz et al., 2013;
Celli et al., 2013; Park et al., 2015; Tandera et al.,
2017; Vivek Kulkarni, 2018; Xue et al., 2018),
Twitter (Plank and Hovy, 2015; Verhoeven et al.,
2016; Tighe and Cheng, 2018; Ramos et al., 2018;
Celli and Lepri, 2018), and Reddit (Gjurković and
Šnajder, 2018; Wu et al., 2020). Due to labeling
cost and privacy concerns, it has become increas-
ingly challenging to obtain personality datasets,
especially large-scale dataset are virtually nonexis-
tent . Wiegmann et al. (2019) provide an overview
of the datasets, some of which are not publicly
available.

After MyPersonality dataset (Kosinski et al.,
2015) became unavailable to the research commu-
nity, subsequent research had to rely on the few
smaller datasets based on essays (Pennebaker and

2The usual inventories for assessing Big 5 are International
Personality Item Pool (IPIP; Goldberg et al., 2006), Revised
NEO Personality Inventory (NEO-PI-R; Costa et al., 1991),
or Big 5 Inventory (BFI; John et al., 1991). Another common
inventory is HEXACO (Lee and Ashton, 2018), which adds a
sixth trait, Honesty-Humility.
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King, 1999), personality forums,3 Twitter (Plank
and Hovy, 2015; Verhoeven et al., 2016), and a
small portion of the MyPersonality dataset (Kosin-
ski et al., 2013) used in PAN workshops (Celli et al.,
2013, 2014; Rangel et al., 2015).

To the best of our knowledge, the only work that
attempted to compare prediction models for both
MBTI and Big 5 is that of Celli and Lepri (2018),
carried out on Twitter data. However, they did not
leverage the MBTI labels in the prediction of Big
5 traits, as their dataset contained no users labeled
with both personality models.

As most recent personality predictions models
are based on deep learning (Majumder et al., 2017;
Xue et al., 2018; Rissola et al., 2019; Wu et al.,
2020; Lynn et al., 2020; Vu et al., 2020; Mehta
et al., 2020; Mehta et al., 2020), large-scale multi-
labeled datasets such as PANDORA can be used to
develop new architectures and minimize the risk of
models overfitting to spurious correlations.

User Factor Adaption. Another important line
of research that would benefit from datasets like
PANDORA is debiasing based on demographic data
(Liu et al., 2017; Zhang et al., 2018; Pryzant et al.,
2018; Elazar and Goldberg, 2018; Huang and Paul,
2019). Current research is done on demographics,
with the exception of the work of Lynn et al. (2017),
who use personality traits, albeit predicted. Differ-
ent social media sites attract different types of users,
and we expect more research of this kind on Reddit,
especially considering that Reddit is the source of
data for many studies on mental health (De Choud-
hury et al., 2016; Yates et al., 2017; Sekulic et al.,
2018; Cohan et al., 2018; Turcan and McKeown,
2019; Sekulic and Strube, 2019).

3 PANDORA Dataset

Reddit is one of the most popular websites world-
wide. Its users, Redditors, spend most of their
online time on site and have more page views
than users of other websites. This, along with the
fact that users are anonymous and that the website
is organized in more than a million different top-
ics (subreddits), makes Reddit suitable for various
kinds of sociolinguistic studies. To compile their
MBTI9k Reddit dataset, Gjurković and Šnajder
(2018) used the Pushift Reddit dataset (Baumgart-
ner et al., 2020) to retrieve the comments dating
back to 2015. We adopt MBTI9k as the starting

3http://www.kaggle.com/datasnaek/mbti-type

point for PANDORA.

Ethical Research Statement. We are following
the ethics code for psychological research by which
researchers may dispense with informed consent of
each participant for archival research, for which dis-
closure of responses would not place participants at
risk of criminal or civil liability, or damage their fi-
nancial standing, employability, or reputation, and
if confidentiality is protected. As per Reddit User
Agreement, users agree not to disclose sensitive
information of other users and they consent that
their comments are publicly available and exposed
through API to other services. The users may re-
quest to have their content removed, and we have
taken this into account by removing such content;
future requests will be treated in the same way and
escalated to Reddit. Our study has been approved
by an academic IRB.

3.1 MBTI and Enneagram Labels

Gjurković and Šnajder (2018) relied on flairs to ex-
tract the MBTI labels. Flairs are short descriptions
with which users introduce themselves on various
subreddits, and on MBTI-related subreddits they
typically report on MBTI test results. Owing to the
fact that MBTI labels are easily identifiable, they
used regular expressions to obtain the labels from
flairs (and occasionally from comments). We use
their labels for PANDORA, but additionally manu-
ally label for Enneagram, which users also typically
report in their flairs. In total, 9,084 users reported
their MBTI type in the flair, and 793 additionally
reported their Enneagram type. Table 1 shows the
distribution of MBTI types and dimensions (we
omit Enneagram due to space constraints).

3.2 Big 5 Labels

Obtaining Big 5 labels turned out to be more chal-
lenging. Unlike MBTI and Enneagram tests, Big 5
tests result in a score for each of the five traits.
Moreover, the score format itself is not standard-
ized, thus scores are reported in various formats
and they are typically reported not in flairs but in
comments replying to posts which mention a spe-
cific online test. Normalization of scores poses a
series of challenges. Firstly, different web sites use
different inventories (e.g., HEXACO, NEO PI-R,
Aspect-scale), some of which are publicly available
while others are proprietary. The different tests use
different names for traits (e.g., emotional stability
as the opposite of neuroticism) or use abbreviations
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(e.g., OCEAN, where O stands for openness, etc.).
Secondly, test scores may be reported as either raw
scores, percentages, or percentiles. Percentiles may
be calculated based on the distribution of users that
took the test or on distribution of specific groups of
offline test-takers (e.g., students), in the latter case
commonly adjusted for age and gender. Moreover,
scores can be either numeric or descriptive, the
former being in different ranges (e.g., -100–100, 0–
100, 1–5) and the latter being different for each test
(e.g., descriptions typical and average may map to
the same underlying score). On top of this, users
may decide to copy-paste the results, describe them
in their own words (e.g., rock-bottom for low score)
– often misspelling the names of the traits – or com-
bine both. Lastly, in some cases the results do
not even come from inventory-based assessments
but from text-based personality prediction services
(e.g., Apply Magic Sauce and Watson Personality).

Extraction. The fact that Big 5 scores are re-
ported in full-text comments rather than flairs and
that their form is not standardized makes it difficult
to extract the scores fully automatically. Instead,
we opted for a semiautomatic approach as follows.
First, we retrieved candidate comments contain-
ing three traits most likely to be spelled correctly
(agreeableness, openness, and extraversion). For
each comment, we retrieved the corresponding post
and determined what test it refers to based on the
link provided, if the link was present. We first dis-
carded all comment referring to text-based predic-
tion services, and then used a set of regular expres-
sions specific to the report of each test to extract
personality scores from the comment. Next, we
manually verified all the extracted scores and the
associated comments to ensure that the comments
indeed refer to a Big 5 test report and that the scores
have been extracted correctly. For about 80% of
reports the scores were extracted correctly, while
for the remaining 20% we extracted the scores man-
ually. This resulted in Big 5 scores for 1027 users,
reported from 12 different tests. Left out from this
procedure were the comments for which the test is
unknown, as they were replying to posts without a
link to the test. To also extract scores from these
reports, we trained a test identification classifier on
the reports of the 1,008 users, using character n-
grams as features, and reaching an F1-macro score
of 81.4% on held-out test data. We use this classi-
fier to identify the tests referred to in the remaining
comments and repeat the previous score extraction

procedure. This yielded scores for additional 600
users, for a total of 1,608 users.

Normalization. To normalize the extracted
scores, we first heuristically mapped score descrip-
tions of various tests to numeric values in the 0–100
range in increments of 10. As mentioned, scores
may refer to either raw scores, percentiles, or de-
scriptions. Both percentiles and raw scores are
mostly reported on the same 0–100 scale, so we
refer to the information on the test used to inter-
pret the score correctly. Finally, we convert raw
scores and percentages reported by Truity4 and
HEXACO5 to percentiles based on score distribu-
tion parameters. HEXACO reports distribution pa-
rameters publicly, while Truity provided us with
parameters of the distribution of their test-takers.

Finally, for all users labeled with Big 5 labels,
we retrieved all their comments from the year 2015
onward, and add these to the MBTI dataset from
§3.1. The resulting dataset consists of 17,640,062
comments written by 10,288 users. There are 393
users labeled with both Big 5 and MBTI.

3.3 Demographic Labels

To obtain age, gender, and location labels, we again
turn to textual descriptions provided in flairs. For
each of the 10,228 users, we collected all the dis-
tinct flairs from all their comments in the dataset,
and then manually inspected these flairs for age,
gender, and location information. For users who
reported their age in two or more flairs at different
time points, we consider the age from most re-
cent one. Additionally, we extract comment-level
self-reports of users’ age (e.g., I’m 18 years old)
and gender (e.g., I’m female/male). As for loca-
tion, users report location at different levels, mostly
countries, states, and cities, but also continents and
regions. We normalize location names, and map
countries to country codes, countries to continents,
and states to regions. Most users are from En-
glish speaking countries, and regionally evenly dis-
tributed in US and Canada (cf. Appendix). Table 1
shows the average number per user. Lastly, Ta-
ble 2 gives intersection counts between personality
models and other demographic variables.

4https://www.truity.com/
5http://hexaco.org/hexaco-online
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Figure 1: Distribution of Big 5 percentile scores

Big 5 Trait All Females Males

Openness 62.5 62.9 64.3
Conscientiousness 40.2 43.3 41.6
Extraversion 37.4 39.7 37.6
Agreeableness 42.4 44.1 38.9
Neuroticism 49.8 51.6 46.9

Age 25.7 26.7 25.6

# Comments 1819 2004 3055

MBTI Dimension # Users MBTI Dimension # Users

Introverted 7134 Extraverted 1920
Intuitive 8024 Sensing 1030
Thinking 5837 Feeling 3217
Perceiving 5302 Judging 3752

Table 1: Means of Big 5 percentile scores (n=1608),
age (n=2324), number of comments per user
(n=10,255) and distribution of MBTI traits (n=9054)

3.4 Analysis

Table 1 and Figure 1 show the distributions of Big
5 scores per trait.6 We observe that the average user
in our dataset is average on neuroticism, more open,
and less extraverted, agreeable, and conscientious.
Furthermore, males are on average younger, less
agreeable, and neurotic than females. Similarly,
Table 1 shows that MBTI users have a preference
for introversion, intuition (i.e., openness), thinking
(i.e., less agreeable), and perceiving (less conscien-
tious). This is not surprising if we look at Table 3,
which shows high correlation between particular
MBTI dimensions or Enneagram types, and Big 5
traits. Correlations between Big 5 and MBTI fol-
low the same pattern as correlations from existing
psychological research (McCrae and Costa, 1989).

4 Experiments

Coupling linguistic data with psycho-demographic
profiles sets the stage for many interesting research

6As noted by Gjurković and Šnajder (2018), due to various
selection biases involved our dataset may not be representative
of Reddit users, and it is certainly not representative of internet
users or the general population.

Variable Big 5 MBTI Enneagram Unique

Gender 599 2695 345 3084
Female 232 1184 149 1331
Male 367 1511 196 1753
Age 638 1890 290 2324
Country 235 1984 182 2146
Region 74 800 65 852
Big 5 – 393 64 1608
MBTI 393 – 793 9084
Enneagram 64 793 – 794

Table 2: Intersection details for personality models and
the total number of unique labels

MBTI / Big 5 O C E A N

Introverted –.062 –.062 –.748 –.055 .157
Intuitive .434 –.027 –.042 .030 .065
Thinking –.027 .138 –.043 –.554 –.341
Perceiving .132 –.575 .145 .055 .031

Enneagram 1 –.139 .271 –.012 .004 –.163
Enneagram 2 .038 .299 .042 .278 –.034
Enneagram 3 .188 .004 .143 –.069 –.097
Enneagram 4 .087 –.078 –.137 .320 .342
Enneagram 5 –.064 .006 –.358 –.157 –.040
Enneagram 6 –.026 .003 –.053 –.007 .276
Enneagram 7 .015 –.347 .393 –.119 –.356
Enneagram 8 –.127 .230 .234 –.363 –.179
Enneagram 9 –.003 –.155 –.028 .018 .090

Table 3: Correlations between gold MBTI, Enneagram,
and Big 5. Significant correlations (p<.05) are bolded.

questions. We showcase this with three experi-
ments on PANDORA.

4.1 Predicting Big 5 with MBTI/Enneagram

MBTI and Enneagram are considerably more pop-
ular than Big 5 among the social media users.
This makes it relatively easy to obtain the MBTI
and Enneagram labels (§3.1), and develop well-
performing prediction models using supervised ma-
chine learning. On the other hand, validity of MBTI
and Enneagram has been severely criticized (Bar-
buto Jr, 1997; Thyer, 2015), which is why they
are virtually not used in psychological research.
This experiment investigates whether we can com-
bine the best of both worlds: leverage the more
abundant MBTI/Enneagram labels in PANDORA

to predict Big 5 traits from text. We hypothe-
size that the questionable psychological validity
of MBTI/Enneagram labels can be compensated by
their number. We base this on moderate to strong
correlations observed between the personality mod-
els (Table 3) and the presence of a considerable
number of users with multiple labels (Table 2).

We frame the experiment as a domain adapta-
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tion task of transferring MBTI/Enneagram labels
to Big 5 labels, using a simple domain adaptation
approach from (Daumé III, 2007) (cf. Appendix
for more details). We train four text-based MBTI
classifiers on a subset of PANDORA users for which
we have MBTI labels but no Big 5 labels. We then
apply these classifiers on a subset of PANDORA

users for which we have both MBTI and Big 5
labels, obtaining a type-level accuracy of MBTI
prediction of 45%. Table 4 shows correlations be-
tween MBTI and Big 5 gold labels and predicted
MBTI labels (cf. Appendix for Enneagram correla-
tions). As expected, we observe lower overall cor-
relations in comparison with correlations on gold
labels (Table 3). The main observable difference is
that extraversion is now moderately correlated with
predicted MBTI intuitive dimension. As majority
of Big 5 traits significantly correlate with more
than one MBTI dimension, we use these scores as
features for training five regression models, one for
each Big 5 trait. Lastly, we apply both classifiers
on the subset of PANDORA users for which we have
Big 5 labels but no MBTI labels (serving as domain
adaptation target set). We use MBTI classifiers to
obtain scores for the four MBTI dimensions, and
then feed these to Big 5 models to obtain predic-
tions for the five traits. The resulting correlations
(Table 5) clearly indicate that predictions based on
MBTI help in predicting Big 5 traits. Furthermore,
the results justify the use of regression models as
predicted Big 5 traits are more correlated with gold
Big 5 traits then predicted MBTI dimensions, with
the exception of conscientiousness, which is signif-
icantly correlated with perceiving/judging MBTI
dimension. For instance, predicted openness is a
better predictor of openness than the intuitive di-
mension.

4.2 Gender Classification Bias

Gender classification from text is a fundamental
task in author profiling, and in particular author pro-
filing on social media has recently received a lot of
attention from the NLP community (Bamman et al.,
2014; Sap et al., 2014; Ciot et al., 2013). Addition-
ally, gender is often in the spotlight of research
of fairness and bias in NLP (Sun et al., 2019). Bi-
ases are often introduced by demographic and other
imbalances in training data. Here we look at per-
sonality profile as a potential source of bias, and set
out to investigate whether a simple gender classifi-
cation model trained on Reddit exhibits biases that

Predicted

Gold I/E N/S T/F P/J

O –.094 .251 –.087 .088
C –.003 .033 .085 –.419
E –.516 .118 –.142 –.002
A .064 .068 –.406 .003
N .076 –.026 –.234 .007

I/E .513 –.096 .023 –.066
N/S .046 .411 –.043 .032
T/F –.061 –.036 .627 .141
P/J –.108 –.033 .083 .587

Table 4: Correlations between predicted MBTI, En-
neagram and Big 5 with gold Big 5 traits on users that
reported both MBTI and Big 5. Significant correlations
(p<.05) are shown in bold.

Predicted O C E A N

I/E –.082 .039 –.262 –.003 –.002
N/S .127 –.021 .049 .060 .001
T/F –.001 .038 –.039 –.259 –.172
P/J .018 –0.41 .007 .034 .039

O .147 –.082 .212 .145 .070
C –.007 .237 .013 –.112 –.090
E .098 –.028 .272 .044 .022
A .006 –.079 .023 .264 .176
N –.048 –.025 –.042 .231 .162

Table 5: Correlations between predicted MBTI, En-
neagram and Big 5 with gold Big 5 traits on users
that reported only Big 5 traits. Significant correlations
(p<.05) are shown in bold.

could be traced back to personality traits. This is
an important issue, given that Reddit is often used
as a source of data for training NLP models, e.g.,
(Zhang et al., 2017; Cheng et al., 2017; Henderson
et al., 2019; Sekulic and Strube, 2019).

To build a gender classifier, we retrieve a sepa-
rate Reddit dataset and label it automatically for
gender. To this end, we again rely on flairs, using
strings“/f/” and “/m/” as female and male gender in-
dicators, respectively.7 This method yields a 98.5%
precision on PANDORA. From the 34k users that
used these patterns in their flairs, we sampled a
balanced dataset of 24,954 users and retrieved over
30M of their comments, removing quoted text and
all comments shorter than five words. Next, we ag-
gregate the comments per user, and divide the users
in an 80%–20% train-test split. For classification,
we use logistic regression with 500-dimensional
SVD vectors derived from Tf-Idf word n-grams.

7Although the construct of gender is not binary, we limit
our present analysis to users who reported binary gender to
obtain a more balanced dataset for bias analysis.
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Female Male

Variable 3 8 ∆ 3 8 ∆

Age 26.78 25.83 0.95∗ 25.46 26.90 –1.44

I/E 0.78 0.72 0.06 0.76 0.82 –0.06
N/S 0.86 0.91 –0.05 0.92 0.93 –0.01
T/F 0.47 0.64 –0.17∗∗∗ 0.61 0.29 0.32∗∗∗

P/J 0.39 0.56 –0.17∗∗∗ 0.53 0.39 0.14∗∗∗

O 61.40 68.18 –6,78 64.11 67.20 –3.09
C 45.28 36.44 8.84 41.10 47.50 –6.40
E 40.67 36.44 4.23 36.68 49.60 –12.92∗

A 45.07 40.78 4.29 38.43 44.70 –6.27
N 50.95 53.72 –2.77 46.81 47.50 –0.69

Table 6: Differences in means of psycho-demographic
variables per gender and classification outcome. Signif-
icant correlations (*p<.05, ***p<.001) are in bold.

The test accuracy of the classifier was 89.9%. The
accuracy of the classifier on 3,084 users from PAN-
DORA with known gender was 89.3%.

We now turn to bias analysis. On PANDORA,
the classifier failed to predict the correct gen-
der for 8.1% male (142/1743) and 14.4% female
(192/1331) users. As this is a statistically signif-
icant difference (p<0.05 with two-proportion Z-
Test), we conclude that the classifier is biased. To
investigate this further, we divide male and female
users into those for which the predictions were cor-
rect and those for which they were incorrect. We
then test for statistically significant differences (us-
ing two-proportion Z-test for binary variables and
Kruskal-Wallis H-test for continuous variables) of
psycho-demographic variables between correctly
and incorrectly classified cases for both groups.
Results are shown in Table 6. Differences are sta-
tistically significant for thinking and perceiving
MBTI dimensions for both females and males, for
extraversion Big 5 trait for males, and for age in
females. Thinking and perceiving preference for fe-
males makes them more likely to be misclassified
for males, and the reverse holds for males. Fur-
thermore, the gender of more extraverted males is
more likely to be misclassified. When it comes to
age, younger females are more often in misclassi-
fied group. These findings clearly indicate that a
complete psycho-demographic profile is a useful
tool for bias analysis of machine learning models
trained on social media text.

4.3 Propensity for Philosophy

Our last experiment investigates the usefulness of
PANDORA for research in social sciences. One
obvious type of use cases are confirmatory stud-

ies which aim to replicate present theories and
findings on a dataset that has been obtained in a
manner different from typical datasets in the field.
Another type of use cases are exploratory studies
that seek to identify new relations between psycho-
demographic variables manifested in online talk.
Here we present a use case of both types. We fo-
cus on propensity for philosophy of Reddit users
(manifested as propensity for philosophical topics
in online discussions), and seek to confirm its hy-
pothesized positive relationship with openness to
experiences (Johnson, 2014; Dollinger et al., 1996),
cognitive processing (e.g., insight), and readability
index. We expect this to be confirmed since all four
variables share proneness to higher intellectual en-
gagement. For exploratory analysis, we extend our
analysis to emotion variables.

We conducted the analysis using hierarchical re-
gression analysis with propensity for philosophical
topics as the criterion variable and demographics,
personality, emotions, cognitive processing, and
text readability as predictors. As a measure of
propensity for philosophical topics, we compute
the “philosophy” feature (frequency of philosoph-
ical words) from Empath (Fast et al., 2016) for
each user’s comments. Similarly, for the predictors
we compute posemo, negemo, and insight features
from LIWC (Pennebaker et al., 2015) and Flesh-
Kincaid Grade Level (F-K GL) readability score
(Kincaid et al., 1975).8 Emotion variables are in-
serted for the exploratory analysis. In the hierarchi-
cal regression analysis, demographics were added
as control variables in the first step, Big 5 traits
were added in the second step, emotion variables
in the third step, and finally insight feature as a
cognitive inclination variable and F-K GL readabil-
ity index were added in the last step. The sample
comprises 430 Reddit users, 273 males and 157
females, with the mean age of 26.79 (SD=7.954),
who all had gold labels of gender, age, and Big 5.

The analysis yields interesting results.9 Firstly,
as much as the 41% of variance in the “philosophy”
feature is explained by the 11 predictors. Secondly,
openness to experiences, readability index, and in-
sight are, as expected, all significant and positive
predictors of the “philosophy” feature. Agreeable-

8We counted the frequencies per comment, divided it by
total number of words in a comment, multiplied with 100, and
averaged for total comments.

9Multivariate normality and multicollinearity were satis-
fied, and homoscedasticity was satisfied after removing 14
outliers based on standardized residuals.
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Regression coefficients

Predictors Step 1 Step 2 Step 3 Step 4 Step 5

Gender –.26∗∗ –.24∗∗ –.20∗∗ –.19∗∗ –.17∗∗

Age –.01 –.03 –.02 .00 .01
O – .20∗∗ .19∗∗ .15∗∗ .10∗∗

C – .01 .05 .08 .07
E – .02 .03 .04 .04
A – –.12∗ –.05 –.05 –.06
N – –.04 –.03 .01 .02
posemo – – .15∗∗ .17∗∗ .03
negemo – – .29∗∗ .27∗∗ .29∗∗

insight – – – .36∗∗ .27∗∗

F-K GL – – – – .34∗∗

R2 .07 .12 .22 .34 .43
Adjusted R2 .06 .11 .20 .32 .41
R2 change .07∗∗ .06∗∗ .10∗∗ .12∗∗ .09∗∗

Table 7: Hierarchical regression of propensity for
philosophical topics (“philosophy” feature from Em-
path) on gender, age, Big 5 personality traits, Flesh-
Kincaid Grade Level readability scores, positive and
negative emotions features, and insight feature as pre-
dictors (n=430). The table shows regression coeffi-
cients and the goodness of fit as measured by R2, ad-
justed R2, and R2 change. Significant correlations:
*p<.05, **p<.01, ***p<.001

.

ness was a negative significant predictor before
adding the emotion variables. This is not surpris-
ing, as people low in agreeableness are less likely
to pander to others, and agreeableness shows sig-
nificant correlations with both positive (.20) and
negative emotions (-.13). Thirdly, the results imply
alluring associations with emotion variables. Neg-
ative emotions were clearly positive predictors of
frequency of discussing philosophical topics. How-
ever, positive emotions were a significant predictor
until the last step when F-K GL was added to the
model. This was due to moderate correlation be-
tween posemo and F-K GL (-0.40). Lastly, males
had higher frequency of words related to philos-
ophy than females. To sum up, the hypothesis is
confirmed and exploratory analysis yields interest-
ing results which could motivate further research.

5 Prediction Models

In this section we describe baseline models for
predicting personality and demographic variables
from user comments in PANDORA.

We consider the following sets of features: (1)
N-grams: Tf-Idf weighted 1–3 word ngrams and
2–5 character n-grams; (2) Stylistic: the counts of
words, characters, and syllables, mono/polysyllable
words, long words, unique words, as well as all

readability metrics implemented in Textacy10; (3)
Dictionaries: words mapped to Tf-Idf categories
from LIWC (Pennebaker et al., 2015), Empath
(Fast et al., 2016), and NRC Emotion Lexicon
(Mohammad and Turney, 2013) dictionaries; (4)
Gender: predictions of the gender classifier from
§4.2; (5) Subreddit distributions: a matrix where
each row is a distribution of post counts across
all subreddits for a particular user, reduced us-
ing PCA to 50 features per user; (6) Subreddit
other: counts of downs, score, gilded, ups, as
well as the controversiality scores for a comment;
(7) Named entities: the number of named enti-
ties per comment, as extracted using Spacy;11 (8)
Part-of-speech: counts for each part-of-speech;
(9) Predictions (only for predicting Big 5 traits):
MBTI/Enneagram predictions obtained by a clas-
sifier built on held-out data. Features (2), (4), and
(6–9) are calculated at the level of individual com-
ments and aggregated to min, max, mean, standard
deviation, and median values for each user.

We build six regression models (age and Big 5
traits) and eight classification models (four MBTI
dimensions, gender, region, Enneagram). We ex-
periment with linear/logistic regression (LR) from
sklearn (Pedregosa et al., 2011) and deep learn-
ing models (NN). We trained a separate NN model
for each task. In each model, a single user is rep-
resented as a matrix, with rows representing the
user’s comments. The comments were encoded us-
ing 1024-dimensional vectors derived using BERT
(Devlin et al., 2019). BERT comment vectors are
fed into convolution layers, max pooling, and sev-
eral fully connected layers. Hyperparameters and
additional information can be found in the Ap-
pendix.

We evaluate the models using 5-fold cross-
validation with a separate stratified split for each
target. We use regression F-tests to select top-K
features, and optimize model hyperparameters and
K on held-out data for each fold separately.

Results are shown in Table 8. LR performs best
when using only the n-gram features. An exception
are Big 5 trait predictions, which benefit consider-
ably from adding the MBTI/Enneagram predictions
as features, building on Section 4.1 and Table 3.
Also, using 1000 comments rather than last 100 (as
in NN) increased scores up to 5 points.

10https://chartbeat-labs.github.io/textacy
11https://spacy.io/
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LR

NO N O NOP NP NN

Classification (Macro-averaged F1 score)

Introverted .649 .654 .559 – – .546
Intuitive .599 .606 .518 – – .528
Thinking .730 .739 .678 – – .634
Perceiving .626 .642 .586 – – .566
Enneagram .155 .251 .145 – – .143
Gender .889 .904 .825 – – .843
Region .206 .626 .144 – – .478

Regression (Pearson correlation coefficient)

Agreeableness .181 .232 .085 .237 .270 .210
Openness .235 .265 .180 .235 .250 .159
Conscientiousness .194 .162 .093 .245 .273 .120
Neuroticism .194 .244 .138 .266 .283 .149
Extraversion .271 .327 .058 .286 .387 .167
Age .704 .750 .469 – – .396

Table 8: Prediction results for the different traits for
LR and NN models. For the LR model, we show the
results for different feature combinations, including N-
grams (N), MBTI/Enneagram predictions (P), and all
other features (O). Best results are shown in bold.

6 Conclusion

PANDORA dataset comprises 17M comments, per-
sonality, and demographic labels for over 10k Red-
dit users, including 1.6k users with Big 5 labels. To
our knowledge, this is the first Reddit dataset with
Big 5 traits, and also the first covering multiple per-
sonality models (Big 5, MBTI, Enneagram). We
showcased the usefulness of PANDORA with three
experiments, showing (1) how more readily avail-
able MBTI/Enneagram labels can be used to esti-
mate Big 5 traits, (2) that a gender classifier trained
on Reddit exhibits bias on users of certain personal-
ity traits, and (3) that certain psycho-demographic
variables are good predictors of propensity for phi-
losophy of Reddit users. We also trained and evalu-
ated benchmark prediction models for all psycho-
demographic variables. The poor performance of
deep learning baseline models, the rich set of la-
bels, and the large number of comments per user
in PANDORA suggest that further efforts should be
directed toward efficient user representations and
more advanced deep learning architectures.
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mar, Nikola Mrkšić, Georgios Spithourakis, Pei-Hao
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A Demographics of PANDORA

Continent # Users Continent # Users

North America 1299 Africa 4
Europe 580 South America 24
Asia 103 Oceania 85

Country # Users Region # Users

US 1107 US West 208
Canada 180 US Midwest 153
UK 164 US Southeast 144
Australia 72 US Northeast 138
Germany 53 US Southwest 100
Netherlands 37 Canada West 50
Sweden 33 Canada East 44

Table 9: Geographical distribution of users per conti-
nent, country, and region (for US and Canada)

Language # Comments

English 16637211
Spanish 87309
French 72651
Italian 64819
German 63492
Portuguese 32037
Dutch 30219
Esperanto 19501
Swedish 16880
Polish 15134

Table 10: Language distribution

Table 9 shows that most users are from En-
glish speaking countries, and regionally evenly dis-
tributed in US and Canada. For mapping states to
regions, there are different regional divisions for
the U.S. and Canada. We used five regions for US,
and three for Canada (for one region there was no
users).

Additionally, for each comment we ran fast text
based language identification.12 Table 10 shows
the number of comments for top 10 languages.

B Additional Information on Personality
Scores

Table 11 shows counts of all 16 MBTI types. Four
MBTI types (INTP, INTJ, INFP and INFJ) account
for 75 percent of all users. This indicates that there
is a shift in personality distributions in contrast to
the general public. Table 12 contains means and
standard deviations for descriptions and percentiles
of every Big 5 trait. Table 13 shows the distribution
of tests and their inventories in PANDORA.

12https://fasttext.cc/docs/en/language-identification.html

MBTI Type Users MBTI Type Users

INTP 2833 ISTJ 194
INTJ 1841 ENFJ 162
INFP 1071 ISFP 123
INFJ 1051 ISFJ 109
ENTP 627 ESTP 71
ENFJ 616 ESFP 51
ISTP 408 ESTJ 43
ENTJ 319 ESFJ 29

Table 11: MBTI types for 9,048 users

Trait Descriptions Percentiles

Agreeableness 50.10 ± 29.10 42.39 ± 30.89
Openness 67.37 ± 26.76 67.27 ± 26.87
Conscientiousness 41.29 ± 27.97 40.48 ± 30.22
Extraversion 38.70 ± 27.53 37.09 ± 31.16
Neuroticism 55.95 ± 31.11 52.82 ± 31.97

Table 12: Big 5 results distribution on different re-
ported scales for 1,652 users

Online test Based on inventory # Users # Pred

Truity IPIP, NEO-PI-R,
Goldberg’s (1992)
markers 378 362

Understand
Myself Big 5 Aspects 268 167
IPIP 120 IPIP-NEO-120 120 83
IPIP 300 IPIP-NEO-300 60 18
Personality
Assesor BFI 66 10
HEXACO HEXACO-PI-R 49 1
Outofservice BFI 38 11
Qualtrics – 19 8
123test IPIP-NEO, NEO-PI-R 16 6

Table 13: Big 5 personality test distribution in reports

Predicted O C E A N

Enneagram 1 .002 .032 –.028 .047 .025
Enneagram 2 –.011 .108 .030 .135 .046
Enneagram 3 .085 .014 .071 –.064 –.069
Enneagram 4 –.041 –.017 –.033 .166 .159
Enneagram 5 .067 –.035 –.060 –.121 –.076
Enneagram 6 –.051 .004 –.035 .046 .113
Enneagram 7 –.043 –.019 .078 –.085 –.088
Enneagram 8 .022 –.044 .063 –.129 –.075
Enneagram 9 –.034 –.016 –.102 .041 –.005

Table 14: Correlations between Enneagram types and
Big 5 traits. Significant correlations (p<.05) are shown
in bold.
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C Predicting Big 5 with
MBTI/Enneagram

Here we describe in more details the setup for pre-
dicting Big 5 labels using MBTI/Enneagram labels.

We frame the experiment as a domain adaptation
task of transferring MBTI/Enneagram labels to Big
5 labels, and use one of the simplest domain adap-
tation approaches where we use source classifier
(MBTI) predictions as features and linearly inter-
polate them on development set containing both
MBTI and Big 5 to make predictions on Big 5 tar-
get set (e.g., PRED and LININT baselines from
(Daumé III, 2007)). We first partition PANDORA

into three subsets: comments of users for which we
have both MBTI and Big 5 labels (M+B+, n=382),
comments of users for which we have the MBTI
but no Big 5 labels (M+B-, n=8,691), and com-
ments of users for which we have the Big 5 but no
MBTI labels (M-B+, n=1,588). We then proceed in
three steps. In the first step, we train on M+B- four
text-based MBTI classifiers, one for each MBTI di-
mension (logistic regression, optimized with 5-fold
CV, using 7000 filter-selected, Tf-Idf-weighed 1–5
word and character n-grams as features).

In the second step, we use text-based MBTI clas-
sifiers to obtain MBTI labels on M+B+ (serving as
domain adaptation source set), observing a type-
level accuracy of 45% (82.4% for one-off predic-
tion). The classifiers output probabilities, which
can be interpreted as a score of the correspond-
ing MBTI dimension. As majority of Big 5 traits
significantly correlate with more than one MBTI
dimension, we use these scores as features for train-
ing five regression models, one for each Big 5 trait
(Ridge regression optimized with 5-fold CV). Ad-
ditionally, we preformed a correlation analysis be-
tween Enneagram types and Big 5 traits. Results
are shown in Table 14.

In the third step, we apply both classifiers on
M-B+ (serving as domain adaptation target set):
we first use MBTI classifiers to obtain scores for
the four MBTI dimensions, and then feed these to
Big 5 regression models to obtain predictions for
the five traits.

D Parameters of the DL Model

The models consist of three parts: a convolutional
layer, a max-pooling layer, and several fully con-
nected (FC) layers. Convolutional kernels are as
wide as BERT’s representation and slide vertically
over the matrix to aggregate information from sev-

Figure 2: Learning curves of logistic regression for
MBTI trait prediction

Figure 3: Learning curves of logistic regression for Big
5 trait prediction

eral comments. We tried different kernel sizes vary-
ing from 2 to 6, and different numbers of kernels
M varying from 4 to 6. Outputs of the convolu-
tional layer are first sliced into a fixed number ofK
slices and then subject to max pooling. This results
in M vectors of length K per user, one for each
kernel, which are passed to several FC layers with
Leaky ReLU activations. Regularization (L2-norm
and dropout) is applied only to FC layers.

E Learning Curves for the Logistic
Regression Models

Figures 2 and 3 show the learning curves for logis-
tic regression model with 1-gram features: x-axis
is the number of comments and y-axis is model’s
F1-macro score. Performance plateaus at around
1000 comments, showing little significant changes
when increasing the number of comments used for
training beyond that amount.
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Abstract

Many people aim for change, but not ev-
eryone succeeds. While there are a num-
ber of social psychology theories that propose
motivation-related characteristics of those who
persist with change, few computational stud-
ies have explored the motivational stage of
personal change. In this paper, we investi-
gate a new dataset consisting of the writings
of people who manifest intention to change,
some of whom persist while others do not. Us-
ing a variety of linguistic analysis techniques,
we first examine the writing patterns that dis-
tinguish the two groups of people. Persis-
tent people tend to reference more topics re-
lated to long-term self-improvement and use
a more complicated writing style. Drawing
on these consistent differences, we build a
classifier that can reliably identify the people
more likely to persist, based on their language.
Our experiments provide new insights into the
motivation-related behavior of people who per-
sist with their intention to change.

1 Introduction

Many people aim for personal change at differ-
ent points in their lives (Baranski et al., 2017). A
glance at a list of top-selling books readily yields
self-help manuals whose content ranges from im-
plicitly motivating (“Seven Habits of Highly Effec-
tive People” (Covey and Covey, 2020)) to explic-
itly calling for action (“Lean In” (Sandberg, 2013)).
However, simply wanting change is not sufficient
to achieve change. Persistence through the pro-
cess of pursuing personal change is important for
actual change to happen, and changes rarely hap-
pen overnight. Often, research on behavior change
focuses on understanding what makes people com-
mitted to regular or increased action, such as ex-
ercise (Marcus et al., 2000), or refraining from
certain actions such as not overeating (Pappa et al.,
2017) or not smoking (Kanner et al., 1999). An
ever-growing number of technological tools, such

as food diary apps and wearable activity trackers,
have emerged to help monitor and motivate healthy
behavior (Achananuparp et al., 2018; Chung et al.,
2017). Regardless of the tools that they use, if
someone is not ready for change yet, the interven-
tion is likely to fail (Prochaska and Velicer, 1997).

Stage-based models of intentional behavior
change posit that people progress through a se-
quence of two stages (Prochaska and Velicer, 1997;
Schwarzer and Renner, 2000): motivation and voli-
tion. In the initial motivation stage, a person devel-
ops an intention or goal to act. A person’s intention
to adopt better behavior depends on factors such as:
risk perceptions, or the belief that one is at risk of
a negative outcome (e.g. “If I keep procrastinating,
I’ll fail all my classes."); outcome expectancies, or
the belief that behavioral change would improve
the outcome (e.g. “If I can have a more consistent
daily routine, I will be more successful at work.”);
and perceived self-efficacy, or the belief that one is
capable of doing the desired actions.

In this paper, we seek to understand the charac-
teristics of people who are in the motivation stage
of behavior change, and how they talk about be-
havior change. Traditional behavior change tactics
focus on convincing people to take action with-
out consideration for what happens during the lead
up period (Prochaska and Velicer, 1997). Insight
into how people act during these earlier stages can
help us better understand their needs and inform
interventions, such as recommending social me-
dia content that exemplify healthy approaches to
self-improvement. They can also help predict later
behavior and persistence using early signals.

1.1 Research Questions

We explore how we can computationally model
change-seeking behavior and distinguish between
those who maintain persistent interest in personal
change during the motivation phase and those who
do not. People often turn to social media to ex-
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press their thoughts and emotions, which provides
a rich data source for studying their perceptions
and thoughts (Dong et al., 2019).

We address our research questions using
a dataset consisting of the writings of 536
people from an online community focused
on self-improvement (the Reddit community
r/getdisciplined). In this dataset, we identify those
who post frequently and those who post infre-
quently to identify persistent and non-persistent
commitment to change. We analyze the discussed
topics, linguistic style, and expressed emotions
of the posts authored by the persistent and non-
persistent groups of people. Specifically, in this
paper, we address three main research questions:

1. What are the aspects of life that people want
to improve?

2. What linguistic style do people use to signal
their persistent interest in self-improvement?

3. How does persistent interest in self-
improvement reflect in the emotions that
authors express?

Using the features tested in the three separate
analyses, we are able to classify persistently and
non-persistently active authors with over 60% accu-
racy, even when using the posts that authors write
prior to joining r/getdisciplined. Considering both
the descriptive and predictive analyses, our find-
ings indicate that persistent interest in change can
be signalled by early changes in behavior in online
discussions.

2 Related Work

Behavior Change. Personal and behavioral
change have a long history in the field of psychol-
ogy (Prochaska and Marcus, 1994). Improving
health behaviors motivated much work in areas like
smoking cessation and increasing physical activity.
However, work on understanding how to encourage
positive change has expanded to cover countless
areas, like decreasing crime (Laub and Sampson,
2001), increasing environmentally friendly behav-
ior (Semenza et al., 2008), and enhancing overall
well-being (Bentley et al., 2013). This previous
work has shown that many factors can influence
an intervention’s efficacy, a person’s willingness to
change, and which strategy to choose for a given
person (DiClemente and Prochaska, 1998). Fur-
ther, an intervention’s efficacy may change based

on where a person is in their process of change.
Different stages in the process can be correlated
with different levels of attitudes, such as risk per-
ception or self-efficacy (Schwarzer, 2008). Such
attitudes capture a person’s estimate of their ability
to perform and succeed in challenging situations
and are often reflected in the actions that people
choose to take or not to take later in later stages
(Claro et al., 2016; Dweck, 2006; Velicer et al.,
1990). Several theories of behavioral change de-
lineate stages of change and advocate for interven-
tions tailored to each stage (Prochaska and Velicer,
1997; Schwarzer, 2008).

Self-Improvement in Online Communities.
In recent years, many have turned towards online
communities and platforms, such as Reddit and
Facebook, to help them make positive personal
changes. The anonymity available in online dis-
cussions helps combat fears of stigma or lack of
understanding (Ammari et al., 2019). This relative
freedom of expression enables researchers to ana-
lyze how people seek help through online channels
and what they seek (Jurgens et al., 2015). People
join online communities to obtain support from
those with similar experiences (Chung, 2014), to
ask for guidance and resources (White and Dor-
man, 2001), and to seek accountability (Kummer-
vold et al., 2002). Such support can lead to higher
perceived self-efficacy (Turner et al., 1983).

However, as noted by prior work in behavior
change, the type of help needed can be highly de-
pendent on one’s personal characteristics and sit-
uation. In our work, we seek to better understand
this using Reddit. There has been considerable ef-
fort spent on learning about people’s demographic
attributes from social media posts (An and Weber,
2016). Work has also targeted internal attributes,
such as personality and value, which can be more
difficult to extract but can provide richer features
for downstream tasks (Shen et al., 2019). How-
ever, few have studied general intentional personal
change efforts based on social media posts. We
tackle uncovering the underlying linguistic charac-
teristics of those who maintain persistent interest
in self-improvement.

3 Data

We focus on a Reddit community called
r/getdisciplined, where people seek and give ad-
vice about how to achieve life goals and build bet-
ter habits. This community boasts over 768,000
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members as of March 2021 and is one of the largest
self-improvement subreddits on Reddit. Whereas
most self-improvement groups target specific be-
haviors or goals, such as exercising, losing weight,
dieting, or improving mental health, this subred-
dit targets improving general mental habits. For
instance, people ask questions such as “How do I re-
learn doing things just for fun?" and “How do I stop
caring about people and craving their attention?" as
opposed to questions that are more specific to ac-
tivities like “Tips for increasing strength in arms?"
or “How do I eat properly?"

Each submission, or original post that is not a
comment, must designate the intent of the post us-
ing a set of specific tags. One can seek advice
([NeedAdvice], [Question]), give advice ([Advice],
[Method]), facilitate discussion and accountability
([Discussion], [Plan]), or talk about r/getdisciplined
overall ([Meta]). Most submissions seek advice
from the community and tend to discuss fundamen-
tal issues such as procrastination, lack of motiva-
tion, and time management. A sample of submis-
sions are shown in Table 1.

From the submissions, we can see clear distinc-
tions between people who seek help. In the first
submission, the author expresses that they think a
negative trait, procrastination, is probably a set part
of their personality and that they do not believe
in themselves, resulting in expression of negative
emotions (“mildly depressed”). On the other hand,
the second submission seeking advice does not
make any self-deprecating statements and asks only
for productivity tips (“producing quality work”).
This implies that they believe in their ability to
change their habits with guidance. Across all sub-
missions, it is clear that the writers have made con-
certed efforts to understand their own behavior.

We focus on people who join r/getdisciplined
and then become active during a period of five
months, from 2017/1 to 2017/5. These are people
who had an initial intent to change which turned
into continued engagement and persistent intent.1

We categorize people as persistently active in the
subreddit, or persistent, if they have posted at least
four or more times in the given five months.2 Only
people who have posted in three unique months
before and after the target period, respectively, are
considered. This pre-processing ensures that there
is sufficient data for analysis before, during, and

1Data collected using http://pushshift.io
2This number of posts is the 90th percentile among people

who posted during this time.

after each person’s participation in r/getdisciplined.
We then randomly sample an equal number of non-
persistent people, or people who have posted only
once in the 5 months, with the same requirement for
posts before and after. Table 2 shows the number of
users and posts in our dataset. The total number of
users, including both persistent users and a random
sample of non-persistent users, is 536.

4 Characteristics of Persistent Interest in
Change

We address the study’s questions about persis-
tence in personal change by analyzing the dis-
cussed topics, the linguistic style, and the ex-
pressed emotions in Reddit posts. We analyze both
their general behavior on Reddit prior to joining
r/getdisciplined as well as their initial behavior
within r/getdisciplined. Investigating how people
act before joining r/getdisciplined helps us learn
about the mental or behavioral patterns that indi-
cate a higher likelihood of their intent to change
their behavior. As a complement to prior behav-
ior, an individual’s first post indicates how they are
approaching behavior change.

4.1 What Are the Aspects of Life that People
Want to Improve?

We uncover the particular areas of life that people
seek to improve and their prevalence in discussion.
We use topic modeling techniques to uncover the
areas of interest that people discuss in their online
posts, both within and outside of the context of
personal change.

Participation in Subreddits. The subreddits, or
Reddit communities, in which a person posts shows
the general topics with which they engage. We
therefore calculate how frequently each user posts
in every subreddit, considering only the subreddits
that receive 10 posts in aggregate by users that we
observe. We consider only the posts made by the
users before their first post in r/getdisciplined.

We show the top 50 subreddits for persis-
tent and non-persistent users prior to joining
r/getdisciplined in Table 3. We can see that per-
sistent individuals are active in a number of topic-
specific self-improvement subreddits, such as Fit-
ness, LifeProTips, and personalfinance. Non-
persistent individuals participate in many more
gaming subreddits, i.e. related to leisure rather than
self-improvement. Both groups post in popular sub-
reddits like AskMen, AskReddit, and funny; the
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Post

I am a chronic procrastinator without any hope... do you know any drastic measures that might help
me turn my life around? I have been procrastinating intensely for pretty much my whole life. It just
seems to be a part of my personality at this point. I tried many things but I could never handle it. I
have been mildly depressed for a long time now and have no belief in myself whatsoever.

How do you balance Parkinson’s Law with producing quality work? I often find myself spending a
lot of time on tasks, and I recently read about Parkinson’s Law from Tim Ferriss’ 4 Hour Workweek.
The law states that a project or task will expand to fill the time you have allotted to it. It obviously
takes a lot of time and hard work to produce something of quality, whether it be music, writing, etc.
How do you stave off Parkinson’s Law while still producing something of quality?

Table 1: Sample [NeedAdvice] posts from the r/getdisciplined subreddit.

Data Summary

Total Number of Users 536
Posts from r/getdisciplined 6010
Posts from other subreddits 336455

Table 2: Summary statistics about the dataset, such as
the number of users and posts.

prevalence of “ask-X” related subreddits suggests a
level of open-mindedness to change that one would
expect of people potentially committed to change.

Topics of General Discourse. To gain further
insight into the topics that motivated people engage
with, we turn to topic modeling. Latent topics can
group concepts that overlap between subreddits
and ones that differentiate posts in the same subred-
dit. We use the Latent Dirichlet Allocation (LDA)
model (Blei et al., 2003) to discover topics in our
dataset. LDA takes a set of documents, D, which
each contain a sequence of words, and outputs a set
of latent topics that make up the documents. We
treat each post as a document d and consider all
posts made by our target users in the six months
prior to joining r/getdisciplined.

To choose the number of topics for the LDA
model, we train models on the general posts made
prior to r/getdisciplined with k = 5, 10, 15, 20, 30
and then manually inspect the resulting topics and
their constituent words to evaluate intra-topic coher-
ence and inter-topic separation. To do this, for each
value of k we look for resulting topics whose words
seemed to primarily be related to one topic, as well
as having a lower number of overlapping words
between topics. We intentionally keep to a smaller
number of topics since we qualitatively found that
increasing the number of topics past 30 led to much
lower coherence. We choose the 30-topic LDA
model for our analysis and later classification ex-

periments. Using the resulting model, we examine
the content of user posts pre-r/getdisciplined.

In Table 4, we show a subset of topics and label
them through a manual inspection of the top words
associated with the topic from the LDA model (e.g.
“school", “college", and “classes" correspond to
the topic labeled “Education"). We note the top-
ics that differ significantly across posts made by
persistent and non-persistent users before joining
r/getdisciplined. We see that persistent users talk
more about education, indicating pre-existing inter-
est in a common area of self-improvement. On the
other hand, non-persistent users discuss music, pol-
itics, and Reddit more, which are general or leisure
interests that may be less related to one’s personal
life.

Topics of Interest in Self-improvement. The
topics that people discuss in general on Reddit dif-
fer greatly from those that are discussed in a fo-
cused subreddit. To hone in on the content specific
to r/getdisciplined, we train another 30-topic LDA
model using all the posts made in r/getdisciplined
between 2016/1 to 2020/2.

We represent each initial post with the distribu-
tion of topics that it contains, according to this LDA
model. In Table 4, we again show a subset of topics
and note those that differ significantly between the
two groups of users. Persistent users discuss study-
ing and academics more than non-persistent users,
as well as time and time management, showing in-
terest in longer-term shifts in how to go about their
life. Non-persistent users engage in more words
of encouragement and conversation, perhaps try-
ing to establish connection with the community to
increase the likelihood of helpful responses. They
also speak about productivity more than persistent
users, which is indicative of asking for straightfor-
ward productivity tips to solve immediate problems
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User type Top Subreddits

Persistent Advice, DotA2, EliteDangerous, Fitness, GameStop, GlobalOffensiveTrade, Life-
ProTips, MakeupRehab, MarvelPuzzleQuest, RWBY, argentina, aww, conspiracy,
cowboys, explainlikeimfive, fantasyfootball, hearthstone, me_irl, personalfinance,
photography, relationships, summonerschool, wow

Non-persistent BigBrother, CFB, CringeAnarchy, DeadBedrooms, HelloInternet, IAmA, No-
MansSkyTheGame, NoStupidQuestions, OutreachHPG, Roadcam, SquaredCircle,
SubredditDrama, WTF, Warframe, baseball, bjj, cars, casualiama, nottheonion, skyrim-
mods, skyrimrequiem, slatestarcodex, smashbros

Both AdviceAnimals, AskMen, AskReddit, Jokes, MMA, Overwatch, Showerthoughts,
The_Donald, funny, gaming, gifs, leagueoflegends, mildlyinteresting, movies, nba,
news, nfl, pcmasterrace, pics, pokemon, pokemongo, politics, soccer, television,
todayilearned, videos, worldnews

Table 3: Top 50 subreddits prior to joining r/getdisciplined for persistent and non-persistent users respectively,
divided into those that correspond to only one group and both groups. Subreddits relevant to self-improvement are
bolded.

Feature P NP P-NP
1st post
Studying 0.072 0.037 0.036*
Routines 0.114 0.085 0.028
Productivity 0.062 0.073 -0.011**
Mental Health 0.102 0.105 -0.002
Time 0.165 0.118 0.047*
Goals 0.086 0.071 0.015
Encouragement 0.021 0.049 -0.028*
Habits 0.129 0.083 0.046
Conversation 0.046 0.102 -0.056*
Work 0.130 0.125 0.005
Prior six months
Music 0.092 0.093 -0.002**
Relationships 0.213 0.180 0.033
News 0.147 0.148 -0.001*
Finance 0.172 0.186 -0.014*
Politics 0.133 0.180 -0.047**
Gaming 0.164 0.188 -0.024
Education 0.228 0.189 0.039**
Reddit 0.102 0.122 -0.019**
Automobiles 0.112 0.133 -0.021*
Family 0.314 0.300 0.014

∗ − p < 0.05, ∗ ∗ −p < 0.01, ∗ ∗ ∗ − p < 0.001

Table 4: Mean distributions of topics among posts for
persistent (P) and non-persistent (NP) users, as well as
the differences between them (P-NP). Statistical signif-
icance is determined using a two-sided T-test, with the
Benjamini-Hochberg Procedure applied to control for
multiple hypotheses testing.

(e.g. “What apps can I use to help with work?"),
rather than tackling longer-term change (e.g. “I
really want to gain some discipline and self control.
I would appreciate advice!").

4.2 What Linguistic Style Do People Use to
Signal their Persistent Interest in
Self-Improvement?

Patterns in how people express themselves through
language can potentially tell us about how they
think. Linguistic style has been shown to reflect
numerous behavioral characteristics such as per-
sonality (Scherer, 1979), and intent (Pennebaker,
2011). We look at the length of each post, taking
the number of words contained in the post as a fea-
ture. We also consider each post’s readability as
defined by its Flesch Reading Ease score (Kincaid
et al., 1975): higher scores indicate longer average
word length and sentence length, which implies
more difficulty in reading. We compute these two
scores for each post and use these two values as
features in our predictive models. As before, we
analyze the posts of persistent and non-persistent
users both prior to posting in r/getdisciplined and
in their first post in the subreddit.

General Linguistic Style. We show the average
post lengths and Flesch Reading Ease scores for the
prior posts of persistent and non-persistent users in
Table 5. Persistent users tend to have longer posts
than non-persistent users, which could indicate a
more committed writing style (e.g., explaining all
necessary details of a situation when posting). In
contrast, the two groups’ posts do not differ much
in readability.
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1st post Prior 6 mon.
Feature P NP P-NP P NP P-NP
Linguistic Features
Readability -9.800 43.002 -52.802*** 49.163 52.971 -3.807
Post Length 96.276 47.522 48.754*** 40.572 34.548 6.024**
Emotions
Anticipation 0.124 0.108 0.016 0.115 0.115 0.001
Disgust 0.031 0.024 0.007 0.044 0.044 -0.001
Sadness 0.045 0.042 0.003 0.067 0.066 0.002
Trust 0.109 0.090 0.019 0.135 0.133 0.003
Surprise 0.032 0.033 -0.000 0.054 0.054 -0.000
Anger 0.038 0.029 0.009 0.059 0.066 -0.007*
Negative 0.116 0.103 0.014 0.131 0.138 -0.007
Joy 0.060 0.062 -0.002 0.098 0.095 0.003
Fear 0.059 0.047 0.013 0.070 0.073 -0.003
Positive 0.210 0.199 0.011 0.226 0.216 0.010

∗ − p < 0.05, ∗ ∗ −p < 0.01, ∗ ∗ ∗ − p < 0.001

Table 5: Mean feature values of linguistic and emotion features in posts from persistent (P) and non-persistent
(NP) users, as well as the differences between them (P-NP). Note that the differences for different measures are
on different scales. Statistical significance is determined using a two-sided T-test, with the Benjamini-Hochberg
Procedure applied to control for multiple hypotheses testing.

Self-Improvement Linguistic Style. Next, we
look at the average post lengths and readability
scores of initial posts in r/getdisciplined (Tab. 5).
In contrast to the pre-joining posts, persistent users
write significantly longer posts and lower readabil-
ity, indicating more complex posts. Initial posts
that ask for help without self-deprecation, such as
the second post in Table 1 can include many details
about the situation at hand so that others can offer
pertinent advice.

4.3 How Does Persistent Interest in
Self-improvement Reflect in the Emotions
that Authors Express?

The third research question considers trends in
emotional expression among people seeking mo-
tivation for change. Emotions can signal attitude
towards one’s intended behavior change. For in-
stance, someone who believes that success is based
on innate ability or who expects that they will fail
at difficult tasks will probably shy away from goals
that require large effort (Hutchinson et al., 2008).
On the other hand, those who believe success re-
sults from hard work or believe in their own ability
to tackle challenges may be more persistent in their
efforts (Strecher et al., 1986).

To analyze such trends, we use the NRC Emo-
tion Lexicon (Mohammad and Turney, 2013, 2010),
which contains English words and their associa-
tions with positive and negative sentiment as well

as eight basic and prototypical emotions (Plutchik,
1980): anger, fear, anticipation, trust, surprise, sad-
ness, joy, and disgust. Complex emotions, such
as regret or gratitude, can typically be viewed as
combinations of these basic emotions. The lexi-
con contains 14,182 general domain words, each
of which can be linked to multiple emotions.

Emotions in General Discourse. Building on
our previous observation about the prevalence of
emotional words, we now compare the rate of use
among persistent and non-persistent people. We
compute the total proportion of emotions expressed
for each person by averaging the counts of emotion
words used across the person’s posts. Comparing
the persistent and non-persistent people, we found
that most of the emotions are equally found in posts
by both groups. However, non-persistent users
express more anger in general, which may indicate
a tendency to be more easily discouraged when
faced with difficulty in everyday situations.

Emotions of Self-improvement. We use the
same emotion lexicon to extract the expressed emo-
tions in each initial post to r/disciplined. The ex-
pressed emotions in first posts that do not differ
significantly between persistent and non-persistent
users (Table 5). However, we see that there is a
general trend among everyone of expressing pos-
itive sentiment, anticipation, and trust, which sig-
nals that they are hopeful with respect to self-
improvement and are open to discussing problems
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and solutions. There is also negative sentiment,
which can indicate dissatisfaction towards their cur-
rent situation and therefore desire to change.

5 Predicting Persistence in Change

Our analyses have identified that the people who
persist in their self-improvement efforts exhibit
consistent linguistic differences in topics, writing
style, and emotional expression, versus those who
do not persist. As a natural next step, we ask
whether we can leverage these characteristics to au-
tomatically distinguish between these two groups.
We set up a prediction task to determine whether
a user is likely to become a persistent or non-
persistent user on r/getdisciplined by considering:
(1) their language use within six months prior to
their initial post on r/getdisciplined; (2) their lan-
guage use in their first post; and (3) their combined
language use within the six months prior and their
first post on r/getdisciplined.

To provide more fine-grained semantic repre-
sentation of the post language, we also construct
word embeddings (Mikolov et al., 2013) from the
text of each post, using word2Vec embeddings pre-
trained on news text.3 Word embeddings are useful
in capturing fine differences between words, such
as differences in sentiment valence between sim-
ilar words (e.g. “good” vs. “great”). For each
initial post in r/disciplined, we average the word
embeddings of each word in the post to generate
a per-post embedding. To represent prior posts,
we average the per-post embeddings for all posts
of each user from the six months prior to joining
r/getdisciplined. For readability, we also include
an aggregate readability score based on a number
of different readability metrics, in addition to the
Flesch score used earlier.4

We compare the performance of classifiers that
use different combinations of the linguistic fea-
tures that we have shown to correlate with persis-
tent behavior. Our task is the binary prediction of
whether a user will continue to engage (persistent
user) or leave after an initial post (non-persistent
user). The experiments are performed using SVM
classifiers (Cortes and Vapnik, 1995) and evaluated
using 10-fold cross validation.5 Since our dataset
is balanced, both the random and majority class

3https://code.google.com/archive/p/
word2vec/

4https://pypi.org/project/textstat/
5We used the SVM classifier, with default parameters, as

applied in Scikit-learn: https://scikit-learn.org

Features Acc Prec Rec F1
1st post
Readability 0.61 0.59 0.72 0.65
Post Length 0.60 0.57 0.83 0.67
Emotionality 0.54 0.54 0.57 0.55
W2V 0.60 0.64 0.46 0.53
LDA 0.58 0.59 0.53 0.56
Combined 0.62 0.59 0.79 0.67
Prior six months
Readability 0.53 0.52 0.63 0.57
Post Length 0.56 0.56 0.57 0.57
Emotionality 0.54 0.54 0.49 0.51
W2V 0.56 0.55 0.58 0.57
Subreddits 0.55 0.54 0.62 0.58
LDA 0.62 0.63 0.59 0.61
Combined 0.55 0.55 0.59 0.57

All 0.61 0.58 0.77 0.66

Table 6: Prediction results for binary classification of
persistence in r/getdisciplined. Metrics: accuracy, pre-
cision, recall, and F1 score.

baselines correspond to an accuracy of 50%.
We present the results in Table 6, with classifi-

cation performance shown for each feature set de-
rived from a user’s prior behavior, their first post in
r/getdisciplined, and the combination of all features.
Using all features, our models are able to achieve an
average accuracy of over 60%. This shows that peo-
ple who persist with change can be distinguished
from those who do not, even before they commit
to change by posting in r/getdisciplined. That said,
the models that use only features from each user’s
initial post in r/getdisciplined yield the highest per-
formance overall. This is in line with previous
work showing that the initial posts that someone
makes in a conversation can reliably predict fu-
ture outcomes, such as whether a debate will derail
(Zhang et al., 2018) or a user will remain loyal
to a community (Hamilton et al., 2017). More-
over, someone’s first post encapsulates how they
approach self-improvement such as whether they
think it is possible or is an insurmountable goal,
which is reflected in their language use.

6 Discussion

The readability of a user’s initial post appears
highly indicative of their future engagement level.
As shown previously in Section 4.2, persistent users
tend to have lower readability in initial posts than
non-persistent users. This could be because they
come with the intention of engaging with the sub-
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reddit, and therefore devote more time to their in-
troductory post hoping for a similar reaction of
engagement from the forum. Post length is also
a strong signal for our models both when we’re
considering only each user’s first post as well as
their prior posts on Reddit. Similar to the readabil-
ity feature, one possible explanation is the higher
engagement with the community through longer
posts. Users having longer posts prior to joining
r/getdisciplined indicates a more consistently per-
sonal style of extensive writing and engagement,
and therefore more willingness for self-disclosure.

The emotionality features provided some signal
for the model, but were not as helpful as our other
features. However, emotionality features derived
from the 1st post resulted in higher recall than those
derived from the prior six months, which could in-
dicate that there is more expressed through emotion
in the 1st post than in general text.

Prediction performance was consistently high
when using word embeddings, which shows that
the latent semantic information in embeddings is
helpful. However, it is not significantly better than
the other top features, indicating that there is room
for improvement in representing more subtle lin-
guistic information such as intent or attitude.

Topical content features derived through LDA
were among the best performing features for activ-
ity from the prior 6 months, while a user’s subreddit
activity history was less predictive. The subreddits
in which someone participates might be too coarse-
grained for our task, whereas topic models can
better capture the fine-grained behavior that relates
to self-improvement and mindset.

Our results demonstrate how people with persis-
tent interest in personal change act differently from
those who do not maintain persistent interest. Our
analyses showed that those with persistent change
intent had higher prior engagement with topics that
foster personal change, such as education. This
kind of behavior represents a form of gathering
information related to the intended form of change.
Information gathering is an important aspect of a
person’s reflecting and considering their motiva-
tion for potential future change (Schwarzer, 2008).
In addition to topics, we revealed differences in
linguistic style between the two groups of people.
Persistent users tended to have longer initial posts
with lower readability.

Implications for Tailored Interventions We
can use our findings and further work to tai-

lor behavior change interventions towards people
with different characteristics. Those character-
ized with lower persistence may be in an earlier
behavior change stage, necessitating a different
approach than those in later stages (DiClemente
and Prochaska, 1998). For example, a social in-
tervention could consist of a community modera-
tor, or persistent community member, being paired
with a likely non-persistent member (based on lan-
guage use) to encourage them to stay committed
to their goal (Vlahovic et al., 2014). Alternatively,
a community-based intervention system could au-
tomatically recommend posts from persistent peo-
ple, for the non-persistent people to read as a way
to learn how to approach change in a healthier
way (Cosley et al., 2007).

7 Conclusion

In this paper, we explored the behavior of users
from an online community, r/getdisciplined, as a
proxy for measuring persistent intent towards per-
sonal change. By analyzing user behavior prior
to and immediately after joining the community,
we showed quantitative differences between users
who sustained intent towards general self-initiated
change versus those who did not. Those who
have persistent intent tended to engage more with
change-oriented topics such as education even prior
to expressing explicit intent to change.

We then leveraged these linguistic characteris-
tics to build predictive models that were able to
automatically distinguish people who continued
engagement in r/getdisciplined and sustained their
intent for self-improvement from those who did not
continue, even before their first post.

Our results provide actionable insight for re-
search areas that investigate behavior change. Un-
derstanding the underlying mechanisms associated
with persistence in change can support the develop-
ment of new approaches to help people change for
the better.

Acknowledgments

This material is based in part upon work sup-
ported by the National Science Foundation (grant
#1815291) and by the John Templeton Founda-
tion (grant #61156). Any opinions, findings, and
conclusions or recommendations expressed in this
material are those of the authors and do not nec-
essarily reflect the views of the National Science
Foundation or the John Templeton Foundation.

160



References
Palakorn Achananuparp, Ee-Peng Lim, and Vibhanshu

Abhishek. 2018. Does journaling encourage health-
ier choices? Analyzing healthy eating behaviors of
food journalers. In Proceedings of the 2018 Interna-
tional Conference on Digital Health. 35–44.

Tawfiq Ammari, Sarita Schoenebeck, and Daniel
Romero. 2019. Self-declared throwaway accounts
on Reddit: How platform affordances and shared
norms enable parenting disclosure and support. Pro-
ceedings of the ACM on Human-Computer Interac-
tion 3, CSCW (2019), 1–30.

Jisun An and Ingmar Weber. 2016. # greysanatomy
vs.# yankees: Demographics and Hashtag Use on
Twitter. In Tenth International AAAI Conference on
Web and Social Media.

Erica N Baranski, Patrick J Morse, and William L Dun-
lop. 2017. Lay conceptions of volitional personal-
ity change: From strategies pursued to stories told.
Journal of personality 85, 3 (2017), 285–299.

Frank Bentley, Konrad Tollmar, Peter Stephenson,
Laura Levy, Brian Jones, Scott Robertson, Ed Price,
Richard Catrambone, and Jeff Wilson. 2013. Health
Mashups: Presenting statistical patterns between
wellbeing data and context in natural language to
promote behavior change. ACM Transactions on
Computer-Human Interaction (TOCHI) 20, 5 (2013),
1–27.

David M Blei, Andrew Y Ng, and Michael I Jordan.
2003. Latent dirichlet allocation. Journal of ma-
chine Learning research 3, Jan (2003), 993–1022.

Chia-Fang Chung, Elena Agapie, Jessica Schroeder,
Sonali Mishra, James Fogarty, and Sean A Munson.
2017. When personal tracking becomes social: Ex-
amining the use of Instagram for healthy eating. In
Proceedings of the 2017 CHI Conference on Human
Factors in Computing Systems. 1674–1687.

Jae Eun Chung. 2014. Social networking in online sup-
port groups for health: how online social networking
benefits patients. Journal of health communication
19, 6 (2014), 639–659.

Susana Claro, David Paunesku, and Carol S.
Dweck. 2016. Growth mindset tempers the
effects of poverty on academic achievement.
Proceedings of the National Academy of Sci-
ences 113, 31 (2016), 8664–8668. https:
//doi.org/10.1073/pnas.1608207113
arXiv:https://www.pnas.org/content/113/31/8664.full.pdf

Corinna Cortes and Vladimir Vapnik. 1995. Support-
vector networks. Machine learning 20, 3 (1995),
273–297.

Dan Cosley, Dan Frankowski, Loren Terveen, and John
Riedl. 2007. SuggestBot: using intelligent task rout-
ing to help people find work in wikipedia. In Pro-
ceedings of the 12th international conference on In-
telligent user interfaces. 32–41.

Stephen R Covey and Sean Covey. 2020. The 7 habits
of highly effective people. Simon & Schuster.

Carlo C DiClemente and James O Prochaska. 1998.
Toward a comprehensive, transtheoretical model of
change: Stages of change and addictive behaviors.
(1998).

MeiXing Dong, David Jurgens, Carmen Banea, and
Rada Mihalcea. 2019. Perceptions of Social Roles
Across Cultures. In International Conference on So-
cial Informatics. Springer, 157–172.

C.S. Dweck. 2006. Mindset: The New Psy-
chology of Success. Random House Publish-
ing Group. https://books.google.com/
books?id=fdjqz0TPL2wC

William Hamilton, Justine Zhang, Cristian Danescu-
Niculescu-Mizil, Dan Jurafsky, and Jure
Leskovec. 2017. Loyalty in Online Commu-
nities. https://www.aaai.org/ocs/
index.php/ICWSM/ICWSM17/paper/
view/15710/14848

Jasmin C Hutchinson, Todd Sherman, Nevena Marti-
novic, and Gershon Tenenbaum. 2008. The effect
of manipulated self-efficacy on perceived and sus-
tained effort. Journal of Applied Sport Psychology
20, 4 (2008), 457–472.

David Jurgens, James McCorriston, and Derek Ruths.
2015. An analysis of exercising behavior in online
populations. In Ninth international aaai conference
on web and social media.

Richard E Kanner, John E Connett, David E Williams,
A Sonia Buist, Lung Health Study Research Group,
et al. 1999. Effects of randomized assignment to
a smoking cessation intervention and changes in
smoking habits on respiratory symptoms in smokers
with early chronic obstructive pulmonary disease:
the Lung Health Study. The American journal of
medicine 106, 4 (1999), 410–416.

J Peter Kincaid, Robert P Fishburne Jr, Richard L
Rogers, and Brad S Chissom. 1975. Derivation of
new readability formulas (automated readability in-
dex, fog count and flesch reading ease formula) for
navy enlisted personnel. Technical Report. Naval
Technical Training Command Millington TN Re-
search Branch.

Per E Kummervold, Deede Gammon, Svein Bergvik,
Jan-Are K Johnsen, Toralf Hasvold, and Jan H
Rosenvinge. 2002. Social support in a wired world:
use of online mental health forums in Norway.
Nordic journal of psychiatry 56, 1 (2002), 59–65.

John H Laub and Robert J Sampson. 2001. Under-
standing desistance from crime. Crime and justice
28 (2001), 1–69.

Bess H Marcus, LeighAnn H Forsyth, Elaine J Stone,
Patricia M Dubbert, Thomas L McKenzie, Andrea L

161



Dunn, and Steven N Blair. 2000. Physical activ-
ity behavior change: issues in adoption and main-
tenance. Health psychology 19, 1S (2000), 32.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Greg S Cor-
rado, and Jeff Dean. 2013. Distributed representa-
tions of words and phrases and their composition-
ality. In Advances in neural information processing
systems. 3111–3119.

Saif M Mohammad and Peter D Turney. 2010. Emo-
tions evoked by common words and phrases: Using
mechanical turk to create an emotion lexicon. In Pro-
ceedings of the NAACL HLT 2010 workshop on com-
putational approaches to analysis and generation of
emotion in text. Association for Computational Lin-
guistics, 26–34.

Saif M. Mohammad and Peter D. Turney. 2013. Crowd-
sourcing a Word-Emotion Association Lexicon. 29,
3 (2013), 436–465.

Gisele Lobo Pappa, Tiago Oliveira Cunha, Paulo Viana
Bicalho, Antonio Ribeiro, Ana Paula Couto Silva,
Wagner Meira Jr, and Alline Maria Rezende
Beleigoli. 2017. Factors associated with weight
change in online weight management communities:
a case study in the LoseIt Reddit community. Jour-
nal of medical Internet research 19, 1 (2017), e17.

James W Pennebaker. 2011. Using computer analyses
to identify language style and aggressive intent: The
secret life of function words. Dynamics of Asymmet-
ric Conflict 4, 2 (2011), 92–102.

Robert Plutchik. 1980. A general psychoevolutionary
theory of emotion. In Theories of emotion. Elsevier,
3–33.

James O Prochaska and Bess H Marcus. 1994. The
transtheoretical model: Applications to exercise.
(1994).

James O Prochaska and Wayne F Velicer. 1997. The
transtheoretical model of health behavior change.
American journal of health promotion 12, 1 (1997),
38–48.

Sheryl Sandberg. 2013. Lean In: Women, Work and the
Will to Lead. Random House, Inc.

Klaus Rainer Scherer. 1979. Personality markers in
speech. Cambridge University Press.

Ralf Schwarzer. 2008. Modeling health behavior
change: How to predict and modify the adoption and
maintenance of health behaviors. Applied psychol-
ogy 57, 1 (2008), 1–29.

Ralf Schwarzer and Britta Renner. 2000. Social-
cognitive predictors of health behavior: action self-
efficacy and coping self-efficacy. Health psychology
19, 5 (2000), 487.

Jan C Semenza, David E Hall, Daniel J Wilson, Brian D
Bontempo, David J Sailor, and Linda A George.
2008. Public perception of climate change: vol-
untary mitigation and barriers to behavior change.
American journal of preventive medicine 35, 5
(2008), 479–487.

Yiting Shen, Steven R. Wilson, and Rada Mihalcea.
2019. Measuring Personal Values in Cross-Cultural
User-Generated Content. In Social Informatics, In-
gmar Weber, Kareem M. Darwish, Claudia Wag-
ner, Emilio Zagheni, Laura Nelson, Samin Aref, and
Fabian Flöck (Eds.). Springer International Publish-
ing, Cham, 143–156.

Victor J Strecher, Brenda McEvoy DeVellis, Mar-
shall H Becker, and Irwin M Rosenstock. 1986. The
role of self-efficacy in achieving health behavior
change. Health education quarterly 13, 1 (1986),
73–92.

R Jay Turner, B Gail Frankel, and Deborah M Levin.
1983. Social support: Conceptualization, measure-
ment, and implications for mental health. Research
in community & mental health (1983).

Wayne F Velicer, Carlo C Diclemente, Joseph S Rossi,
and James O Prochaska. 1990. Relapse situations
and self-efficacy: An integrative model. Addictive
behaviors 15, 3 (1990), 271–283.

Tatiana A Vlahovic, Yi-Chia Wang, Robert E Kraut,
and John M Levine. 2014. Support matching and sat-
isfaction in an online breast cancer support commu-
nity. In Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems. 1625–1634.

Marsha White and Steve M Dorman. 2001. Receiving
social support online: implications for health educa-
tion. Health education research 16, 6 (2001), 693–
707.

Justine Zhang, Jonathan P Chang, Cristian Danescu-
Niculescu-Mizil, Lucas Dixon, Yiqing Hua, Nithum
Thain, and Dario Taraborelli. 2018. Conversations
gone awry: Detecting early signs of conversational
failure. arXiv preprint arXiv:1805.05345 (2018).

162



Proceedings of the Ninth International Workshop on Natural Language Processing for Social Media, pages 163–169
Online Workshop, June 10, 2021. ©2021 Association for Computational Linguistics

Mitigating Temporal-Drift: A Simple Approach to Keep NER Models
Crisp

Shuguang Chen †, Leonardo Neves ‡ and Thamar Solorio †

University of Houston †

Snap Research ‡

schen52@uh.edu, lneves@snap.com and tsolorio@uh.edu

Abstract

Performance of neural models for named en-
tity recognition degrades over time, becom-
ing stale. This degradation is due to tempo-
ral drift, the change in our target variables’
statistical properties over time. This issue is
especially problematic for social media data,
where topics change rapidly. In order to miti-
gate the problem, data annotation and retrain-
ing of models is common. Despite its use-
fulness, this process is expensive and time-
consuming, which motivates new research on
efficient model updating. In this paper, we pro-
pose an intuitive approach to measure the po-
tential trendiness of tweets and use this met-
ric to select the most informative instances to
use for training. We conduct experiments on
three state-of-the-art models on the Temporal
Twitter Dataset. Our approach shows larger in-
creases in prediction accuracy with less train-
ing data than the alternatives, making it an at-
tractive, practical solution. 1

1 Introduction

Prediction performances of live machine learning
systems degrade over time due to changes in the sta-
tistical properties of the data used for training them.
This degradation, also known as temporal drift, hap-
pens in different ML tasks, including named entity
recognition (NER). Due to the nature of the task,
authors also call this language drift (Fromreide
et al., 2014; Derczynski et al., 2015). Temporal
drift effects are amplified in social media. Due to
the ecosystem’s very nature, topics reflect events
and interests of a diverse user base and are continu-
ously and rapidly evolving. To study the impact of
language drift, we focus our analysis on the case
of NER on Twitter data. Emerging and Trending
topics are an essential part of Twitter. They change
quite rapidly, reflecting diverse topics and world

1We release the code at https://github.com/
RiTUAL-UH/trending_NER.

Figure 1: Examples of tweets that include the emerging
topic ‘US’, a horror movie released in 2019

events of interest. Entities are a significant com-
ponent of these changes, generating a diverse set
of NE tokens. These ever-evolving topics pose a
challenge as new entities frequently arise. The new
entities are especially problematic as they might not
exist in our previous vocabulary or can potentially
transform the meaning of a previously observed
term. Figure 1 shows tweets that include the emerg-
ing topic ’US’. After the release of the film, the
topic ’US’ became trending and aroused wide dis-
cussion. To mitigate the impact of temporal drift,
we investigate how to effectively and efficiently
adapt an already trained NER model to sustain pre-
diction performance over time. We propose an intu-
itive approach to measure the trendiness of tweets
and use this metric to select the most informative
instances for retraining. We show that labeling
instances based on this approach can yield better
downstream performance than randomly sampling
tweets for annotation.

Note that topics such as semantic shift (Hamilton
et al., 2016; Rosenfeld and Erk, 2018) and active
learning (Sinha et al., 2019; Kirsch et al., 2019) are
related to the work we present here. In semantic
shift, the core problem is how to trace temporal
changes in lexical semantics, including linguistic
drifts and cultural shifts. Unlike this task, our goal
is to leverage the emergence of trends to guide an
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already trained model.
In active learning, researchers have focused on

incremental annotation of instances by selecting the
most informative ones. The goal is to achieve better
results than random sampling. Multiple approaches
exist to measure the informativeness of data points,
but all of them are domain agnostic (Sinha et al.,
2019; Kirsch et al., 2019). Our proposed solution
is more straightforward than using uncertainty in
ensembles or adversarial networks. However, it
effectively increases model performance, and, simi-
lar to active learning approaches, it is more efficient
than random sampling.

To summarize, we make the following contribu-
tions:

1. We propose an approach to measure the po-
tential trendiness of tweets for selecting the
most informative training samples.

2. We conduct extensive experiments and demon-
strate the effectiveness of our approach for
retraining a NER model.

2 Emerging Trend Detection

We want to exploit social media’s inherent char-
acteristics (Benhardus and Kalita, 2013; Math-
ioudakis and Koudas, 2010), with a focus on Twit-
ter, to update model parameters efficiently. We
assume that named entities associated with posts
that are likely to become trends will be more in-
formative and result in larger performance gains.
Our emerging trend detection strategy is based on
contrasting frequency of words in older data (train-
ing data) against frequency in newly collected data
(recent data). More specifically, we formulate this
task as detection of trending n-grams. We compute
the trend scores for each n-gram, n, as follows:

score(n) =
fn,R − fn,P
fn,P + k

where fn,R and fn,P are the frequencies of n-gram
n in the recent and past datasets, respectively. In
practical applications, fn,R can refer to the fre-
quency in newly collected data, while fn,P can
refer to the frequency in older data. k is a nor-
malization term used to mitigate the frequency of
the highly-frequent n-grams in the recent datasets.
When computing trend scores, we filter out stop
words as they are usually the most common words
but contain the least information. After we com-
pute trend scores for all n-grams in newly collected
data, we assign trend scores to the instances by

summing over the scores of each n-gram in that
instance (tweet). We then use the score to rank
instances for labeling and updating the NER model.
Our approach is flexible as it can be used in combi-
nation with any NER model architecture.

3 Experiments

We empirically study the impact of retraining NER
models on trending data in two different scenarios.
In Scenario 1, we retrain the model in an incremen-
tal manner with N instances from a newer batch of
data in the following year at every iteration. In Sce-
nario 2, we retrain the model incrementally as well,
but the pool of data we used to select instances in-
cludes all years available in the training partitions.
In both cases, instances are selected based on their
trend scores.

We use the Temporal Twitter Dataset from Rijh-
wani and Preotiuc-Pietro (2020) for all experiments.
This dataset is temporally distributed and balanced
with a variety of topics. It has 12K tweets collected
from 2014 to 2019, with 2K samples from each
year. In our experiments, the training set comprises
of splits from 2014 to 2018. The validation set and
test set have a random sample of 500 (25%) and
1,500 (75%) tweets from 2019, respectively.

3.1 Neural Architectures

As mentioned earlier, our approach is model agnos-
tic. We validate this claim by experimenting with
different NER neural architectures used in the prior
art. The main difference between these models is
the representation fed into a Conditional Random
Field (CRF) (Lafferty et al., 2001) for prediction.
The implementation and hyperparameters are de-
scribed in Appendix A.

BiLSTM + CRF Following Ma and Hovy
(2016), we use the GloVe (Pennington et al., 2014)
word embeddings for word representations and
Convolution Neural Networks (CNNs) for char-
acter representations. Then a bidirectional LSTM
(Graves and Schmidhuber, 2005) takes both word
representations and character representations as in-
put and encodes sentences.

BERT + CRF BERT is a transformer-based
model proposed by Devlin et al. (2019). It is pre-
trained using masked language modeling and next
sentence prediction objectives on the corpora from
the general domain. BERT takes subwords as input
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(a) BiLSTM + CRF (b) BERT + CRF (c) BERTweet + CRF

Figure 2: Data can only be accessed year by year - Each step represents a year from 2014 to 2018. At each step,
we add instances from its respective year to the training set. For Temporal, we randomly select instances from that
given year. For Trend, we rank instances based on their trending score. We experiment with 50 (Appendix B), 100
and 200 (Appendix B) instances per step to show the impact of training size.

(a) BiLSTM + CRF (b) BERT + CRF (c) BERTweet + CRF

Figure 3: Data from all years is available - At each step, we add new instances to our training set. For Random, we
randomly select instances from the available data. For Trend, we rank all available instances from most trending
to less trending based on their trending scores. We then use this ranking to select the instances. At each step,
we choose the instances with the highest trending scores that have not yet been added to the training set. We
experiment with 50 (Appendix B), 100 and 200 (Appendix B) instances per step to show the impact of training
size.

and generates contextualized word representations
for each sentence.

BERTweet + CRF Similar to BERT, BERTweet
(Nguyen et al., 2020) is a large-scale language
model with the same configuration as BERT. It
is pre-trained on the corpora from the social me-
dia domain and achieves state-of-the-art results on
many downstream Twitter NER tasks.

3.2 Results

We empirically examine the performance of models
under the influence of data evolution and temporal
drift. We start with doing experiments on trend-
ing bi-grams and use the same amount of training
samples at each step to eliminate the influence of
training data size. Below we discuss the results of
the two evaluation scenarios.

Scenario 1 In this scenario, we assume that the
data can only be accessed chronologically by year.
For each new batch of data selected based on the

trendiness score (trend), we take the model as
trained on the previous batch and retrain on the
newest data. In other words, we consider the model
from the previous iteration as a pre-trained model
and fine-tune that model on the newest data. For
comparison purposes, we run a temporal version,
where the model is fine-tuned with newer data ev-
ery time, but the instances are selected randomly
for the corresponding year. Due to the randomness
in this approach, we run each model five times, and
then we report the average of the five runs as the
final F1 score.

The results are shown in Figure 2. We observe
that both temporal and trend F1 scores increase as
we move temporally closer to the target data. How-
ever, in all cases, the trend-based models always
reach a higher score.

Scenario 2 In this scenario, we assume the data
can be accessed from all years at once. We merge
the training data from all years and form a single

165



pool of data. However, we still fine-tune models
at each iteration using the same number of new in-
stances each time. For the trend models, we select
instances based on their trend scores, regardless of
the year, whereas for the random model, we select
instances at random from the merged pool of data.
Similar to what we did in scenario 1, we run each
model 5 times and report the averaged results.

The results are shown in Figure 3. Similar to
scenario 1, the F1 scores of the models trained on
instances selected based on their trend scores are
always higher than random sampling F1 scores.
In addition, scenario 2, on average, works better
than scenario 1, which is consistent with Rijhwani
and Preotiuc-Pietro (2020). However, this setting
requires the data available from all years from the
very beginning. Compared to scenario 2, scenario
1 is far more realistic because it can be more easily
applied in practice.

3.3 Analysis
Impact of training data size We ran additional
experiments where we add different amounts of
training data at each iteration (50 and 200). With
less training data available, the benefits of select-
ing instances based on trend scores are amplified.
Even if more data is available, using trend scores to
select which instances to add always results in bet-
ter performance than randomly choosing instances.
Due to space limitations, the plots are in Appendix
B figures 4, 5, 6 and 7.

Impact of pre-trained knowledge From figures
2 and 3, we observe that, in general, pre-trained
models (BERT and BERTweet) tend to perform
closer to that of the trend-based models. Apart from
the well-documented advantages of contextualized
representations, we believe that higher performance
here is due to these models’ pre-trained knowledge.
We suspect that if we had the ability to control the
data, and in particular, the year of the data used
in pre-training, the results would be different, and
we would observe a larger gap between pre-trained
transformer models and the trend-based approach.

Entity-wise Model Performance We investi-
gate whether our approach affects named entity
types differently. To this end, we create random
data and trending data. The random data is ran-
domly selected, while the trending data is selected
based on the trend scores. Each data has 1,000
samples. Table 1 shows the model performance
on the random data, versus the trending data. We

notice that all three models overall benefit from
trend detection with an improvement from 2.70%
5.71% on F1 metric, indicating that the models can
adequately learn the context of named entities.

Model
Random data Trending data

P R F1 P R F1

BiLSTM + CRF 59.38 48.02 53.10 63.42 54.83 58.81
BERT + CRF 62.26 73.23 67.30 70.07 69.93 70.00
BERTweet + CRF 60.64 64.84 62.67 65.45 70.46 67.86

Table 1: Performance comparison on random data and
trending data, including persc.

To better understand the high model perfor-
mance on trending data, Table 2 shows the dis-
tribution of random and trending data. By selecting
training samples based on our approach, the num-
ber of entities in the trending data is 77% more
than the number of entities in the random data, in-
cluding 92% more PER, 38% more LOC, and 91%
more ORG. In the token level, there are more 108%
entity tokens in the trending data than in the ran-
dom data. The higher ratio of named entities in the
trending data increases the diversity of each entity
type, and therefore, decreases the test error.

Entity Type
Random data Trending data

Entity-level Token-level Entity-level Token-level

PER 225 340 432 755
LOC 178 226 245 362
ORG 281 379 537 848

Total 684 945 1,214 1,965

Table 2: The distribution of random data and trending
data, including entity-level distribution (entity spans)
and token-level distribution (entity tokens).

4 Related Work

Previous work has studied trend detection in online
social media platforms such as Twitter and Face-
book (Benhardus and Kalita, 2013; Mathioudakis
and Koudas, 2010; Miot and Drigout, 2020). Ben-
hardus and Kalita (2013) outlined the methodolo-
gies for using the data from online platforms and
proposed criteria based on the frequency of words
to identify trending topics in Twitter. Mathioudakis
and Koudas (2010) presented a system to detect
bursty keywords that suddenly appear in tweets at
an unusually high rate. Recently, Miot and Drigout
(2020) investigated the efficiency of deep neural
networks to detect trends. However, these tech-
niques are applied without taking named entities
into consideration.
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Towards emerging named entities, recent work
has mainly focus on identification and classification
of unusual and previously unseen named entities.
Derczynski et al. (2015) investigated the effects of
data drift and the evaluation of the NER models on
temporally unseen data. Agarwal et al. (2018) stud-
ied the disambiguation of named entities with ex-
plicit consideration of temporal background. Rijh-
wani and Preotiuc-Pietro (2020) reported improve-
ments on performance for overlapping named enti-
ties under the impact of temporal drift. Due to the
limitation of resources and lack of annotated data
from social media, these NER models tend to have
lower performances on emerging named entities.

5 Conclusion

In this work, we propose a simple approach to up-
date model parameters and prevent degradation per-
formance from temporal drifts. Our approach is in-
spired by our observations of how Twitter data fol-
lows trends in topics that can change very quickly.
Experimentally, we show that leveraging emerging
trends can benefit the recognition of named entities
and reduce performance degradation, especially in
low-resource scenarios. Our proposal is model ag-
nostic, and can potentially be adapted to other NLP
tasks that target social media and face the same
problems of data evolution and temporal drift.
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A Details for Experimental Setup

For BiLSTM-CRF model, we use GloVe Twitter
embeddings. The dimensions of character embed-
dings and word embeddings are 50 and 100 respec-
tively. We then use 2-layer LSTM with 300 hidden
units to encode sentences. The dropout rate is 0.5.
During training, we use stochastic gradient descent
(SGD) with learning rate 0.1, batch size 20, and mo-
mentum 0.9. The L2 regularization is set to 0.001.
For BERT and BERTweet, we do fine-tuning using
AdamW optimizer (Loshchilov and Hutter, 2017)
with learning rate 5e-5, batch size 32, and weight
decay 0.01. We also use a gradient clipping of 1.0
and the dropout rate is 0.1. In scoring function, k
is set as 0.1 for sample selection.

B Experiment with more data

In Figure 4 and Figure 5, we use 50 instances at
each step. In Figure 6 and Figure 7, we use 200
instances at each step. We repeat our experiment
with using different number of instances at each
training step to study the impact of dataset size.
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(a) BiLSTM + CRF (b) BERT + CRF (c) BERTweet + CRF
Figure 4: Data can only be accessed year by year - Each step represents a year from 2014 to 2018. At each step,
we add instances from its respective year to the training set. For Temporal, we randomly select instances from that
given year. For Trend, we rank instances based on their trending score. We experiment with 50 (Appendix B), 100
and 200 (Appendix B) instances per step to show the impact of training size.

(a) BiLSTM + CRF (b) BERT + CRF (c) BERTweet + CRF
Figure 5: Data from all years is available - At each step, we add new instances to our training set. For Random, we
randomly select instances from the available data. For Trend, we rank all available instances from most trending
to less trending based on their trending scores. We then use this ranking to select the instances. At each step,
we choose the instances with the highest trending scores that have not yet been added to the training set. We
experiment with 50 (Appendix B), 100 and 200 (Appendix B) instances per step to show the impact of training
size.

(a) BiLSTM + CRF (b) BERT + CRF (c) BERTweet + CRF
Figure 6: Data can only be accessed year by year - Each step represents a year from 2014 to 2018. At each step,
we add instances from its respective year to the training set. For Temporal, we randomly select instances from that
given year. For Trend, we rank instances based on their trending score. We experiment with 50 (Appendix B), 100
and 200 (Appendix B) instances per step to show the impact of training size.

(a) BiLSTM + CRF (b) BERT + CRF (c) BERTweet + CRF
Figure 7: Data from all years is available - At each step, we add new instances to our training set. For Random, we
randomly select instances from the available data. For Trend, we rank all available instances from most trending
to less trending based on their trending scores. We then use this ranking to select the instances. At each step,
we choose the instances with the highest trending scores that have not yet been added to the training set. We
experiment with 50 (Appendix B), 100 and 200 (Appendix B) instances per step to show the impact of training
size.
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Abstract
Jujeop is a way for K-pop fans to express their
love for the K-pop stars they adore by creat-
ing a type of Korean pun through unique com-
ments in Youtube videos that feature those K-
pop stars. One of the unique characteristics of
Jujeop is its use of exaggerated expressions
to compliment K-pop stars, which contain or
lead to humor. Based on this characteristic, Ju-
jeop can be separated into four distinct types,
with their own lexical collocations: (1) Frag-
menting words to create a twist, (2) Homo-
phones and homographs, (3) Repetition, and
(4) Nonsense. Thus, the current study defines
the concept of Jujeop and manually annotates
the 8.6K comments into one of the four Jujeop
types. With the given annotated corpus, this
study presents distinctive characteristics of Ju-
jeop comments compared to the other com-
ments by classification task. Moreover, with
the clustering approach, we proposed a struc-
tural dependency within each Jujeop type. We
have made our dataset publicly available for
future research of Jujeop expressions.

1 Introduction

With the rapid improvement of information and
telecommunication technologies, people have be-
come not only consumers, but also producers of
media content (Jenkins and Deuze, 2008). With
this trend, there are a number of online media plat-
forms that allow people to interact with other users
anywhere and anytime (Burgess and Green, 2018).
On these platforms, users actively create and share
their contents, and express their thoughts and opin-
ions on other users’ contents (Van Dijck, 2013). In
particular, online fan communities, where fans in-
teract with each other, tend to use such platforms to
share their contents and opinions on their favorite
stars (e.g., Ariana Grande1, BTS2; Baym (2007);

∗ Equally contributed first authors
† Corresponding author

1https://rb.gy/mzl1vq
2https://rb.gy/0dfcdl

Littlejohn and Foss (2009)).
With this vitalization of the communities on the

platforms, several novel interaction patterns have
been observed among South Korean users. Among
these patterns, Jujeop in online environments is
one of the notable phenomena presented by South
Korean fans (Figure 1). Although the dictionary
definition of the Korean word Jujeop refers to a dis-
graceful or silly behavior of a person, the term has
evolved into a facetious expression with an implicit
sense of humor in the online K-pop community;
in South Korean culture, Jujeop is a punning activ-
ity that makes conversations enjoyable and allows
users to engage on platforms (Yu et al., 2018).

Figure 1: An example of Jujeop comments on Youtube

Miller and his colleagues (Miller et al., 2017) de-
fined a pun as “a form of wordplay in which a word
suggests two or more meanings by exploiting poly-
semy, homonymy, or phonological similarity to an-
other word, for an intended humorous or rhetorical
effect.” Based on this definition, the majority of re-
cent studies have proposed several pun generation
models using machine learning approaches (He
et al., 2019; Luo et al., 2019).

However, compared to a huge body of prior re-
search on English puns (Yu et al., 2018, 2020), only
a few studies have been conducted on Korean puns
in online environments. Because of some obstacles
including the unique linguistic and cultural aspects
of South Korea, there are several limitations in
studying users’ punning activities (Choi, 2018).

Thus, we propose the first Korean corpus, anno-
tated for Jujeop comments, and categorize them
into four different types. We have made the dataset
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publicly available.3

2 Jujeop Data

2.1 Data Collection
As Jujeop comments are frequently observed in
Youtube channels of K-pop stars, we assumed that
high number of views in a channel guarantees
the presence of the Jujeop comments. Based on
this assumption, we collected 281,968 users’ com-
ments on K-pop stars from 285 Youtube channels4,
which have the number of views between 5,177 and
38,039,597. Then, we conducted the pre-processing
procedures for the remaining Korean words (i.e.,
excluding words used for commercial purposes).

We sorted the comments based on the number of
likes a Jujeop comment received. The comments
that had more than the average number of likes in
the collected comments (i.e., 167) were employed.
With this approach, 8,650 comments were selected
for annotation.

2.2 Annotation
Ten annotators who has been enthusiastic fans of
their K-pop stars for at least 2 to 15 years (Mean:
9.3 SD: 4.2) and has been frequently exposed to
Jujeop comments were employed for the annota-
tion process. After explaining the definition and
examples of Jujeop comments, each annotator was
asked to respond to the following question to clas-
sify, whether each comment is a Jujeop comment:

• Is this a Jujeop comment, which has a sense
of humor by praising K-pop stars with exag-
gerations and flashy modifiers?

Then, each annotator was asked to classify the
Jujeop comment into one of the following types.

2.2.1 Fragmenting words to create a twist
The comments in this type intentionally fragment
a specific word and extract/concentrate a single
character from the word to disguise the word’s full
meaning (e.g., ‘pretty’ to ‘t’), in order to create a
twist in the sentence meaning.

When one of the characters is included in both a
specific word and sentence with the same pronunci-
ation, the word and sentence are linked. This means
that there are two steps in a Jujeop comment. Af-
ter the sentence with hidden or sarcastic meanings

3https://github.com/merry555/Jujeop
4https://github.com/merry555/Jujeop/

blob/main/dataset/channels.txt

is first presented, the word with complimentary
meanings is then provided. For instance, ‘t’ can
mean ‘tee’ (t-shirt) as it has the same Korean pro-
nunciation. Moreover, the fragmented word (e.g.,
‘T’) usually carries a neutral connotation, while
the complete word (e.g., ‘Pretty’) carries a positive
connotation.

Because two words are linked and combined to
make a sentence (‘t’ (t-shirt) and ‘pretty’), it creates
a pun in Korean:

언니.왜맨날똑같은티만입어?프리티!
Sis, Why do you always wear the same Tee? pretTee!

The first sentence asks why she always wears
the same t-shirt, which is pronounced [ti:]. Then,
the following word changes the whole sentence
meaning, which makes the initial meaning of the
sentence a compliment about her prettiness [prti],
thus creating a humorous twist.

2.2.2 Homophones and Homographs
Both homophones and homographs are sometimes
employed to create pun expressions.

Homophones are defined as follows: “when two
or more words, different in origin and signification,
are pronounced alike, whether they are alike or not
in their spelling, they are said to be homophones”
(Bridges, 2018). The definition of homographs is
“words that have more than one meaning but share
the same orthography” (Twilley et al., 1994).

Users can employ specific lexical features of
homophones and homographs to make a Jujeop
comment. After a user makes his/her first sentence
with the original meanings of words, they employ
other word meanings in the second sentence to
compliment the K-pop stars while allowing other
users to enjoy the fun.

For example, George Bush, the former US pres-
ident, has the same pronunciation in Korean and
English (Korean: ‘조지부시’), when George Bush
is employed as a big name. The South Korean pro-
nunciations of George is identical to the phrase ’to
beat somebody/something’ (Korean: ‘조지(다)’),
while the pronunciation of Bush is identical to
‘to break something’ (Korean: ‘부시(다)’). Thus,
the pronunciations of George Bush and ‘to beat
somebody/something + to break something’ can
be the same in Korean, although the meanings of
the words differ depending on whether they are
employed as a big name or as verbs.

너영어이름을조지부시로해줘...
내마음을조지고부시니까.

Change your English name to George Bush...
because you beat and break my heart.
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2.2.3 Repetition
This is a type of repetition of the same phrase. As
presented in the following example, the comments
in this type employ repetition to emphasize the
complimentary meanings on the K-pop stars.
아진짜..그거알아요?잘생긴사람을보면기억을

잃는대요.
아진짜..그거알아요?잘생긴사람을보면기억을

잃는대요.
Gosh... you know what? They say you lose your memory

when you see a handsome person.
Gosh... you know what? They say you lose your memory

when you see a handsome person.

2.2.4 Nonsense
The comments in this type include the K-pop stars
within fictions. The majority of such comments
flatter the stars by using exaggerated and almost
nonsensical, over-the-top expressions. One repre-
sentative example is presented below:
그녀가예쁘다고생각하는사람일어나!라고했더니
지구가일어나서태양계순서가바뀌었잖아.

I said, Anybody who thinks she’s pretty, get up! and then
the whole Earth got up and the order of the solar system

changed.

There is no way that the Earth can ‘get up’ like
a human being, nor could the order of the solar
system change due to a person’s prettiness. Such
ridiculous and exaggerated expressions create hu-
mor and a profound expression with which fans can
express admiration for their favorite celebrities.

2.3 Corpus Description
Among 8,650 comments, 1,867 (21.58%) were an-
notated as Jujeop comments. Then, three experts in
natural language processing (NLP) manually val-
idated whether or not each comment is a Jujeop
comment. With these procedures, 7,077 non-Jujeop
(81.82%), and 1,573 Jujeop (18.18%) comments
were labeled with four separate Jujeop types (Ta-
ble 1). We measured Krippendorff’s alpha on four
types of Jujeop comments (Krippendorff, 2011),
and met inter-annotator agreement (0.532).

Type Count
Fragmenting words to create a twist 39

Homophones and Homographs 57
Repetition 41
Nonsense 1436

Table 1: Descriptive analysis of Jujeop comments.

3 Experiments

We conducted two NLP tasks to investigate whether
the labeled data can be significant in understand-

ing Jujeop comments. First, we proposed several
deep learning models to verify the annotated Jujeop
comments. Then, we clustered Jujeop comments to
figure out specific linguistic structures.

3.1 Jujeop Classification

At first, for the Jujeop classification, we applied
three baseline classifiers for the experiment: Con-
volutional Neural Network (CNN; Kalchbrenner
et al. (2014)), Bidirectional Long Short-Term Mem-
ory (BiLSTM; Schuster and Paliwal (1997)), and
KoBERT5. All model configurations are presented
in Appendix A.

Because more than 80% of the annotated com-
ments in the dataset are non-Jujeop comments, we
randomly selected 1,573 non-Jujeop comments,
which is the same number of Jujeop comments
to address the data imbalance issue. Then, we ran-
domly divided the collected comments into train-
ing (2,256, 72%), validation (260, 8%), and testing
(630, 20%) sets. We tokenized each comment with
the Mecab tokenizer of KoNLPy package6. The
maximum word counts of the comments and total
vocabulary size are 58 and 6,536, respectively.

Classifier Class Precision Recall F1-score Accuracy

CNN
Jujeop 75.41% 72.44% 73.90%

69.05%
non-Jujeop 60.23% 63.86% 61.99%

BiLSTM
Jujeop 77.59% 72.70% 75.07%

70.79%
non-Jujeop 61.90% 67.87% 64.75%

KoBERT
Jujeop 80.45% 74.54% 77.38% 73.65%

non-Jujeop 64.98% 72.29% 68.44%

Table 2: Results of the binary classification task (Jujeop
and non-Jujeop comments).

F1-score Jujeop (2-ary) Jujeop type (4-ary)
CNN 67.94% 62.63%

BiLSTM 69.91% 56.96%
KoBERT 72.91% 77.18%

Table 3: Results of the macro f1-score; 2-ary: binary
classification of Jujeop and non-Jujeop, 4-ary: multi-
class classification of Jujeop types.

Table 2 presents the classification results with
four evaluation metrics. In general, the KoBERT
showed the greatest levels of all evaluation metrics.
In particular, the accuracy of the KoBERT (73.65%)
was higher than those of the CNN (69.05%) and
BiLSTM (70.79%). In case of the recall level of

5https://github.com/SKTBrain/KoBERT
6https://konlpy.org/ko/v0.4.3/api/

konlpy.tag/
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Jujeop comments, it can be explained by the poten-
tiality of misclassifying Jujeop to non-Jujeop com-
ments. Moreover, we measured macro F1-score for
the binary classification task (Table 3). Compared
to the other benchmark models, KoBERT showed
the best performance (72.91%).

Furthermore, we computed macro F1-score for
the Jujeop classification task as each type of
comment had a skewed distribution (Tran et al.,
2018). The details of configurations are attached
on Appendix A. Table 3 shows KoBERT with
the highest performance of 77.18% followed by
CNN (62.63%) and BiLSTM (56.96%). The imple-
mented models are publicly available7.

3.2 Jujeop Clustering

Pun usually relies on specific linguistic structure
that can be classified based to patterns of the sylla-
ble, word, or phrase similarity (Binsted and Ritchie,
1997; Ritchie et al., 2007). Since, Jujeop comments
share the characteristic of the pun, we assumed that
Jujeop comments within the same type would share
similar dependency relations.

Based on the assumption, we employed part-
of-speech (pos) tagging to analyze the distinc-
tive linguistic structure of each Jujeop type. Then,
the tagged sentences were used as the input for
the unsupervised learning algorithm, which allows
identification of data into similar groups or clus-
ters (Likas et al., 2003).

We utilized Okt pos tagger, which is commonly
used to analyze the social media data analyses (Park
and Cho, 2014). First, to balance the number of
each type in Jujeop comments, we randomly se-
lected 50 samples from type 4. Then, we vector-
ized each pos tag of the sentence as an input to the
K-means clustering with K as 4, which represents
4 types of Jujeop comments.

Figure 2 represents the confusion matrix of the
true and the predicted data points. The total accu-
racy of the K-means clustering was 32%, where the
most correctly predicted type was type 2 with the
34 out of 57 correct predictions (59.65%).

Whereas most of type 1 were classified into type
3 (23 out of 39), which indicates that two types
might share similar dependency relations. The sin-
gle word appeared at the beginning of the sentence
that was used again at the later part might have
been characterized as a repetition. Type 3 was clas-

7https://github.com/merry555/Jujeop/
tree/main/models/multiclass

Figure 2: Confusion matrix on the clustering results of
Jujeop types; x-axis indicates the true Jujeop types and
y-axis indicates the predicted Jujeop types

sified with 48.78% accuracy (20 out of 51), which
indicates that type 3 might have been differentiated
by syntactic features with the other types.

Moreover, type 4 showed the lowest clustering
accuracy with 10% (5 out of 50). This indicates
that nonsense might be interpreted as semantic fea-
ture rather than syntactic feature. The further ex-
planations and visual supplements are attached in
Appendix B.

4 Conclusion

The current study first conceptualized the construct
of Jujeop, which is one of the Korean pun interac-
tion patterns on social media and annotated 8,650
comments. To provide a better understanding of
Jujeop comments, four separate Jujeop types were
proposed and labeled. Then, the presented NLP
tasks results imply that Jujeop comments and each
type of Jujeop has semantic and syntactic distinc-
tiveness compared to the other comments.

Although we provide several findings on Jujeop
comments, notable limitations remain. First, there
are limited number of each type of Jujeop com-
ments. Moreover, there might be other Jujeop types
that were not observed in this study. The presented
limitations might have occurred from the fact that
the examples of Jujeop may be hard to collect in the
wild. Thus, future study should aim to overcome
the presented limitations with a crowd sourcing ex-
periment or sentence generation based on the given
definition to make a corpora of various Jujeop com-
ments.
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A Model Configuration

A.1 CNN
A.1.1 Binary classification
To employ a CNN-based classifier, we created a
sequence of the tokenized words by embedding a
layer with 128 units. The sequence was then sent
to the CNN layer with 64 units. The max pooling
layer was used to extract the prominent features
of the given data. The final output was computed
by sigmoid function to classify whether or not the
given comment is a Jujeop comment. Ten epochs
were employed in the training sessions with 32
batch size.

A.1.2 Quaternary classification
We used the the same configurations with the bi-
nary classification task except optimizer, loss and
activation functions of the last layer. For the multi-
class classifiction task, we employed the softmax
activation function for the last layer and sparse
categorical crossentropy for the loss function with
adam optimizer. Also, we compiled the model with
class weights by scikit-learn package8 to handle
the class imbalance problem.

A.2 BiLSTM
A.2.1 Binary classification
The tokenized words of the comments were out-
putted to the embedding layer with 128 units. The
representation of the input data was then sent to
the bi-directional LSTM layer with 64 units. The
final output of the BiLSTM was calculated through
sigmoid function. We trained the model with 10
epochs with 256 batch size.

A.2.2 Quaternary classification
We changed the optimizer, loss and activation func-
tions of the last layer as in a CNN classifier for
the multi-class classification. We also compiled
the model with same class weights as in the CNN
classifier.

A.3 KoBERT
A.3.1 Binary classification
To employ a KoBERT model, we adopted a built in
SentencePiece tokenizer. We set embedding size as
128 and trained the model with 10 epochs. We set
the batch size as 32 and learning rate as 0.00002.

8https://scikit-learn.org/stable/
modules/generated/sklearn.utils.class_
weight.compute_class_weight.html

A.3.2 Quaternary classification
We used same configurations as in the binary clas-
sification task. For the multi-class classification
task, we modified the class number of the KoBERT
classifier to 4.

B Jujeop Clustering

B.1 K-means Clusters Visualization

As shown in Figure 3, we visualized each type of
Jujeop clusters with predicted data types and true
data types. The predicted clusters are the results
from K-means clustering with pos tagged Jujeop
comments.

B.2 Centroids of the clusters from all types

Based on the K-means clustering results, we an-
alyzed the dependency trees of centroids which
are the representative data points to separate each
cluster (Leisch, 2006). The structure of the type 1
centroid presents as below:

언니다좋은데자꾸벽이느껴져요완벽.
Sis, you make a wall. A Perfection.

[(NP<언니, Noun> ) (AP <다, Adverb> <좋은데,
Adjective>) (NP <자꾸, Noun> <벽,Noun>)

이,Josa (VP<느껴져요,Verb>) (NP<완벽,Noun>)]

which fragments word “벽” to make the word
“완벽” to convert the meaning of the word “wall”
into “perfection”.

Moreover, the center data point of the type 2 is
proposed as below:

언니경마장가지마요언니가경마장가면말이

안나와.
Sis, don’t go to horse-racing. Because you are

horse-less.

[(NP<언니,Noun> <경마장,Noun> <가지,Noun>
<마,Noun>)요,Josa (NP<언니,Noun>)가,Josa
(NP<경마장,Noun> <가면,Noun> <말,Noun>)

이,Josa (NP<안나,Noun>)와,Josa]

where the English word “horse” has the same
pronunciation as “speech” in Korean as “말”.
Based on this homophone effect of word “말” in
Korean, the horse-less can be interpreted as speech-
less.

The centroid of the type 3 is represented as be-
low:

듣다눈물날것같음전남친이저렇게날예쁘게

회상해준다면...난사실전남친없어요,남친도
없어요,없어요,아니없어요,그냥없어요.
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(a) Clusters of Type 1: Fragmenting words to create a twist (b) Clusters of Type 2: Homophones and Homographs

(c) Clusters of Type 3: Repetition (d) Clusters of Type 4: Nonsense

Figure 3: K-means clustering results of each type of Jujeop comments where K as 4; Marker # as predicted data
points and Marker × as true data points

I’m going to cry if my ex-boyfriend recalls me so
beautifully... Actually I have no ex, no boyfriend,

nothing, nothing, nothing, just nothing.

[(VP <듣다,Verb> <눈물날것,Verb>) (AP <
같음,Adjective>) (NP <전남친,Noun>)이,Josa
(AP <저렇게,Adverb>) (NP <날,Noun>)(AP <
예쁘게,Adjective>)(NP <회상,Noun>) (VP <
해준다면,Verb>) (NP <난,Noun> <사실,Noun> <
전남친,Noun>) (AP <없어요,Adjective>) (NP <
남친,Noun>)도,Josa (AP <없어요,Adjective> <
없어요,Adjective> <아니,Adjective> <

없어요,Adjective>) (NP <그냥,Noun>) (AP <
없어요,Adjective>)]

which repeats the same word of “nothing” to
make humor with emphasizing the attraction of the
K-pop stars, simultaneously.

Moreover, the most representative data point of
type 4 is given as below:

어이없네이런걸노래라구낸건가.그냥이나은
인생주제곡이잖아.요즘아이돌들참쉽다.성의

없네.그냥이노래자체가이나은인디.
It is ridiculous that this can be called as a song. It’s
just a life of “Naeun Lee”. How easy to become

star these days. This song is as “Naeun Lee” itself.

[(AP<어이없네,Adjective>)이런,Modifier (NP <
걸,Noun> <노래,Noun>)라,Josa (NP <구,Noun>)
(VP <낸,Verb>) (NP <건가,Noun> <그냥,Noun>)
이,Determiner (NP <나은,Noun> <인생,Noun> <
주제곡,Noun>)이,Josa (VP <잖아,Verb>) (NP <
요즘,Noun> <아이돌,Noun> <들,Suffix>) (VP <
참,Verb> <쉽다,Verb>) (NP <성의,Noun>) (AP<
없네,Adjective>) (NP <그냥,Noun> <이,Noun> <
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노래,Noun> <자체,Noun>)가,Josa이,Determiner
(NP <나은,Noun>)인,Josa (NP <디,Noun>)]

which is far from the defined nonsense com-
ments as it doesn’t contain any of the nonsensical
features. Rather, the presented centeroid comment
uses critical note to paradoxically emphasize the
coolness of the k-pop star. Considering the falla-
cious unsupervised classification results of type 4
(Figure 2), the given type would be interpret with
semantic meanings rather than syntactic relations.
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Abstract

Perspective differences exist among different
cultures or languages. A lack of mutual under-
standing among different groups about their
perspectives on specific values or events may
lead to uninformed decisions or biased opin-
ions. Automatically understanding the group
perspectives can provide essential background
for many downstream applications of natural
language processing techniques. In this paper,
we study colingual groups1 and use language
corpora as a proxy to identify their distribu-
tional perspectives. We present a novel compu-
tational approach to learn shared understand-
ings, and benchmark our method by building
culturally-aware models for the English, Chi-
nese, and Japanese languages. On a held out
set of diverse topics including marriage, cor-
ruption, democracy, our model achieves high
correlation with human judgements regarding
intra-group values and inter-group differences.

1 Introduction

Sociologists have defined culture as a set of shared
understandings, herein called perspectives, adopted
by the members of that culture (Bar-Tal, 2000;
Sperber and Hirschfeld, 2004). Languages and
cultures have radical correlations (Khaslavsky,
1998; Bracewell and Tomlinson, 2012; Gelman and
Roberts, 2017), because individuals communicate
with each other by language, which carries the as-
pects of their cultures, experiences, beliefs, and
values, thus will shape their perspectives. Lacking
of understanding for these perspective differences
could lead to biased predictions. Selection bias
(Heckman, 1977) can often lead to misinformation
as it sometimes ignores facts that do not reflect the
entire population intended to be analyzed. For ex-
ample, to verify a controversial statement like “The

1A group of people that share the same language
(https://www.merriam-webster.com/dictionary/colingual).

Claim
The free market does a much worse job than the
government in providing essential services and
the fraud and corruption part only gets worse.

CN Persp Human: 72% support, Model: 79% support
JP Persp Human: 17% support, Model: 15% support

(a) A claim about free market and government intervention
from our test data, with the distributional perspectives of the
Chinese (CN) and Japanese (JP) colingual groups. Human
opinions and model predictions are highly correlated.

CN
Wiki-
pedia

中国特色的社会主义现阶段有如下特点: 以
国家的手段控制国内的要害经济部门和大
量的企业，通过“国有资产”的概念以股份或
者非股份形式保护国民经济的相当重要的
部分。
The current stage of socialism with Chinese char-
acteristics has the following characteristics: the
government control the vital economic sectors and
a large number of enterprises in the country by
state means, and protect a very important part
of the national economy in the form of shares or
non-shares through the concept of “state-owned
assets”. [Translated]

JP
Wiki-
pedia

1930年以降、社会的市にして人の自由や
市原理を再し、政府による人や市への介
入は最低限とすべきと提唱する。... 日本
では1950年の事再成以来、民の力会社が
地域ごとに1社ずつ合10社あり。
Since 1930, Japan reassessed the liberty and mar-
ket principles of the individual for the social mar-
ket economy, advocating that government inter-
vention in the individual and the market should
be minimized. ... In Japan, since the restructur-
ing of the electric power business in 1950, there
are 10 private electric power companies, one in
each region. [Translated]

(b) Evidence from Wikipedia pages from the colingual groups
(CN and JP), that potentially are for or against the claim shown
in Table 1a. These are included in our training data after
variation (discussed in Section 4.2). The two examples in the
JP corpus are selected out from different articles.

Table 1: An example claim from our test data (1a),
and possible evidences from wikipedia pages included
in our colingual group training corpora (1b).

free market causes fraud and corruption.”, we need
to consider the perspectives from various groups
(shown in Table 1). Similarly, a sentiment analy-
sis model may fail to capture the correct emotions
towards a debatable claim if the claim is viewed dif-
ferently across different groups, such as the dispute
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between India and Pakistan regarding Kashmir.
In this paper, we focus on distributional differ-

ences on controversial topics across groups. For
example, within the United States, people have split
views (approximately half-half) regarding gun con-
trol and abortion, while in China, people generally
against the possession of guns and pro-choice for
abortion. Hence, building a culture-aware model
that considers groups’ distributional perspectives
will help improve comprehension and consequen-
tially mitigate biases in decision making.

We aim to identify colingual groups’ distribu-
tional perspectives towards a given claim, and spot
claims that provoke such divergence. As colin-
gual groups are naturally identifiable by the usage
of language, we can obviate group detection and
associated errors in the process of group identifi-
cation.2 Wikipedia, despite its overall goal of ob-
jectivity, has been shown to embed latent cultural
biases (Callahan and Herring, 2011). Following
these cues, we believe Wikipedia is an ideal source
to study diverse perspectives among various colin-
gual groups. Table 1a shows an example claim for
which the Chinese and Japanese may have differ-
ent opinions. Specifically, the Chinese-speaking
group tends to support the claim (72% support)
while the Japanese-speaking group tends to oppose
it (17% support), which is likely due to the different
economic/government environments. As shown in
Table 1b, we can find evidences from wikipedia
pages that support or oppose the claim in Table 1a.

We learn a perspective model for each colingual
groups using a collection of Wikipedia pages for
English, Chinese and Japanese, and then use these
models to identify diverging perspectives for a sep-
arate set of claims that are manually curated and
are not from Wikipedia.

Our contributions are as follows. 1) We propose
CLUSTER (CoLingUal PerSpecTive IdentifiER),
a module that learns distributional perspectives of
colingual groups based on Wikipedia articles. To-
wards this, we develop a novel procedure to algo-
rithmically generate negative examples (introduced
in Section 3.1) based on Wikipedia to train our
group models (Section 4.1). 2) We design an evalu-
ation framework to systematically study the effec-
tiveness of the proposed approach by testing our

2The only caveat is that such simplification ignores finer-
grained cultural distinctions across subgroups speaking the
same language, especially for English as a global language
spoken by many nations; we leave those studies of more fine-
grained groups for future work.

models on self-labeled claims from diverse topics
including cuisine, festivals, marriage, corruption,
democracy, privacy, etc. (Section 3.2, 3.3 and 4.3)
3) Comprehensive quantitative and qualitative stud-
ies in Chinese, Japanese, and English show that
our model outperforms multiple well-crafted base-
lines and achieves strong correlation with human
judgements.3 (Section 6 and 7)

2 Task Definition

In this paper, we focus on predicting a group’s
distributional perspective towards a claim and iden-
tifying claims that reflect contrasting perspectives
from different groups on a particular topic. We fur-
ther focus on English, Chinese and Japanese as the
targeted colingual groups. Here, we define several
key concepts and the task. We also explain why
our task is different from stance detection.

Claim. A claim si, is a sentence that expresses
opinions toward a certain topic (E.g Row 1 , Ta-
ble 1) regardless of its language. We then trans-
late and have a set of multi-lingual claims S =
(Sen,Scn Sjp), where Sen (English), Scn (Chi-
nese), Sjp (Japanese) are translations of each other.

Group Perspective Model and Score. Group
Perspective Model is a probabilistic model that
mirrors the group’s distributional perspective on
a claim - the model gives a score that reflects
a group’s likelihood of agreeing with that claim.
For any claim s and its translations (sen, scn, sjp),
a machine-generated score P l(sl) ∈ [0, 1] is as-
signed to estimate the probability of sl (l denoting
language) being supported by the corresponding
group. A distributional perspective score closer to 1
(fully support) and 0 (fully reject) indicates unanim-
ity, while a score closer to 0.5 implies split within
group. Similarly, a human-annotated perspective
score H l(sl) ∈ [0, 1] is assigned and considered
as the ground truth of the likelihood that sl is sup-
ported by its corresponding group.

Distributional Perspective Difference. Finally,
we define (distributional) perspective difference.
Let Dl1−l2modeli

∈ [−1, 1] be the difference of perspec-
tive scores predicted by two models (for group l1
and l2) of s, where

Dl1−l2model = P l1(sl1)− P l2(sl2), l1 6= l2. (1)
3We use these three languages as examples through-

out the paper, but our algorithm is naturally applica-
ble to other languages. Data and code are available at
https://github.com/PlusLabNLP/CLUSTER
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Here l1 and l2 each denotes a language such as
‘cn’ and ‘jp’. A positive Dcn−jpmodel indicates that
the Chinese model agrees more with the claim s
than the Japanese model. Similarly, we denote
Dl1−l2human ∈ [−1, 1] as the quantity of perspective
difference reported by human annotators:

Dl1−l2human = H l1(sl1)−H l2(sl2), l1 6= l2. (2)

In Table 1, Dcn−jpmodel = 0.79− 0.15 = 0.64, and
Dcn−jphuman = 0.55. A higher absolute value of D
indicates bigger distributional differences.

Comparison With Stance Detection. Stance
detection aims at detecting if a piece of text (usu-
ally a sentence or a document) supports or opposes
a given claim (Hasan and Ng, 2014). Unlike stance
detection, we do not have a given text associated
with our claims. Instead, we learn representations
of group perspectives through training on language
corpora so that we can identify if a claim is likely
to be supported or opposed by a group.

3 Data Preparation

In this section, we describe the procedure of
composing our training data from multi-lingual
Wikipedia articles. We then introduce an out-of-
domain test dataset retrieved from Reddit that con-
tain opinions regarding wide range of topics and
the procedure of collecting human annotations on
the test set.

3.1 Training Data

Topic Selection. We leverage the category hier-
archy provided by Wikipedia to retrieve a list of
child topics that belong to a few parent categories,
including politics, foods, sport, history,social is-
sues, etc. The selected root categories in English,
Chinese and Japanese are aligned entities obtained
from Wikipedia language links, and their sub-tree
structures are only partially aligned. In this way,
sub-topics obtained in the three languages have con-
siderable overlap but are not identical. Hence we
have different numbers of subtopics and training
samples as seen in Table 2. We then retrieve all the
articles under the selected subtopics separately4,
so that different claims that potentially reflect the
cultural bias are included in our training data.

4https://en.wikipedia.org/wiki/Special:CategoryTree,
https://zh.wikipedia.org/w/title=Special:分 类 树,
https://ja.wikipedia.org/wiki/特别:カテゴリツリ

Topics Positive
Samples

Negative
Samples

English 4,245 292,444 292,444
Chinese 1,563 57,904 57,904
Japanese 1,266 25,039 25,039

Table 2: Statistics of Our Training Dataset. We deliber-
ately balance the number of positive and negative sam-
ples so that no priori probability will intervene with the
learning step.

Training Dataset Creation. Upon observing
many examples similar to the economics pages
in Table 1, we form our fundamental assumption
that the collection of sentences extracted from
Wikipedia in a certain language represent the cor-
responding distributional perspective of that col-
ingual group. Therefore, we label each sentence
extracted from the Wikipedia articles as positive
examples, as illustrated in part A of Figure 1.

Although positive examples mirror their corre-
sponding perspective, we also need to compose
negative samples — the claims that the correspond-
ing colingual groups will disagree with. An intu-
itive approach is to flip the semantic meaning of
the positive examples. This could be achieved by
replacing the adjectives in a sentence with their
antonyms. As shown in Figure 1.A, there are four
adjectives in the original text: ‘Making safe abor-
tion legal and accessible reduces maternal deaths’.
We can obtain four negative examples by replacing
each of the adjectives with its antonym (note that
we do not flip multiple adjectives simultaneously).
Each of the fabricated negative samples (in Fig-
ure 1.B) is ideal because it expresses conflicting
viewpoints compared to the original text.

However, certain collocations such as New York
and legal systems are also converted. Since bigrams
such as Old York and illegal systems seldom appear
in real sentences, we use a statistical n-gram model
to avoid those poorly constructed negative samples.
So far, we’ve obtained all data to train the perspec-
tive models. We list the number of topics, retrieved
sentences, and training samples in Table 2.

3.2 Out-of-domain Test Data

While training and testing on the same Wikipedia
data is a possible choice, a more ideal scenario is to
test on different domains to see if the distributional
representation learned by the model generalizes to
other datasets, not merely representing the style of
Wikipedia. Hence, selecting a good held-out set to
test the performance of our models is important.
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Wikipedia Articles

A. Extracted  Wikipedia 
sentences

1. Making safe abortion legal and 
accessible reduces maternal deaths.

…
1393. Cheese is a dairy 
product derived from milk that is 
produced in a wide range of flavors, 
textures, and forms 
by coagulation of the milk 
protein casein.

...

Flip

Adj.

1. Making unsafe abortion legal and 
accessible reduces maternal deaths.
1. Making safe abortion illegal and 
accessible reduces maternal deaths.
1. Making safe abortion legal and 
inaccessible reduces maternal deaths.
1. Making safe abortion legal and 
inaccessible reduces paternal deaths.

…
1393. Cheese is a dairy product derived 
from milk that is produced in a narrow 
range of flavors, textures, and forms 
by coagulation of the milk 
protein casein. …

B. Sentences with flipped 
adjectives 

1. The legal and accessible safe abortion reduces 
the mother's death.

…
1393. Cheese is a dairy milk product made by 
coagulating the milk protein casein in a variety of 
flavors, textures and shapes.

…

C. Wikipedia sentences after back translation D. Adjective-flipped sentences after back translation

DE DE

1. When unsafe abortions are made legal and accessible, motherhood declines.
1. Making safe abortion illegal and inaccessible reduces the death of mothers.
1. When safe abortions are legal and inaccessible, maternal deaths are reduced.

…
1393. Cheese is a dairy product derived from milk produced by coagulation of the 
milk protein casein in a narrow range of flavors, textures and shapes.

…

Figure 1: An illustration of the creation of the English training data. We first extract sentences from the retrieved
Wikipedia articles to form the positive samples, and then replace adjectives with their antonyms as negative samples.
Back-translation (discussed in 4.2) is then used to resolve pattern bias among negative samples. Note that we do
not flip multiple adjectives simultaneously.

IMHO, what I find strange, and this is totally, some
Chinese people have dogs as both pets and as dinner. 6

IMO, in an utopia Communism is the best system to
live by.

Table 3: Sentence from the IMO dataset expressing
opinions about which differ between cultures.

We are motivated by the fact that people always
express personal opinions on social media such
as Reddit, where many opinionated claims are in-
cluded. We leverage a previous work (Chakrabarty
et al., 2019) which collects a distant supervision-
labeled corpus of 5.5 million opinionated claims
covering a wide range of topics using sentences
containing the acronyms IMO (in my opinion) or
IMHO (in my humble opinion) from Reddit. Ta-
ble 3 shows two examples from the IMO dataset
that may reveal contrasting perspectives between
two different colingual groups. As this dataset is
only in English, to obtain scores from the Chinese
and Japanese cultural models, we translate each
sentence into the target language using the Youdao
and Google Translate API5.

Test Data Selection. We first automatically ex-
tract claims that contain certain topical keywords,
such as free market and democracy, and then
remove the candidates which are out-of-context.

5https://ai.youdao.com, https://translate.google.com
6This does not reflect the opinion of the authors.

Then we ask the English and Chinese volunteers
to jointly select high-quality statements. Finally,
for human annotation, we select out 128 high-
quality claims from over 2,000 candidates in the
IMO/IMHO dataset. The topics include personal
life, social and political views, etc.

3.3 Human Annotations for Test Data

For each test sample, we collect 20 annota-
tions from annotators living in the United States
using the Amazon Mechanical Turk platform
(MTurk). We then collect another 20 annotations
from Chinese/Japanese netizens using the Survey-
Hero/Crowdworks7 platform because MTurk is less
used by the local people. The annotations are bina-
rized, with 1 indicating agreement and 0 indicating
disagreement. The average scores are viewed as
the distributional scores.

For instance, for a given claim seni , if 13 out
of 20 English annotators give scores of 1, and the
other 7 give scores of 0, then the human-annotated
score Hen(seni) equals 13/20 = 0.65. In this
way, we ensure that human annotation is of the
same scale and meaning as the model prediction,
and thus prove the validity of using the correlation
between model predictions and human annotations
as a measurement of effectiveness.

7https://www.surveyhero.com, https://crowdworks.jp
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4 Methodology

In this section, we present the procedure of training
our CLUSTER model. We explain how to learn
group perspective models for English, Chinese, and
Japanese colingual groups. We then raise the issue
of pattern bias in negative samples and provide our
corresponding solution. Lastly, we introduce the
inference process.

4.1 Training Process

In the training stage, we leverage the pretrained
multilingual BERT (Devlin et al., 2018) and fine-
tune it for the perspective-specific classification
task on the labeled data that is obtained in 3.1.

To enable the whole system to capture as much
cultural discrepancy as possible, we separately fine-
tune a BERT model for each language corpora de-
spite the multilingualism of BERT. In other words,
the learning steps of English, Chinese and Japanese
systems have exactly the same structure but are
completely isolated from each other in terms of
training data and model parameters.

4.2 Pattern Bias in Negative Samples and
Targeted Improvements

While flipping adjectives to create negative samples
appears as an obvious approach, it ends up intro-
ducing certain style biases. Since the placeholders
for adjectives are the only difference between pos-
itive and negative samples in training data, most
classifiers would be able to identify this.

Niven and Kao (2019) show that high perfor-
mance obtained from pre-trained language mod-
els such as BERT (Devlin et al., 2018) are often
achieved by exploiting spurious statistical cues in
the dataset. We face a similar problem in our pre-
liminary study when evaluating on a test set from
a different domain. While the quantitative results
of our models trained on Wikipedia data are ex-
tremely high, we observe a huge drop when testing
on out-of-domain data. This motivates us to miti-
gate statistical cues in our data.

Inspired by back-translation (Hoang et al.,
2018), we generate paraphrases of our training data
by introducing a pivot language and then translat-
ing the sentences back. This retains the semantics
of the statements while removing existing stylistic
biases. We back-translated both original Wikipedia
sentences (i.e., positive samples) and the fabricated
ones (i.e., negative samples). Part C and D of Fig-
ure 1 show the back-translated versions of our pos-

English (EN) Chinese (CN) Japanese (JP)

0.53 0.61 0.58

Table 4: Inter-rater agreement for English, Chinese and
Japanese annotators using Krippendorff’s alpha, with
p-value <1e-10. All annotators show moderate agree-
ment within their own group.

Pearson
correlation

Spearman
correlation

English-Chinese (E-C) 0.26 (3e-3) 0.27(2e-3)
Chinese-Japanese (C-J) 0.49(5e-9) 0.50(2e-9)
Japanese-English (J-E) 0.29(7e-4) 0.30(6e-4)

Table 5: Cross-group rater agreement, in terms of corr
(p-value). We measure the correlation between collec-
tive judgements on 128 claims by raters from each pair
of the colingual groups: {E-C, C-J, J-E}.

itive and negative samples respectively.

4.3 Inference Process

The framework of our inference stage is sim-
ilar to the training procedure except that we
also test on out-of-domain data. For each
claim si in test data, three model predictions
{P en(seni), P cn(scni), P jp(sjpi)} are generated.
We then compute the colingual perspective dif-
ference of si based on Equation 1. Finally, we
compute the correlation between model-predicted
scores and human annotations.

5 Experiments

5.1 Experimental Setup

For all classifiers, we start the sentence representa-
tions with BERT-base (Devlin et al., 2018) model,
and then fine-tune them during training. We set se-
quence length as 128, batch size as 64 and learning
rate as 2e−5. We also study the efficiency of back-
translation on reducing stylistic biases. Specifically,
we train BERT models using data from 3 different
settings: 1) no back-translation, 2) back-translate
only negative samples, and 3) back-translate both
positive and negative samples.

5.2 Binarization

We binarize the ground truth (with 0.5 as thresh-
old) for the simplicity of data collection. Here 0
represents that a colingual group tends to maintain
an opposite perspective, while 1 indicates a group
tends to agree with the claim. For Wikipedia sen-
tences, which we use for training and in-domain
evaluation, the sentences originally selected from
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Training
Testing No back-translation Translate only negative Back-translate both

Negative Positive Negative Positive Negative Positive

No back-translation 85.15 88.74 65.23 72.55 67.82 64.61
Translate only negative 79.78 87.11 92.06 94.53 77.26 76.31
Back-translate both 92.56 94.88 92.17 95.69 87.10 91.92

Table 6: F1 scores of positive and negative class respectively, with models trained under three different settings: 1)
neither the positive or the negative samples are back-translated, 2) only negative samples are back-translated, and
3) both positive and negative samples are back-translated. We then test them on the same held-out dataset.

Wikipedia are positive (1) while the one we modi-
fied algorithmically are negative (0).

5.3 Inter and cross-group rater agreement

To show how the annotators within a colingual
group agree with each other, we calculate the inter-
annotator agreement (IAA) using Krippendorff’s
alpha. We also leverage attention questions to re-
move irresponsible annotators. The final IAAs are
listed in Table 4. For all three languages, the corre-
lation within a culture is above 0.5, demonstrating
that the annotators are moderately correlated.

We also investigate how cross-group raters agree
with each other, and calculate their Pearson and
Spearman correlation (as listed in Table 5). The
Chinese and Japanese raters have higher correlation
with each other than they are with English raters.

5.4 Baselines

We compare our proposed Colingual Perspective
Identifier (CLUSTER) with these baselines:

Random: Random numbers within [0, 1] are
generated to simulate model predictions of all per-
spective classifiers.

LM: We regard the average of word-level log
probability (sentence log probability divided by
length) generated by multi-lingual GPT2 (Rad-
ford et al., 2019; Zhang, 2019; Sakamoto, 2019)
as model predictions. We then use the min-max
method to normalize the log probabilities.

Weak CLUSTER: Our proposed Colingual Per-
spective Identifier, trained on Wikipedia sentences
without back-translation.

6 Results

6.1 The Effects of Back-translation

Table 6 shows that models trained with no back-
translation and translate only negative work well
under their own respective setting, but does not
transfer well to other scenarios. On the other hand,
we obtain best and most robust results when the
model is trained on data being back-translated for

both positive and negative samples. Hence, back-
translation (for both positive and negative samples)
is ideal to be used for inference in other domains.

6.2 Agreement between Model Prediction
and Human Annotation

Table 7 reports the the correlations between the
CLUSTER and baseline models with human an-
notations. We observe that the Random method
does not capture any perspective representations at
all. A competitive language model such as GPT-2
can bring significant improvements over Random
because it is trained on a very large NLP corpus
(including English Wikipedia), where group per-
spectives are implicitly included.

Moreover, the performance of Weak CLUSTER
is partially better then language models, but still
rather limited, probably due to style bias in nega-
tive samples. Finally, we can find that CLUSTER
consistently outperforms all its competitors, and
obtains 0.10 ∼ 0.22 performance gains over the
second best model for all three colingual groups.

Last, we want to point out that unlike many
other NLP tasks, the IAA (or human performance)
should not be viewed as golden or an upper-bound
in our evaluation. The IAA is just an indicator
of how unanimous the annotators are on diverse
concepts, including very controversial topics such
as abortion. Therefore, machine-human correla-
tion can reasonably be higher than within-human
correlation.

6.3 Binary Accuracy
To further investigate the performance of our model
and the baselines, we calculate the number of in-
stances where binarized predictions and ground
truths match with each other. The results are shown
in Table 8. Again, our CLUSTER model achieved
the best performance in all aspects.

7 Qualitative Analysis

While section 6 shows quantitative results and cor-
relation values, we want to understand the advan-

183



Model Correlation
Type

English
(EN)

Chinese
(CN)

Japanese
(JP)

Cross-culture
(E-C)

Cross-culture
(C-J)

Cross-culture
(J-E)

Pearson 0.00(0.5) 0.00(0.5) 0.00(0.5) 0.00(0.5) 0.00(0.5) 0.00(0.5)Random Spearman 0.00(0.5) 0.00(0.5) 0.00(0.5) 0.00(0.5) 0.00(0.5) 0.00(0.5)
Pearson 0.17 (0.05) 0.07 (0.42) 0.12(0.19) 0.11 (0.23) 0.08(0.36) 0.15(0.09)LM Spearman 0.16 (0.08) 0.08 (0.35) 0.11(0.22) 0.09 (0.30) 0.09(0.33) 0.13(0.14)
Pearson 0.22 (0.01) 0.19 (0.03) 0.18(0.05) 0.03 (0.73) 0.05(0.61) 0.15(0.09)Weak

CLUSTER Spearman 0.11 (0.23) 0.13 (0.14) 0.10(0.28) 0.07 (0.42) 0.06(0.51) 0.11(0.23)
Pearson 0.37 (1e-5) 0.41 (1e-6) 0.40(3e-6) 0.25 (4e-3) 0.20(0.02) 0.35(4e-5)CLUSTER Spearman 0.32 (2e-4) 0.34 (5e-4) 0.39(6e-6) 0.21 (0.01) 0.18(0.04) 0.31(4e-4)

Table 7: Agreement between model predictions and human annotations, in the format of correlation (p-value). A
higher value on Pearson correlation over Spearman correlation indicates that linear correlation is more significant
than the rank correlation, and vice versa.

Model EN CN JP E-C C-J J-E

Random 0.50 0.50 0.50 0.50 0.50 0.50
LM 0.60 0.50 0.54 0.53 0.55 0.56

Weak CLUSTER 0.70 0.55 0.56 0.45 0.53 0.52
CLUSTER 0.73 0.64 0.66 0.58 0.60 0.63

Table 8: The binary accuracy. We test both within {EN,
CN, JP} and across {E-C, C-J, J-E} groups. For scores
within a culture(∈ [0, 1]), the threshold is set to 0.5. For
cross-group perspective scores (∈ [−1, 1]), the thresh-
old is set to 0.

tages of our model on a qualitative basis. To this
end, we select 50 claims from five particular top-
ics: marriage, corruption, cuisine, christmas and
baseball, and then obtain CLUSTER model pre-
dictions on these claims. We do not collect human
annotations for these sentences, but use them only
for qualitative analysis and visualization purposes
detailed below.

For each colingual group pair in {E-C, C-J, J-E}
and a given topic, we report the visualization of
50 claim pairs in Figure 2 and 3. Here, each dot
(or triangle) represents one of the 50 claims which
are randomly selected from IMHO, with the x-y
axis representing the {E-C, C-J, J-E}model predic-
tions. The blue dots that fall along the diagonals
are where the two models agree. On the contrary,
dots that fall on the upper left or the lower right part
are where the models do not agree with each other.
For example, sentence 1 in Figure 2 is closer to the
Chinese culture (upper left corner), while English
speakers tend to agree more with sentence 2 (lower
right corner). We select representative examples in
each region and list them in the captions.

First, from Figure 2 we observe that the model
pairs have zero or negative correlation on three
topics: marriage, corruption and cuisine, suggest-
ing that the corresponding language speakers take
contrasting stances towards these topics. Second,
Figure 3 shows that 1) the English and Chinese

speakers hold similar views on baseball, and 2) the
Chinese and Japanese speakers share similar views
on christmas. For example, Christmas, which is
not a traditional holiday in East Asia, is adopted
directly from the western world. The Chinese and
Japanese speakers both follow the western customs
and hence view Christmas likewise.

8 Related Work

Online Disagreement Most works about online
disagreement focus on a single culture or language
(Sridhar et al., 2015; Wang and Yang, 2015; Srid-
har et al., 2015; Rosenthal and McKeown, 2015),
thus are restricted to a single group. While these
works try to computationally model disagreement
or stance in debates, they do not target at finding
cultural or cross-group differences. We, on the
other hand, aim at understanding the disagreement
in perspectives through different colingual groups
according to their respective languages.

Cultural Study in Blogs or Social Media
Nakasaki et al. (2009) present a framework to visu-
alize the cross-cultural differences in multilingual
blogs. Elahi and Monachesi (2012) show that us-
ing emotion terms as culture features is effective
in analyzing cross-cultural difference in social me-
dia data. However, it is only restricted to a single
topic (love and relationship). In contrast, we use
Wikipedia to study cross-group differences in per-
spectives on a much larger scale and do not restrict
ourselves to one single topic.

Cultural Difference in Word Usage Garimella
et al. (2018) investigate the cross-cultural differ-
ences in word usages between Australian and
American English through socio-linguistic features
supervisedly. Garimella et al. (2016) use social
network structures and user interactions, to study
how to quantify the controversy of topics within a
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Figure 2: Model predictions on crosslingually disagreed topics: marriage, corruption and cuisine with their
correlation values. Each dot (or triangle) represents one of the claims randomly selected from IMHO, with the x-y
axis representing {E-C, C-J, J-E} predicted scores in sequence. Red triangular points are the following sentences: 1.
Marriage is not about meeting someone you connect to, but both people being matured, and in the same headspace.
2. If he cannot share his concerns with her, he is poor marriage material. 3. If you don’t reveal others’ corruption
you are culpable as well. 4. There is plenty of corruption pulled out in the open these days, and that has been
happening at a faster pace than ever before. 5. Mexican, Mediterranean, Indian and Thai cuisines have the most
delicious vegetarian dishes. 6. Grilled fish is much better cooked at home and shared with friends.

Figure 3: Model predictions on cross-lingually agreed
topics: baseball and christmas, along with their corre-
lation. The meaning of dots is the same as Figure 2.
Orange triangles represent the following sentences: 7.
Cricket is as fun to play as baseball if you limit the

“innings” or overs. 8. Things like basketball, base-
ball, tennis, golf, etc. are far more popular globally.
9. Christmas, even minus the religious meanings, has
good attributes in theory but has been too commercial-
ized. 10. I believe in giving gifts to kids because,
Christmas is for children.

culture and language. Gutiérrez et al. (2016) de-
tect differences of word usage in the cross-lingual
topics of multilingual topic modeling results. Lin
et al. (2018) present distributional approaches to
compute cross-cultural differences or similarities
between two terms from different cultures focusing
primarily on named entities. Our work is not lim-
ited to word usage or any particular topics. Instead,
we focus on understanding cross-group differences
of perspective at the sentence level.

Argumentation In argumentation, Framing is
used to emphasize a specific aspect of a contro-
versial topic. Ajjour et al. (2019) introduce frame
identification, which is the task of splitting a set of
arguments into non-overlapping frames. Chen et al.
(2019) also release a dataset of claims, perspectives
and evidence and propose the task of substanti-

ated perspective discovery where, given a claim,
a system is expected to discover a diverse set of
well-corroborated perspectives that take a stance
with respect to the claim. Different interests, cul-
tural and cultural backgrounds diverge people from
on taking a certain course of action. While both
works deal with different perspectives about argu-
ments in English, our work focuses on identifying
the differences from a cross-lingual point of view.

9 Conclusion

We present CLUSTER, a computational method to
identify distributional differences in cross-group
perspectives, and evaluate it with human judge-
ments. Through detailed experiments, we show
that CLUSTER is straightforward and effective.
Furthermore, we show CLUSTER generalizes well
for out-of-domain scenarios by training the group
perspective models on Wikipedia and test on claims
collected from Reddit. This means that the pro-
posed method learns the task, not the data. Besides,
the general model of perspective difference identi-
fication can be useful in many NLP tasks such as
fact checking, sentiment analysis, as well as cross-
cultural studies in computational social science or
multilingual debate forums.

As a first attempt towards automatic identifica-
tion of cross-cultural differences, our work still
has much room for improvement. Future direc-
tions include more complicated ways of composing
negative samples, more well-crafted models, and
extending our pipeline to fine-grained subgroups
speaking the same language, especially for English
as a global language spoken by many nations.
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Appendix

A Hyper-parameters and other
Experimental Settings

To train the classifiers, we start the sentence repre-
sentations with the pre-trained BERT (Devlin et al.,
2018) model, and then fine-tune them. For all mod-
els, we set sequence length as 128, batch size as 64
and learning rate as 2e−5. We train each CLUS-
TER model for 5 epochs and save the best model
only.

1. Number of parameters: Each CLUSTER
model, fine-tuned on the BERT-base model,
has 102M trainable parameters.

2. Runtime: Our average training time is 2 to
5 hours, depending on the size of training data
for each language (see Table 2).

3. Hardware configuration: We use three
GeForce RTX 2080 GPUs.

4. Hyper-parameter tuning: We manually
tune the hyper-parameters and report the con-
figuration that has the best F1 score on our
validation set.

B Topics and Visualization

The sixteen topics that are selected for evalua-
tion, along with the Pearson correlations of cul-
ture model predictions on 50 randomly sampled
sentences, are listed in Table 9. We highlight the
topics with relatively high and low values of corre-
lation coefficients in red and blue. Note that we do
not collect human annotations for these sentences,
but use them only for qualitative analysis and visu-
alization purposes.

As can be seen, most topics have a positive cor-
relation, meaning that the English, Chinese and
Japanese colingual groups have a general agree-
ments on most subjects such as savings, baseball
and cheese. Christmas, which is not a traditional
holiday in China or Japan, is adopted directly from
the western world. That’s why all the three models
view Christmas likewise. In addition, the models
have dispute on topics such as bible, marriage, cor-
ruption, and abortion. To get a more intuitive sense
of the score distribution, we further visualize the
model-predicted scores on more topics in Figure 4
and Figure 6.

Topics E-C C-J J-E
Savings 0.09 (0.51) 0.40 (0.00) 0.31 (0.03)
Cuisine 0.01 (0.97) 0.21 (0.14) 0.03 (0.83)

Christmas 0.37 (0.01) 0.38 (0.01) 0.45 (0.00)
Bible -0.02 (0.89) 0.16 (0.26) 0.16 (0.28)
Soup 0.26 (0.07) 0.15 (0.30) 0.22 (0.12)

Terrorism 0.09 (0.51) 0.07 (0.61) 0.20 (0.16)
Marriage -0.10 (0.50) 0.21 (0.13) 0.04 (0.81)

Corruption 0.11 (0.44) -0.04 (0.77) -0.09 (0.54)
Baseball 0.21 (0.13) 0.13 (0.35) 0.11 (0.46)
Cheese 0.17 (0.23) 0.03 (0.83) 0.28 (0.05)

Communism 0.06 (0.67) 0.03 (0.83) 0.10 (0.48)
Democracy 0.09 (0.56) -0.20 (0.16) 0.17 (0.23)

Russia 0.29 (0.04) 0.33 (0.02) 0.16 (0.27)
Abortion -0.04 (0.77) 0.07 (0.65) 0.33 (0.02)
Racism 0.31 (0.03) 0.18 (0.20) 0.12 (0.40)

Gun control 0.07 (0.63) 0.15 (0.30) 0.19 (0.18)

Table 9: The sixteen topics that are selected for eval-
uation, along with the correlations between English-
Chinese (E-C), Chinese-Japanese (C-J), and Japanese-
English (J-E) culture model predictions on 50 randomly
sampled sentences, in terms of corr (p-value).

Figure 4: Model predictions on democracy of Chinese
(x-axis) and Japanese (y-axis) models, and the corre-
lation coefficient. The red triangles represent cross-
lingually disagreed sentences: 1. Yeah, mandatory vot-
ing should be a required part of a democracy. 2. The
ideal system would be a merger of democracy and so-
cialism (which we are slowly moving towards).

Figure 5: Model predictions on savings of Chinese (x-
axis) and Japanese (y-axis) models, and the correla-
tion coefficient. The orange triangles represent cross-
lingually agreed sentences: 1. Higher risk-free interest
is needed to stimulate savings and to avoid credit reces-
sions. 2. Life savings essentially means to me what you
are gonna leave to your heirs.
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Figure 6: Model predictions on racism of English (x-
axis) and Chinese (y-axis) models, and the correla-
tion coefficient. The orange triangles represent cross-
lingually agreed sentences: 1. Racism is the prejudice
against other cultures through identification of physi-
cal appearance and cues. 2. Fat shaming and/or body
shaming can be just as bad as racism or homophobia.

C Additional Details for Data Collection

C.1 Training Data
We have described the procedure of collecting our
training data from multi-lingual Wikipedia articles
in Section 3.1. In addition, for pre-processing de-
tails, we utilize Jieba8 and Mecab9 to tokenize Chi-
nese and Japanese sentences.

Back-translation (discussed in Section 4.2) is the
backbone of our CLUSTER model. Table 10 show
the pivot languages as well as different translation
systems used for our English, Chinese and Japanese
models.

Pivot language Translation model

English German Fined-tuned transformer
(Ng et al., 2019)

Chinese Japanese Youdao API
Japanese Chinese Google Translate

Table 10: The pivot languages and translation systems
that we use for back-translation.

C.2 Questionnaire for Selecting Test Data
We design questionnaires to select out meaning-
ful and high-quality claims from the original
IMO/IMHO dataset (discussed in Section ??), and
collect three answers per claim. Figure 7 shows
our instructions to the English annotators on the
Amazon Mechanical Turk (MTurk) platform.

The turkers are asked to give a categorical score
to each candidate sentence. The categorical score
ranges from 1 to 3, with 1 indicating not mean-
ingful, incoherent, or talking about facts, 2 indi-

8https://pypi.org/project/jieba/
9https://pypi.org/project/mecab-python3/

cating somewhat meaningful but few people have
opinions on it, and 3 indicating highly meaningful.
Because we extract single sentences from online
discussion forums, we ask the turkers to ignore
the out-of-context words such as ‘and’, ‘also’, and
‘but’, and focus on the opinion only. Finally, if
all annotators agree that a given claim is meaning-
ful enough so that other people will hold a stance
(either agreement or disagreement) towards it, we
regard this candidate claim as one of our test sam-
ples for the final human annotation step.

C.3 Questionnaire for Collecting Human
Annotation

Figure 8 is an English demonstration of our sur-
vey to collect human annotations of the test data.
The annotators as instructed to read each sentence
carefully, and give a binary score to each sentence
based on their personal opinions. The score is ei-
ther 0 or 1, with 1 indicating they mostly agree with
this statement, and 0 indicating they mostly do not
agree with it, or don’t know what this statement is
talking about.

Besides, we adopt attention checks to control
the quality of our collected annotations. To this
end, we manually select 7 facts from Wikipedia
as attention check statements, which are obviously
true to the masses, such as ‘Cheese is a dairy prod-
uct derived from milk that is produced in a wide
range of flavors, textures, and forms’. We insert an
attention check statement after every 9 test claims.
If an annotator does not agree with one of our at-
tention check statements, his entire HIT is rejected.
Each annotator is allowed to annotate at most 20
sentences including the attention check statements.
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Figure 7: The instructions of our survey to evaluate the meaningfulness of the IMO/IMHO sentences on the MTurk
platform.

Figure 8: An example instruction page of our survey to collect the human annotations on the MTurk platform.
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