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Abstract
The following system description presents our
approach to the detection of persuasion tech-
niques in texts and images. The given task
has been framed as a multi-label classification
problem with the different techniques serving
as class labels. The multi-label classification
problem is one in which a list of target vari-
ables such as our class labels is associated with
every input chunk and assumes that a docu-
ment can simultaneously and independently be
assigned to multiple labels or classes.

In order to assign class labels to the given
memes, we opted for RoBERTa (A Robustly
Optimized BERT Pretraining Approach) as a
neural network architecture for token and se-
quence classification. Starting off with a pre-
trained model for language representation we
fine-tuned this model on the given classifica-
tion task with the provided annotated data in
supervised training steps. To incorporate im-
age features in the multi-modal setting, we
rely on the pre-trained VGG-16 model archi-
tecture.

1 Introduction

Social networks provide opportunities to conduct
disinformation campaigns for organizations as well
as individual actors. The proliferation of disinfor-
mation online, has given rise to a lot of research
on automatic fake news detection. SemEval-2021
Task 6 considers disinformation as a communica-
tion phenomenon. By detecting the use of various
persuasion techniques in communication, it takes
into account not only the content but also how a
subject matter is communicated.

The goal of the shared task is to build models for
identifying such techniques in the textual content
of a meme only (two subtasks) and in a multimodal
setting in which both the textual and the visual
content are to be analysed together (one subtask).

The shared task defines the following subtasks:

Subtask 1
Given only the “textual content” of a
meme, identify which of the 20 tech-
niques are used in it. This is a multil-
abel classification problem.

Subtask 2
Given only the “textual content” of a
meme, identify which of the 20 tech-
niques are used in it together with the
span(s) of text covered by each tech-
nique. This is a multilabel sequence
tagging task. The task is the combina-
tion of the two subtasks of the SemEval
2020 task 11 on ”detecting propaganda
techniques in news articles”. Note that
subtask 1 is a simplified version of sub-
task 2 in which the spans covered by
each technique is not supposed to be
provided.

Subtask 3
Given a meme, identify which of the 22
techniques are used both in the textual
and visual content of the meme (multi-
modal task). This is a multilabel classi-
fication problem.

In this work, we covered our approach on both
technique classification (TC) tasks (Subtask 1 and
Subtask 3) detecting the type of communication
technique used in a given message. To build mod-
els, the first subtask assumes purely textual content
as inputs, whereas the third is designed in multi-
modal setting in which both the textual and the
visual content are to be analysed together. Below,
we describe the systems built for these two sub-
tasks. At the core of our systems is RoBERTa
(Liu et al., 2019), a pre-trained model based on the
Transformer architecture (Vaswani et al., 2017).

Although we did not manage to participate in
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the second subtask, we will describe our solution
below for the sake of completeness.

Finally, we will address some limitation of the
general settings of this shared task.

2 Related Work

The goal of the shared task is to investigate auto-
matic techniques for identifying various rhetorical
and psychological techniques in online disinforma-
tion campaigns. A comprehensive survey on fake
news has been presented by Zhou and Zafarani
(2018). Based on the structure of data reflecting
different aspects of communication, they identified
four different perspectives on fake news: (1) the
false knowledge it carries, (2) its writing style, (3)
its propagation patterns, and (4) the credibility of
its creators and spreaders.

The shared task emphasizes communicative
styles that systematically co-occur with persuasive
intentions of (political) media actors. Similar to
de Vreese et al. (2018), propaganda and persuasion
is considered as an expression of political com-
munication content and style. Hence, beyond the
actual subject of communication, the way it is com-
municated is gaining importance.

We build our work on top of this foundation by
first investigating content-based approaches for in-
formation discovery and then open up our focus
to dissemination mechanisms. Traditional infor-
mation discovery methods are based on content:
documents, terms, and the relationships between
them (Leskovec and Lang, 2008). They can be
considered as a general Information Extraction (IE)
methods, automatically deriving structured infor-
mation from unstructured and/or semi-structured
machine-readable documents. Communities of re-
searchers contributed various techniques from ma-
chine learning, information retrieval, and compu-
tational linguistics to the different aspects of the
information extraction problem. From a computer
science perspective, existing approaches can be
roughly divided into the following categories: rule-
based, supervised, and semi-supervised. In our
case, we followed the supervised approach by re-
framing the complex language understanding task
as a simple classification problem. Text classifi-
cation also known as text tagging or text catego-
rization is the process of categorizing text into or-
ganized groups. By using Natural Language Pro-
cessing (NLP), text classifiers can automatically
analyze human language texts and then assign a set

of predefined tags or categories based on their con-
tent. Historically, the evolution of text classifiers
can be divided into three stages: (1) simple lexicon-
or keyword-based classifiers, (2) classifiers using
distributed semantics, and (3) deep learning classi-
fiers with advanced linguistic features.

2.1 Deep Learning for IE
Recent work on text classification uses neural net-
works, particularly Deep Learning (DL). Badjatiya
et al. (2017) demonstrated that these architectures,
including variants of recurrent neural networks
(RNN) (Gao and Huang, 2017; Pavlopoulos et al.,
2017; Pitsilis et al., 2018), convolutional neural net-
works (CNN) Zhang et al. (2018), or their combina-
tion (CharCNN, WordCNN, and HybridCNN), pro-
duce state-of-the-art results and outperform base-
line methods (character n-grams, TF-IDF or bag-
of-words representations).

2.2 Deep Learning architectures
Until recently, the dominant paradigm in approach-
ing NLP tasks has been focused on the design of
neural architectures, using only task-specific data
and word embeddings such as those mentioned
above. This led to the development of models,
such as Long Short Term Memory (LSTM) net-
works or Convolution Neural Networks (CNN),
that achieve significantly better results in a range
of NLP tasks than less complex classifiers, such
as Support Vector Machines, Logistic Regression
or Decision Tree Models. Badjatiya et al. (2017)
demonstrated that these approaches outperform
models based on char and word n-gram representa-
tions. In the same paradigm of pre-trained models,
methods like BERT (Devlin et al., 2018) and XL-
Net (Yang et al., 2019) have been shown to achieve
the state of the art in a variety of tasks.

2.3 Pre-trained Deep Language
Representation Model

Indeed, the usage of a pre-trained word embedding
layer to map the text into vector space which is
then passed through a neural network, marked a
significant step forward in text classification. The
potential of pre-trained language models, as e.g.
Word2Vec (Mikolov et al., 2013), GloVe (Penning-
ton et al., 2014), fastText (Joulin et al., 2017), or
ELMo (Peters et al., 2018) to capture the local pat-
terns of features to benefit text classification, has
been described by Castelle (2019). Modern pre-
trained language models use unsupervised learning
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techniques such as creating RNNs embeddings on
large texts corpora to gain some primal “knowl-
edge” of the language structures before a more
specific supervised training steps in.

2.4 About BERT and RoBERTa
BERT stands for Bidirectional Encoder Represen-
tations from Transformers. It is based on the Trans-
former model architectures introduced by Vaswani
et al. (2017). The general approach consists of two
stages: first, BERT is pre-trained on vast amounts
of text, with an unsupervised objective of masked
language modeling and next-sentence prediction.
Second, this pre-trained network is then fine-tuned
on task specific, labeled data. The Transformer
architecture is composed of two parts, an Encoder
and a Decoder, for each of the two stages. The
Encoder used in BERT is an attention-based archi-
tecture for NLP. It works by performing a small,
constant number of steps. In each step, it applies
an attention mechanism to understand relationships
between all words in a sentence, regardless of their
respective position. By pre-training language rep-
resentations, the Encoder yields models that can
either be used to extract high quality language
features from text data, or fine-tune these mod-
els on specific NLP tasks (classification, entity
recognition, question answering, etc.). We rely
on RoBERTa (Liu et al., 2019), a pre-trained En-
coder model which builds on BERT’s language
masking strategy. However, it modifies key hy-
perparameters in BERT such as removing BERT’s
next-sentence pre-training objective, and training
with much larger mini-batches and learning rates.
Furthermore, RoBERTa was also trained on an or-
der of magnitude more data than BERT, for a longer
amount of time. This allows RoBERTa representa-
tions to generalize even better to downstream tasks
compared to BERT. In this study, RoBERTa is at
the core of each solution of the given subtasks.

2.5 Image Feature Extraction using
Pre-trained Models

Convolutional neural network (CNN) visual fea-
tures have demonstrated their powerful ability as
a universal representation for various recognition
tasks. In this study we rely on the extraction of
visual features on state of the art convolutional neu-
ral network architectures. From the most popular
architectures such as VGG (Simonyan and Zisser-
man, 2015), ResNet (He et al., 2016), AlexNet
(Krizhevsky et al., 2017), GoogLeNet (Szegedy

et al., 2015) we initially generated the image fea-
tures using a pre-trained VGG-16 model architec-
ture.

2.6 Multimodal Deep Learning

Multimodal deep learning involves multiple modal-
ities used together to predict some output. The
different modalities present in a particular piece of
content are extracted and fused early in the classifi-
cation process. In this study, we concatenated the
features extracted from images and text sequences
using a Convolutional Neural Network (CNN) and
RoBERTa encodings (Liu et al., 2019), respectively.
These features were used to try and predict persua-
sive techniques.

3 Dataset

The dataset to this task is provided by Dimitrov
et al. (2021). Furthermore, there is a related shared
task “SemEval 2020 task 11 on Detecting propa-
ganda techniques in news articles” (Martino et al.,
2020) since it serves as the basis for the second
sub-task. In particular, the second subtask is the
combination of the two subtasks of the previous
task. Finally, there is a recent survey on compu-
tational propaganda detection by da San Martino
et al. (2019).

4 Our approach

In this section, we provide a general overview of
our approaches to the three subtasks. Subtasks 1
and 3 are both given as multilabel classification
problems, whereas subtaks 2 is given as a multi-
label sequence tagging task.

4.1 Experimental setup: Subtask 1

Model Architecture This subtask is a multi-
class multi-label problem, as one or more labels
have to be assigned to each sample. Our model for
this subtask is based on RoBERTa.

Input Embeddings The input embedding layer
converts the inputs (memes text) into sequences of
features: word-level sentence embeddings. These
embedding features will be further processed by
the latter encoding layers.

Word-Level Sentence Embeddings A sentence
is split into wordsw1, ..., wn with length of n by the
WordPiece tokenizer (Wu et al., 2016). The word
wi and its index i (wi’s absolute position in the
sentence) are projected to vectors by embedding
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sub-layers, and then added to the index-aware word
embeddings:

ŵi = WordEmbed(wi)

ûi = IdxEmbed(i)

hi = LayerNorm(ŵi + ûi)

Target Encoding We encode the target labels us-
ing a multi-label binarizer as an analog of one-hot
aka one-of-K scheme to multiple labels.

4.2 Experimental setup: Subtask 2

This subtask is given as a multilabel sequence tag-
ging problem.

Tagging format We transformed the initial span
markup into a IOB tagging format (Inside, Outside,
Begin). As we have 20 possible entity classes, each
token can be assigned one of the 41 tags given by
an O-tag, and the I-tag and B-tag of the various
techniques, respectively.

Model Architecture We fine-tuned a RoBERTa
model to predict the above IOB tags for each token
in the input sentence. One problem with the above
setup is that each token is classified independently
of the surrounding tokens: while these surrounding
tokens are taken into account in the contextualized
embeddings that RoBERTa produces, there is no
modeling of the dependency between the predicted
labels: for example, logically an I-tag should not
follow O. Since RoBERTa does not model the de-
pendencies between the predicted token, we further
added a linear-chain Conditional Random Field
(CRF) model (Lafferty et al., 2001) as an additional
layer, in order to model the dependency between
the predicted labels of individual tokens. Since the
sequence of an O-tag following an I-tag does not ap-
pear in the training set, it assigns by observation a
very low probability to the transition from an O-tag
to an I-tag. We trained the resulting RoBERTa-CRF
model as shown in Figure 1. The CRF receives the
logits for each input token, and makes a prediction
for the entire input sequence, taking into account
the dependencies between the labels, similarly to
(Lample et al., 2016). Note that RoBERTa works
with byte pair encoding (BPE) units, while for the
CRF it makes more sense to work with complete
words. Thus, only head tokens were used as input
to the CRF, and skipping any word continuation
tokens.

the riot ##ing mob

CRF

O B-TAG I-TAG

Figure 1: RoBERTa-CRF model with IOB-encoded tar-
get. The CRF model ignores non-starting word pieces
such as the depicted ##ing token.

4.3 Experimental setup: Subtask 3

Model Architecture We build our cross-
modality model with self-attention and cross-
attention layers following the recent progress in
designing natural language processing models (e.g.,
transformers (Vaswani et al., 2017)). Our model
takes two inputs as part of a meme: an image and
its related text. Each image is represented as a
feature vector, and each sentence is represented as
a sequence of words. As depicted in Figure 2, via
design and combination of the self-attention and
cross-attention layers, our model is able to generate
language representations, image representations,
and cross-modality representations from the inputs.
Next, we describe the components of this model in
detail.

Input Embeddings The input embedding layers
convert the inputs (i.e., an image and a short text)
into two sequences of features: word-level sentence
embeddings and image embeddings. These embed-
ding features will be further processed by the latter
encoding layers.

Word-Level Sentence Embeddings A sentence
is split into wordsw1, ..., wn with length of n by the
WordPiece tokenizer (Wu et al., 2016). The word
wi and its index i (wi’s absolute position in the
sentence) are projected to vectors by embedding
sub-layers, and then added to the index-aware word
embeddings:

ŵi = WordEmbed(wi)

ûi = IdxEmbed(i)

hi = LayerNorm(ŵi + ûi)
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Cross-modality Encoder ClassifierConcat Prediction

Image Representation

(VGG-16)

Word Emb

Idx Emb

+

ATTENTION

 

IS ALL HE NEEDS!

Figure 2: Multimodal model configuration for learning imaage-and-text cross-modality representations. ’Self’ and
’Cross’ are abbreviations for self-attention sublayers and cross-attention sublayers, respectively.

Visual features In this study we rely on the ex-
traction of visual features on state of the art convo-
lutional neural network architectures by generating
the image features using a pre-trained VGG-16
model.

Encoders We build our encoders, i.e., the lan-
guage encoder, and the cross-modality encoder, on
the basis of two kinds of attention layers: self-
attention layers and crossattention layers. We first
review the definition and notations of attention lay-
ers and then discuss how they form our encoders.

Attention Layers Attention layers (Bahdanau
et al., 2015; Xu et al., 2015) aim to retrieve in-
formation from a set of context vectors yj related
to a query vector x. An attention layer first cal-
culates the matching score aj between the query
vector x and each context vector yj . Scores are
then normalized by softmax:

aj = score(x, yj)

αj = exp(aj)/Σkexp(ak)

The output of an attention layer is the weighted sum
of the context vectors w.r.t. the softmax normalized
score: AttX→Y (x, {yj}) = Σjαjyj . An attention
layer is called self-attention when the query vector
x is in the set of context vectors yj . Specifically, we
use the multi-head attention following Transformer
(Vaswani et al., 2017).

Single-Modality Encoders After the embed-
ding layers, we apply a temporal convolutional
layer to each single modality. The result of this
projection is a uniform feature space with defined

dimensions as the input to the cross-modality en-
coder.

Cross-Modality Encoder Each cross-modality
layer in the cross-modality encoder consists of two
self-attention sub-layers, one bi-directional cross-
attention sublayer, and a feed-forward sub-layer.
We stack (i.e., using the output of k-th layer as the
input of (k+1)-th layer) N× these cross-modality
layers in our encoder implementation. Inside the
k-th layer, the bi-directional cross-attention sub-
layer (‘Cross’) is first applied, which contains two
unidirectional cross-attention sub-layers: one from
text to image and one from image to text. The
query and context vectors are the outputs of the
(k-1)-th layer (i.e., text features {tk−1i } and image
features {ik−1j }):

t̂ki = CrossAttT→I(tk−1i , {ik−11 , ..., ik−1m })

îkj = CrossAttI→T (ik−1j , {tk−11 , ..., tk−1n }

The cross-attention sub-layer is used to exchange
the information and align the entities between
the two modalities in order to learn joint cross-
modality representations. For further building in-
ternal connections, the self-attention sub-layers
(‘Self’) are then applied to the output of the crossat-
tention sub-layer:

t̃ki = SelfAttT→T (t̂ki , {t̂k1, ..., t̂km})

ĩkj = SelfAttI→I (̂ikj , {̂ik1, ..., îkn}

We add a residual connection and layer normaliza-
tion (annotated by the ‘+’ sign in Fig. 1) after each
sublayer as in Vaswani et al. (2017).
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Classification At the core of the classifier we use
a residual block as introduced by He et al. (2016).
The input to the residual block is given by concate-
nation of the output of the cross-modality encoder.
The input and output size of the residual block
corresponds to the sum of the output size of the
cross-modality encoder. Lastly, in order to obtain
the desired one-hot encoding as the output of the
classsifier, a linear transformation is applied.

Target Encoding We encode the target labels us-
ing a multi-label binarizer as an analog of one-hot
aka one-of-K scheme to multiple labels.

4.4 Results and Discussion

We participated in both techniques classification
tasks (subtask 1 and 3). The official evaluation
ranked our system 9th and 13th out of 16 and 15
teams, respectively. In this study, we focused on
suitable combinations deep learning methods as
well as their hyperparameter settings. Finetun-
ing pre-trained language models like RoBERTa
on downstream tasks has become ubiquitous in
NLP research and applied NLP. Even without ex-
tensive pre-processing of the training data, we al-
ready achieve competitive results and can serve as
strong baseline models which, when fine-tuned, sig-
nificantly outperform training models from scratch.
When improving on these baseline models, data
scarcity appears to be an immense challenge. This
is especially evident in the ratio of the given train-
ing samples to the number of possible target classes.
We expected better results with the multimodal so-
lution. The causes of the problem will be investi-
gated in more detail in the future.

5 Conclusion and Future work

We described our approach for the SemEval-2021
Task 6 on Detection of Persuasion Techniques in
Text and Images. We employed RoBERTa-based
neural architectures, additional CRF layers, and
a cross-modality framework for learning the con-
nections between image and text in a multi-modal
transformer architecture.

In future work, we plan to investigate more re-
cent neural architectures for language representa-
tion such as T5 (Raffel et al., 2019) and GPT-3
(Brown et al., 2020). In case of the multimodal
setting, it might also be useful to evaluate alterna-
tive model architectures such as ResNet (He et al.,
2016) to improve image representation.

Furthermore, we expect great opportunities for
transfer learning from the areas such as argumenta-
tion mining (Stede, 2020) and offensive language
detection (Zampieri et al., 2019). To deal with data
scarcity as a general challenge in natural language
processing, we examine the application of concepts
such as active learning, semi-supervised learning
(Ruder and Plank, 2018) as well as weak supervi-
sion (Ratner et al., 2020).
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