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Abstract 
Recent years have seen a gradual shift of focus from entity-based tasks to event-based 

tasks in information extraction research. This talk will focus on event coreference 

resolution, the event-based counterpart of the notoriously difficult entity coreference 

resolution task. Specifically, I will examine the major milestones made in event 



 
 

coreference research since its inception more than two decades ago, including the 

recent successes of neural event coreference models and their limitations, and discuss 

possible ways to bring these models to the next level of performance. 
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Abstract 

Recently, the speech community is seeing a significant trend of moving from deep 

neural network based hybrid modeling to end-to-end (E2E) modeling for automatic 



 
 

speech recognition (ASR). While E2E models achieve the state-of-the-art results in 

most benchmarks in terms of ASR accuracy, hybrid models still dominate the 

commercial ASR systems at current time. There are lots of practical factors that affect 

the production model deployment decision. Traditional hybrid models, being 

optimized for production for decades, are usually good at these factors. Without 

providing excellent solutions to all these factors, it is hard for E2E models to be 

widely commercialized. In this talk, I will overview the recent advances in E2E 

models with the focus on technologies addressing those challenges from the 

perspective of industry. Specifically, I will describe methods of 1) building high-

accuracy low-latency E2E models, 2) building a single E2E model to serve all 

multilingual users, 3) customizing and adapting E2E models to a new domain 4) 

extending E2E models for multi-talker ASR etc. Finally, I will conclude the talk with 

some challenges we should address in the future. 
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摘摘要

自然語言處理的一門核心技術資訊擷

取（ Information Extraction），將非結

構化（Unstructured）或是半結構化

（Semi-structured）的內容，擷取部分

有意義的片語/子句對應到某一個特殊

的主題。可說是許多語言技術和應用

的核心技術，本論文提出 AI Clerk
Platform，旨在加速和提升研發資訊擷

取工具的整個流程和便利性，提供友

善直覺視覺化的人工標記介面，設定

符合欲擷取的語意類別，執行、分配

與控管人工標記任務，讓使用者在不

用寫程式的情況下，就可完成客製化

資訊擷取模組，並提供三種方式瀏覽

和使用自建模組與其 API，進而協助其

它自然語言處理技術研發與應用服務

的衍生。

Abstract

Information extraction is a core
technology of natural language processing,
which extracts some meaningful
phrases/clauses from unstructured or semi-
structured content to a particular topic. It
can be said to be the core technology of
many language technologies and
applications. This paper introduces AI
Clerk Platform, which aims to accelerate
and improve the entire process and
convenience of the development of
information extraction tools. AI Clerk
Platform provides a friendly and intuitive
visualized manual labeling interface, sets
suitable semantic label in need, and
implements, distributes and controls
manual labeling tasks, so that users can

complete customized information
extraction models without programming
and view the automatically predict results
of models by three method. AI Clerk
Platform further assists in the development
of other natural language processing
technologies and the derivation of
application services.

關鍵字：資訊擷取、資訊擷取平台、資訊擷

取 API、自然語言處理、DIY、AI Clerk Platform
Keywords: Information Extraction, Information

Extraction Platform, Information Extraction API,
Natural Language Processing , DIY, AI Clerk Platform

1 背背景動機

檔案中的內容常常是用連續性的字元所組成

和表達，對電腦而言這樣的呈現和儲存是難

以統計、分析、理解與應用的。自然語言處

理的一門核心技術資訊擷取（ Information
Extraction），是將非結構化（Unstructured）
或是半結構化（Semi-structured）的內容，擷

取部分有意義的片語/子句對應到某一個特殊

的主題（Appelt, 1999）。舉例，辨識實體--
人、事、時、地、物，如圖 1。透過資訊擷取

讓那些非結構化（Unstructured）或是半結構

化（Semi-structured）的內容，自動轉化據語

意的結構化資訊，所以可以知道圖 1中“蔡桃

貴＂和“蔡阿嘎＂是人名，“2018 年＂是時

間，台北市是地，“恐龍玩具＂是物，在這

串非結構化的內容中，出現兩次人名。也就

是透過資訊擷取那些難以統計、分析、應用

與理解的非結構（Unstructured）或是半結構

化（Semi-structured）資料變成可以統計、分

析的。

AI Clerk Platform : 資資訊擷取 DIY 平台

AI Clerk Platform : Information Extraction DIY Platform

Ru-Yng Chang Wen-Lun Chen Cheng-Ju Kao
AI Clerk International Co., LTD.

13F., No. 502, Sec. 2, Ren'ai Rd., Linkou Dist., New Taipei City 244020 , Taiwan
(R.O.C.)

changruyng889@gmail.com; lagame53@yahoo.com.tw; sports.exp@gmail.com
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圖 1. 資訊擷取之釋例

資訊擷取也可說是很多自然語言處理應用服

務或是語言技術研發的核心技術（Wilks,,
1997）。資訊擷取最直覺的應用就是幫助達

到語意搜尋，可分別指定找出文件中意指水

果的“蘋果＂或是品牌名稱的“蘋果＂。有

學者將資訊擷取用於作為文本探勘的基礎找

出文本之間的脈絡（ Mooney & Bunescu,
2005)、也有學者用來輔助文本生成（Koncel-
Kedziorski et al., 2019) （ Venkatachalam,
2020 ） 、 甚 至 是 輔 助 作 文 本 摘 要

（Venkatachalam, 2020）、對話系統（Yoshino
et al., 2011）、聊天機器人（Ali, 2020; Jiao,
2020）。為了達到不同應用服務，根據不同

應用情境領域、應用技術研發和資料特性，

其中資訊擷取和識別的語意類別各有不同，

例如：譬如在 Yoshino等人（2011）的對話系

統，是資訊擷取技術獲得的術語論證結構

（predicate argument structures）資訊來輔助對

話系統技術研發，而 Ali（2020）研發的聊天

機器人所應用的資訊擷取資訊是將聊天內容

中所有的實體節取出，以“I want to know the
taxi rate in Islamabad（我想要知道伊斯蘭堡計

程車費率）＂這句話為例， “Islamabad＂ 和

“taxi＂就會被擷取出認為是一個實體值。同

樣是聊天機器人技術研發，Jiao（2020）研發

的與股票議題相關的聊天機器人所應用的資

訊擷取資訊是股票、名稱、數量、上限符

號、價格、名稱這類的語意。如果能加速資

訊擷取的研發過程，而且是能夠符合不同應

用情境和後續技術研發，資訊擷取工具能擷

取並辨識不同語意，將大幅加速和衍生其它

各式語言技術研發。

就如許多自然語言技術研發過程一樣，資訊

擷取的技術研發過程，會需要先有人工標記

的語料，接著是演算法建立模組，產生執行

檔或 API 等型態供使用。傳統若需要針對不

同領域、應用情境需要資訊擷取的核心技

術，需要在技術研發環境裡開始自建人工標

記語料，因為需要一定數量的標記語料所建

立的模組，才比較容易達到一定效能，自建

人工標記語料庫的過程變成是一非常耗時、

又耗人力的過程，尤其資訊擷取是要在一堆

文字內容中，找出要標記的字串，並且記錄

下需要被標記的字串、被標記的字串位置和

所對應的語意，因此，很耗眼力，往往人工

標記的任務會是由多人一起分攤與執行。然

而，「需標記的字串是哪些？需標記的邊際

怎麼界定？」這是最常遇到的問題，往往也

跟技術研發未來的應用有關，如果遇到比較

需要標記比較專業的內容，譬如：前述的術

語論證結構，更非一般人可應付。無論人工

標記是哪種內容或挑戰難度，標記時的標準

和品質都將影響後續自動化模組效能的表

現。而且，多人一起分擔還衍生出標記的品

質和進度控管的問題。

因此，若有一個友善直覺視覺化的人工標記

介面，能讓標記人員清楚且便利的達成人工

標記任務，也可將標記任務分配給不同人，

讓眾人分攤並監管整個人工標記品質和進

度，標記哪些語意也是根據不同需求而自行

設定，讓使用者在整個資訊擷取工具的研發

過程不用寫程式，透過簡單的設定和操作步

驟便能完成一個資訊檢索的 API 供呼叫引

用，也就是加速整個資訊擷取工具的研發流

程，相信定可對許多自然語言處理技術的各

式應用服務研發有很大的幫助，而其中最大

的挑戰便在於怎樣讓各領域的人都可以透過

這介面完成符合客製化需求的資訊擷取工

具，必須將整個流程標準化而且操作介面易

理解。本論文介紹的 AI Clerk Platform就是基

於這些緣由與目標。

2 相相關工具

表 1.相關工具整理

競品名稱 用途與特色 效益

Apache
cTAKES,
MedLee
(Friedman et
al.
1994,Friedma
n et al.,
1995),等

 toolkit 單
機執行工

具

 特定（醫

療）領域

的資訊擷

取工具

 自動擷取

固定的語

意字串

 降低研發人

員技術研發

過程中的寫

程式的工作

量，直接呼

叫產生更多

應用
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US National
Center
SIFR
annotator
(Tchechmedji
ev et al.,
2018)

 API, Web
Demo 介

面

 特定（醫

療）領域

的資訊擷

取工具

 自動擷取

固定的語

意字串

 降低研發人

員技術研發

過程中的寫

程式的工作

量，直接遠

端呼叫 API
產生更多應

用

Google
AuotML NLP

 雲端

Platform
 匯入含可

種自訂各

種語意的

人工標記

語料

 各領域的

資訊擷取

模組建

置，產生

自製客製

化 API供
遠端呼叫

 降低研發人

員技術研發

過程中的寫

程式的工作

量，直接呼

叫遠端 API
產生更多應

用

IBM Watson
Knowledge
Studio

 雲端

Platform
 各領域標

記語料建

置

 提供友善

介面，建

置人工標

記資料

 在平台上

建立模

組，減少

建立模組

時撰寫程

式以進行

語料格式

轉換和特

徵擷取，

模組建

完，讓其

餘語料以

自動化完

成標記

 降低研發人

員技術研發

過程中的資

料建置時間

 API
 特定一般

領域的資

訊擷取工

具

 自動擷取

 降低研發人

員技術研發

過程中的寫

程式的工作

量，直接呼

固定的語

意字串

（人事時

地物等）

叫 API產生

更多應用

AI Clerk
Platform

 Platform、

API
 免寫程式

 提供友善

介面，建

置各領域

標記資料

 人工標記

任務分配

 可自訂欲

自動擷取

的語意

 在平台上

建立各領

域模組，

完成自動

標記，減

少建立模

組時撰寫

程式，產

生 API供
遠端呼叫

或在此平

台直接引

用。

 讓無資訊背

景的人都可

使用。

 降低技術研

發過程中的

資料建置時

間

 降低研發人

員技術研發

過程中的寫

程式的工作

量，直接遠

端或在平台

呼叫自製客

製化 API產
生更多應用

相關工具的功能特色與效益，整理如表 1，可

以發現相關工具多數著重在協助標記語料建

置、協助模組建置或是提供既有資訊擷取工

具的單一面向，提供既有資訊擷取工具提供

固定擷取的語意，沒法滿足研發各種自然語

言處理過程中針對不同應用情境可能會需要

擷取不同語意的各種不同客製化資訊擷取，

譬如：即便都是研發智能客服系統，但研發

零售業智能客服系統和政府單位智能客服系

統其中所需要的資訊擷取技術所要擷取的語

意就不會相同。擷取人名、組織名等的資訊

擷取結果，對零售業的智能客服的技術研發

效益不大。

Google AuotML NLP雖然可以協助各領域的資

訊擷取模組建置，產生自製客製化 API 供遠

端呼叫，但它是以對自然語言處理或是機器

學習知識相當熟悉的技術人員所使用，必須

書打很多指令，人工標記的過程則非 Google
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AuotML NLP 想要便民處，連匯入的人工標記

資料是經由工程師轉換的格式，如圖 2。

圖 2. Google AuotML NL人工標記資料匯入

IBM 有提供協助人工標記和任務分配的功

能，但建立好的模組僅限於在平台上自動標

記其餘尚未標記的語料，所以目標著重在協

助建立人工標記語料。

本論文提出的 AI Clerk Platform則包含提供友

善介面，將人工標記人物分配，協助人工標

記語料建置，並且可自訂語意，在平台上建

立各領域模組，完成自動標記，減少建立模

組時撰寫程式，產生 API 供遠端呼叫或在此

平台直接引用，所以整合並簡化了資料擷取

技術研發過程中的各階段步驟，整個過程免

寫程式，讓即便是非資訊人員的人，也可輕

易的完成資訊擷取工具。

3 AI Clerk Platform 功功能

 協力建置領域標記語料

建立人工標記語料是自然語言處理領域最耗

時的地方，改善人工標記是必要的，為了解

決此情形，AI Clerk Platform 可以讓使用者根

據自己的領域，自訂該領域的語意標籤，如

圖 3，並且提供友善化人工標記介面，如圖

4，使用者只需要選取文字，再選擇語意標籤

即可，介面會以顏色區隔標記文字，使用者

可以更容易查看標記的文本以及輕鬆完成標

記，不再需要建立 Excel 檔或自行撰寫標記介

面。

圖 3. 自訂欲自動擷取的語意標籤

圖 4. 友善的人工標記介面

圖 5. 標記員任務管理

除此之外，AI Clerk Platform 提供任務管理機

制，如圖 5，讓使用者將人工標記任務分割並

分配給不同標記者，並且查看標記進度，與

進行針對標記狀況進行審核，以利標記語料

建置成果維持一定品質。

 自建領域資訊擷取模組和 API
AI Clerk Platform 可以讓使用者建立資訊擷取

模組和 API，如圖 6，使用者不需撰寫程式，

只需點選按鈕即可進行模組訓練，平台提供

包含常見的「訓練全部語料」、「80%訓練語

料 20% 預 測 語 料 」 、 「 5 Fold Cross
Validation」三種訓練模式，滿足各種實驗設

定，並降低了技術門檻和實踐過程，人人都

可自建模組。
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圖 6. 透過點擊與設定啟動模型之訓練

提供三種呼叫和瀏覽模組預測結果，如圖 7。
第一種是線上預覽，使用者可以在平台上直

接輸入文字，平台即時預測並顯示在介面

上；第二種是遠端呼叫 API，系統會告知使用

者呼叫方式，使用者就可以自行撰寫程式來

進行大量呼叫使用；第三種是匯入 Excel 並執

行自動預測，使用者將預測文本以 Excel 上傳

至平台，同時預測多筆文本，並可下載包含

預測結果的 Excel 檔案，如圖 8 為匯入 Excel
自動預測結果之釋例，Excel 是最普及且親民

的文書處理軟體，使得人人都可以享受資訊

擷取的強大效果。

圖 7. 提供三種方式呼叫和瀏覽模組預測結果

圖 8. 匯入 Excel執行自動預測結果之釋例

 提供資訊擷取特殊領域 API
建立特殊領域資訊擷取模組除了考驗人工標

記人力，也考驗特殊領域的人力，標記人力

也需要具備特殊領域的知識才可以標記，教

育時間也更為曠日廢時。

因此，AI Clerk Platform 提供一些訓練完成的

資訊擷取特殊領域 API，讓使用者可以直接呼

叫使用，目前已經有 3C 產品（如圖 9）以及

保險商品領域可以使用，3C 產品 API 針對手

機產品擷取效果最好，保險商品 API 可處理

常見意外險、醫療險、壽險、罐頭保單的相

關文本內容。

圖 9. 3C產品資訊擷取 API預測結果之釋例

4 AI Clerk Platform 平平台效益

圖 10. 人力成本相對性比較示意圖

 大幅縮減人工處理資料成本

AI Clerk Platform 藉由友善人工標記介面、任

務管理並輔以後端演算法機制，大幅下降了

人工標記人力，其餘競品都仍需要大量人力

投入。如圖 10，AI Clerk Platform與相關工具

所提及的產品做比較，做了成本相對性比較

示意圖，表達成本相對高低的概念，AI Clerk
Platform 可以大量下降人力成本。根據本團隊

針對建立 3C 產品領域模組為實驗，以手機類

文章和其它相機、電腦類文章相比，手機類

模組訓練全部此採用人工標記資料建置，而

相機與電腦類文章僅有部分訓練語料是由人

工標記，同樣是在論壇、業配文中找出商品

種類、型號、規格、功能、描述、評論、價

格的語意概念，透過後端演算法機制，當電
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腦類和相機類人工標記文章數量為手機類的

20%時，就可達到和手機類文章同等級效益。

因此，推估約可以節省 80%的人工成本。因

此可加速在更多特殊領域的技術研發和應用

是可期待的。

 不用寫程式，完成客製化資訊擷取 API
不用寫程式是 AI Clerk Platform重要特色，使

用者透過人工標記介面，可以用設定、選取

的方式完成標記，模組與 API 建立只需點選

按鈕進行，使用模組也可以透過匯入 Excel 執
行和瀏覽自動預測結果，這些功能特色除了

對研發更為便利，也更有助於連非資訊背景

的人都可使用。

 衍生各式資訊擷取或自然語言處理應用

服務，減低技術門檻和成本

一般的競品需耗費大量的人力成本來建置資

訊擷取模型，而且都需要仰賴工程師來建立

模組，也意味著需耗費更多的時間成本來完

成智慧應用服務。

圖 11. 智慧應用相對性比較示意圖

AI Clerk Platform 搭配人工標記介面、任務管

理和後端演算法機制降低人力成本與耗費時

間，相對於其它競品來說 AI Clerk Platform的

功能可以大幅簡化了資料擷取技術研發過

程，節省了人力成本等於也加快衍生各項以

資訊擷取技術為基底的各類智慧應用服務之

研發，如圖 11，與相關工具所提及的產品做

比較，做了智慧應用數目相對性比較示意

圖，以曲線相對高低來呈現數目相對多寡。

5 結結論

本論文提出一個結合「協力建置領域人工標

記語料」、「自建領域資訊擷取模組和

API」、「提供資訊擷取特殊領域 API」特色

的 AI Clerk Platform。有別於現存的資訊擷取

工具，AI Clerk Platform 可以讓使用者自訂語

意標籤滿足客製化需求，透過任務管理機制

和友善的人工標記介面，讓使用者可以輕鬆

建置領域標記語料，並且可以在無需撰寫程

式的前提下，自行建立領域資訊擷取模組和

API，並提供線上預覽、遠端呼叫以及匯入

Excel 執行和瀏覽自動預測結果，也提供特殊

領域的資訊擷取 API，有 3C 產品以及保險商

品。AI Clerk Platform 可以大幅縮減人工處理

資料成本，並且快速衍生各種自然語言處理

應用服務，相信 AI Clerk Platform可以協助學

界提升產能與效率。
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Abstract

This paper presents a framework to answer 
the questions that require various kinds of 
inference mechanisms (such as Extraction, 
Entailment-Judgement, and Summariza-
tion). Most of the previous approaches 
adopt a rigid framework which handles 
only one inference mechanism. Only a few 
of them adopt several answer generation 
modules for providing different mecha-
nisms; however, they either lack an aggre-
gation mechanism to merge the answers 
from various modules, or are too compli-
cated to be implemented with neural net-
works. To alleviate the problems men-
tioned above, we propose a divide-and-
conquer framework, which consists of a set 
of various answer generation modules, a 
dispatch module, and an aggregation mod-
ule. The answer generation modules are de-
signed to provide different inference mech-
anisms, the dispatch module is used to se-
lect a few appropriate answer generation 
modules to generate answer candidates, 
and the aggregation module is employed to 
select the final answer. We test our frame-
work on the 2020 Formosa Grand Chal-
lenge Contest dataset. Experiments show 

1 https://fgc.stpi.narl.org.tw/activity/techai2018  

that the proposed framework outperforms 
the state-of-the-art Roberta-large model by 
about 11.4%.

Keywords: QA, Framework, Divide-and-Conquer 
strategy, Answer Aggregation, Inference mechanism

1 Introduction

Natural Language Inference (NLI) is an important 
topic in the Artificial Intelligence (AI) field, and 
any NLI related issue can be checked by asking an 
appropriate corresponding question (Chen, 2018). 
Therefore, the Question Answering (QA) task has 
become a very suitable testbed for evaluating NLI 
models and checking the progress of current tech-
niques. Accordingly, the Ministry of Science and 
Technology of Taiwan has organized the Formosa 
Grand Challenge Open Contest series1  (FGC) in 
2018, which mainly evaluates the reasoning/infer-
ence capability on natural texts, to promote the AI 
progress in Taiwan. Specifically, this open contest 
covers a variety of answer modes; that is, it needs 
different inference mechanisms (such as Extraction, 
Entailment-Judgement, Aggregative-Operation,  
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etc.) to get the desired answer. As a result, the sys-
tem/framework must be able to handle various an-
swer modes at the same time. 

The previous frameworks for the QA task could 
be classified into two main categories according to 
the number of answer modules adopted: (1) Single 
answer generation module (Trischler et al., 2017; 
Chen, 2018; Shoeybi et al., 2020; Zhang et al., 
2020), which involves only one answer mode, and 
allows merely one type of replying format (such as 
identifying a span within the given passage, giving 
YES/NO answer, free text reply, etc.). (2) Multiple 
answer generation modules (Ferrucci, 2012; Andor 
et al., 2019; Hu et al., 2019), which adopts several 
answer generation modules, and each module con-
ducts a specific inference mechanism (or, answer 
mode) with a specific replying format.

Since the first category only considers one an-
swer mode, the types of questions that can be han-
dled are quite limited. For example, it is not suita-
ble for handling the FGC-2020 QA task2, which co-
vers various question types and needs different an-
swer modes to get the desired answers. In contrast, 
the approaches under the second category adopt the 
divide-and-conquer strategy, which adopts a differ-
ent answer generation module for each specific an-
swer mode. Since each answer generation module 
only needs to consider a specific answer mode, it 
will be easier to design and add new inference 
mechanisms. 

Among those second category approaches, the 
framework of Watson (Ferrucci, 2012) is not de-
signed for end-to-end training; therefore, it is not 
suitable for modern neural-network multi-task 
learning due to the complicated flow/architecture 
under its statistics-based architecture. Also, the 
framework adopted in either (Andor et al., 2019) or 
(Hu et al., 2019) does not have an aggregation 
layer/module to merge the answers generated from 
different answer generation modules (i.e., the out-
put is only picked from a specific module, and 
merging is not allowed). Therefore, their ap-
proaches not only have the error accumulation 
problem3  (i.e., once a wrong module is selected, 
this error will propagate to the next answer-gener-

2 https://scidm.nchc.org.tw/dataset/grandchallenge2020  

3 The error accumulation problem of this kind of approaches 
is hard to avoid, as it is difficult to know which inference 
mechanism should be adopted before we actually see the re-
lated supporting statements (e.g., span-extraction mechanism 

ation stage), but also lose the advantage of combin-
ing the strength of different inference mechanisms. 
Additionally, all modules will be activated in par-
allel under their frameworks (Andor et al., 2019), 
so computing resources on those modules that 
should not be activated for a given question would 
be wasted.

To overcome the problems mentioned above, a 
flexible and extensible framework is proposed in 
this paper. It adopts a divide-and-conquer strategy, 
and possesses the following main modules/func-
tionalities: (1) A supporting evidences locating 
module, which extracts supporting evidences from 
the passage to narrow down the searching space. (2) 
A dispatch module, which would select and acti-
vate several appropriate answer generation mod-
ules; also, the answer type distribution will be pro-
vided to each answer generation module as a refer-
ence, based on the answer mode. (3) A set of an-
swer generation modules, each of them generates a 
few local/module outputs (i.e., possible answers) if 
it is activated. (4) An aggregation module, which 
picks the best answer at the final stage by merging 
the answer candidates from those activated answer 
generation modules. 

The strengths of the proposed framework are 
summarized as follows: (1) With the dispatch mod-
ule, it is flexible for handling different question 
types with the same framework; as a result, it is ex-
tensible for adding more answer modes in the fu-
ture. (2) With the aggregation module, it is able to 
merge the results from various modules; it thus 
possesses the capability of combining the strength 
of different inference mechanisms, and also re-
duces the error accumulation problem. (3) It is de-
signed to fit the neural-network based end-to-end 
multi-task learning framework; therefore, it can be 
implemented with an appropriate neural network 
without much effort. (4) Since the dispatch module 
only activates the corresponding modules accord-
ing to the given question, it will not waste compu-
ting resources on those modules that are irrelevant 
and should not be activated. 

In comparison with IBM Watson framework, 
which adopts a complicated flow/architecture with 
probabilistic models, our proposed framework 

is usually preferred if the desired answer is explicitly given in 
the supporting sentence; otherwise, a more complicated 
mechanism must be adopted). 
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adopts the neural-network based approach and can 
be optimized by the end-to-end training strategy. In 
comparison with the approaches from Andor et al. 
(2019) and Hu et al. (2019), which lack the mech-
anism to merge different answer candidates, our 
proposed framework only activates several possi-
ble/responsible modules and has the ability to ag-
gregate the outputs from various modules.

The proposed framework is tested on the FGC-
2020 QA dataset, which contains 1,322 questions. 
This dataset covers eight different answer modes 
(i.e., Single-Span-Extraction, Multi-Span-Extrac-
tion, Yes/No, Aggregative-Operation, Arithmetic-
Operations, Date-Duration, Kinship, and Summa-
rization) and ten different answer types (i.e., 
Yes/No, Number-Measure, Kinship, Person, Date-
Duration, Location, Organization, Object, Event, 
and Misc). The experiment results show that our 
system outperforms the baseline RoBERTa-large 
(Liu et al., 2019) model by 11.4%.

In summary, this paper makes the following 
contributions: (1) We propose a novel modular 
framework/model that is more flexible for han-
dling/adding various inference mechanisms. (2) 
We propose a novel aggregation model to merge 
various answer candidates. (3) We conduct experi-
ments to show that the proposed framework out-
performs the state-of-the-art RoBERTa-large 
model on the FGC-2020 QA dataset.

2 The Proposed Approach

In this section, the proposed divide-and-conquer 
QA model is first described in Section 2.1. The de-
scriptions of the architecture of the proposed model 
is then presented in Section 2.2. Afterwards, Sec-
tion 2.3 provides the concepts and principles of de-
signing each answer generation module.

2.1 The Proposed Divide-and-Conquer QA 
Model

Given a Document D, Question Q, Wikipedia Wk 
and some external Knowledge Resources R (such 
as WordNet and ConceptNet), we would like to 
find out the most likely answer. To reduce the com-
putation cost, we will first extract related Wik-
ipages with an off-the-shelf IR tool (e.g., the 
Apache LuceneTM searching engine4). Let Wps de-
note the set of extracted Wikipages, the problem of 

4 https://lucene.apache.org/ 

finding the desired Answer ܣመ  thus can be formu-
lized as Equation (1). For conciseness, we will only 
use one notation (e.g., “D” (Document)) to denote 
both its content and its associated embedding vec-
tor when it can be interpreted without confusion.ܣመ = argmaxܲ(ܦ|ܣ,ܳ, ܹ ,ܴ)      ≡ ݔܽ݉݃ݎܽ ܲ൫ܣหܦ,ܳ, ܹ௦ ,ܴ൯,             (1) 
where A is a specific answer candidate, and ܣመ de-
notes the desired answer which can be: (1) A list of 
string/NE/number/date directly extracted from the 
document. This list might contain only one element, 
or even empty (The string “UNKNOWN” will be 
output in this case). (2) An aggregation result (such 
as Summarization, Speaker’s View, Arithmetic Re-
sult, Count/Min/Max/Avg, Entailment/Sentiment 
Judgment, etc.) induced from the given document.

Since we will encounter various scenarios that 
request different answer modes (among which 
each adopts a different strategy to obtain the de-
sired answer), a Divide-and-Conquer framework is 
thus proposed to convert a given complicated prob-
lem into a set of simple sub-problems:ܲ൫ܣหܦ,ܳ, ܹ௦,ܴ൯= ∑ ܲ൫ܧ,ܶ,ܯ,ܣ௦ ,ܳ,ܦ௦หܩ, ܹ௦,ܴ൯,ெ,்,ாೞ,ீೞ             (2) 
where M denotes a specific answer mode, ܶ refers 
to a specific answer type that can be used for veri-
fication in each answer generation module, Es 
stands for a specific set of supporting evidences, 
and Gs represents a specific set of paragraphs. By 
doing so, each answer generation module/model 
concentrates only on a specific answer mode. The 
probability ܲ(ܧ,ܶ,ܯ,ܣ௦ ,ܳ,ܦ|௦ܩ, ܹ௦,ܴ)  can be 
further decomposed into five terms:ܲ൫ܧ,ܶ,ܯ,ܣ௦ ,ܳ,ܦ௦หܩ, ܹ௦,ܴ൯= ܲ൫ܣหܧ,ܶ,ܯ௦,ܩ௦ ,ܳ,ܦ, ܹ௦,ܴ൯× ܲ൫ܯหܶ,ܧ௦,ܩ௦ ,ܳ,ܦ, ܹ௦,ܴ൯  × ܲ൫ܶหܧ௦,ܩ௦ ,ܳ,ܦ, ܹ௦,ܴ൯ × ܲ൫ܧ௦หܩ௦ ,ܳ,ܦ, ܹ௦,ܴ൯× ܲ൫ܩ௦หܦ,ܳ, ܹ௦,ܴ൯≈ ௦ܧ,ܶ,ܯ|ܣ)ܲ ,ܳ,ܴ) × (ܳ,௦ܧ,ܶ|ܯ)ܲ ௦ܧ|ܶ)ܲ× ,ܳ) × ,ܳ,ܦ,௦ܩ|௦ܧ)ܲ ܹ௦) × ,ܳ,ܦ|௦ܩ)ܲ ܹ௦),

         (3)
where ܲ(ܧ,ܶ,ܯ|ܣ௦ ,ܳ,ܴ) will be generated by each 
specific answer generation module, both ܲ(ܧ,ܶ|ܯ௦,ܳ)  and ܲ(ܶ|ܧ௦,ܳ)  will be generated by 
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the Dispatch module, ܲ(ܧ௦|ܩ௦ ,ܳ,ܦ, ܹ௦)  will be 
generated by the Supporting-Evidence-Locating 
module, and ܲ(ܩ௦|ܦ,ܳ, ܹ௦)  will be generated by 
another Paragraph-Locating module (Section 2.2).

Finally, ∑ ,ܳ,ܦ|௦ܩ,௦ܧ,ܶ,ܯ,ܣ)ܲ ܹ௦,ܴ)ெ,்,ாೞ,ீೞ  
will be taken care by the Aggregation module, 
which aggregates various answer-candidates gen-
erated by different answer generation modules to 
obtain the final answer. It predicts the best answer 
based on those obtained answer-module sextuplets 
(i.e., <answer mode M, the probability of the an-
swer mode ܯ, answer type T, the probability of 
the answer type ܶ, answer-candidate ܣ, its associ-
ated confidence-scores ܨ௦>, to be specified later), 
where M , ܯ , T , and ܶ  are from the Dispatch 
module, both ܣ and ܨ௦ are from a specific activated 
answer generation module. Therefore, Equation (2) 
can be re-written asܲ൫ܣหܦ,ܳ, ܹ௦,ܴ൯=  ௦ܧ,ܶ,ܯ,ܣ)ܲ ,ܳ,ܦ|௦ܩ, ܹ௦,ܴ)ெ,்,ாೞ,ீೞ≡ softmax ߪ ቌܪ ቆ൫ܯ;ܯ;ܶ; ܶ;ܨ௦൯,ଵ, … ;ܶ;ܯ;ܯ), ܶ;ܨ௦), ቇቍ    (4)

The above Eq (4) is implemented with a pre-pro-
cessor, which first merges the same answer-candi-
date from various answer generation modules; af-
terwards, for each specific merged answer-candi-
date ܣ  (among a varying number of different 
merged candidates), it concatenates the corre-
sponding information from each answer generation 
module5 to form the input to a mapping function H.  
This mapping function H is mainly used to assign 
an overall-confidence-score to the given merged 
answer-candidate if it is supported/merged by/from 
several modules. 

Specifically, for each merged answer-candidate ܣ, we will have K different ൫ܯ;ܯ;ܶ; ܶ;ܨ௦൯ quin-
tuplets, where K is a pre-specified/fixed number of 
available answer generation modules. Note that the 
relative position of each answer generation module 
within the concatenation is fixed (so that the corre-
sponding NN weights can be learnt). The overall-
confidence-score of A is input to a specific non-lin-
ear activation function σ, then a softmax function is 

5 Please note that the corresponding information from all 
answer generation modules will be input to fix the input 
format (i.e., regardless of whether they are activated by the 

used to normalize the obtained scores over various 
merged answer-candidates. 

2.2 The Architecture and Operation Flow

Based on Equations (3) and (4), Figure 1 summa-
rizes the proposed divide-and-conquer QA frame-
work. Sequentially, the Preprocessing-layer first 
locates the related Wikipages and annotates the 
given question/passage (also those Wikipages) 
with their associated linguistic information via off-
the-shelf language tools (e.g., the Stanford 
CoreNLP toolkit).

Afterwards, the Embedding-layer obtains con-
textual word embeddings through a pre-trained 
language model (e.g., BERT, RoBERTa (Liu et al., 
2019) or XLNet (Yang et al., 2019)), and generates 
the associated hierarchical embeddings (including 
the document embedding, paragraph embeddings, 
and sentence embeddings). The hierarchical em-
beddings will be shared among subsequent layers.

The Paragraph-Locating-layer then narrows 
down the searching space to only refer to those 
closely related paragraphs/passages within docu-
ments/pages via the so-called “semantic retrieval” 
model (Nie et al., 2019).

The Supporting-Evidence-Locating-layer iden-
tifies the associated Supporting Evidences and also 
outputs an associated score of the specified config-
uration. Basically, only content similarity is con-
sidered here, and no reasoning is conducted (which 
will be done later in the Answer-Generation-layer). 
It can be implemented by a BERT-based model 
with output vectors connected to a binary classifier.

The Dispatch-layer generates the corresponding 
answer mode and answer type probability distribu-
tions for the given question-passage pair, and then 
activates the answer-generation-modules associ-
ated with the top-D answer modes; also, the answer 
type probability distribution will be sent to each an-
swer generation module for reference. Please note 
that one answer mode can activate several corre-
sponding answer generation modules simultane-
ously if the ensemble approach is adopted; also, all 
those activated answer generation modules will be 
operated in parallel. In the current implementation, 
the Dispatcher-layer is a BERT-based classifica-
tion model.

Dispatch module or not; however, for those inactivated 
modules, their associated fields will be set to null/zero). 
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The Answer-Generation-layer includes various 
answer generation modules and generates the lo-
cal/module output (i.e., the answer-candidate) from 
each selected answer generation module. Further-
more, each module is expected to generate top-N 
answer-candidates with their associated confi-
dence scores (Details are given in Section 2.3).

The Aggregation-layer generates the desired fi-
nal answer via aggregating various local/module 
answer-candidates (Section 2.4). Please note that 
an answer mode may be handled by several differ-
ent answer generation modules at the same time, if 
an ensemble approach is adopted. The influence of 
each answer generation module is implicitly de-
cided by its associated NN weights of a feedfor-
ward neural network adopted in this layer.

The External-Resources and their accessing util-
ities/tools provide additional information (to sup-
plement the training data-set and those on-line re-
trieved documents) to increase the knowledge cov-
erage of the test data. Currently, they include Word-
Net, ConceptNet, Wikipedia, and other available 
resources/tools (e.g., Stanford CoreNLP).

Last, the Online-Working-Memory is a working-
memory used to save the intermediate/linguistic-
analysis results (e.g., Hierarchy Embeddings about 
the question/related-passages, POS/NE annotation, 
dependency-tree, etc.) that can be shared among 
various layers/modules later.

2.3 The Adopted Answer Generation Mod-
ules

Figure 2 shows the answer generation modules 
adopted in this work. Since this paper mainly ad-
dresses the framework design, we will only briefly 
sketch the adopted implementation of each module. 
The Single-Span-Extraction module adopts an en-
semble approach. It is implemented by choosing 12 
best RoBERTa-large models with AdaBoost algo-
rithm (Yang et al., 2018). The implementation of 
the Multi-Span-Extraction module is based on the 
tag-based multi-span extraction model (Segal et al., 
2020), which treats the task as a sequence tagging 
problem (i.e., for each token in the passage, decide 
whether it is part of the answer span). Since the im-
plementations of the Arithmetic-Operation and 
Date-Duration modules are similar, we merge 
these two functionalities into one module in this 
task. In this merged module, a RoBERTa-base 
model is first used to extract top K candidates, and 
then a rule-based procedure is adopted for perform-
ing some arithmetic operations such as calculating 
the duration from the beginning and ending dates. 

Furthermore, the Entailment-Judgement module 
is implemented by using a pre-trained BERT mode 
and fine-tuning it for the Yes-No task (Devlin et al., 
2019). The Common-Sense-Inference is imple-
mented with a template-based approach to answer 
Kinship questions. Firstly, the given question is to-
kenized by Stanford CoreNLP toolkit. The Chinese 
kinship associated terms (e.g., father, son, etc.) col-
lected from related Wikipages are added to the dic-
tionary of that toolkit to increase its accuracy rate. 
Afterwards, a rule-based procedure tries to fill in 
the slots of the question template with appropriate 
tokens. Last, the Summarization module is imple-
mented by modifying an existing BERT-based ex-
tractive summarization algorithm (Liu, 2019)

Please note that some of the answer generation 
modules are not implemented here, which include 
the Compare-Members module and the Speaker-
View modules, since they do not occur in the FGC-
2020-pre dataset. Also, the Aggregative-Operation 
module is merged into Multi-Span-Extraction 
module, since there are only few questions in this 
dataset (and the Aggregative-Operation could be 
subsequently taken on the members that are ex-
tracted from the Multi-Span-Extraction module).

{
Passage, 
Question
}

Pre-load 
Wikipages

Preprocessing-layer
Wiki 

Articles 
Retriever

Stanford 
CoreNLP 
Toolkit

Paragraph/Supporting-Evidence-Locating-layer

BERT-based Semantic-Retrieval Neural 
Network

External 
Resources

Online-
Working-
Memory

Best 
Answer 

Embedding-layer

Pre-trained model
(BERT/RoBERTa/XLNet)

Dispatch-layer

Answer-Generation-layer

Aggregation-layer

Figure 1. The proposed DNN system architecture
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2.4 The Proposed Aggregation Module

As described in section 2.1, this module will adopt 
a pre-processor to first merge answer candidates 
from various answer generation modules. Figure 3 
shows an example of the merging process. Suppose 
we have three answer generation modules (i.e., M1, 
M2, M3) and pick top-3 answer candidates from 
each answer generation module, where Cij denotes 
the rank-j answer candidate in answer generation 
module-i. After the merging process, there are four 
merged answer-candidates (i.e., MC1, MC2, MC3, 
MC4) left. For example, MC1 groups two answer 
candidates C11 and C33 as they are identical.

The mapping function H is implemented by a 
Feed-Forward network and its output is connected 
to a binary classifier (T/F) as showed in Figure 4. 
The overall-confidence-score of each merged an-
swer candidate is given by the score of the output 
T. Take MC1 as an example, we will have two quin-
tuplets input from module-1 and module-3 while 
other modules are with zero vectors.

6 https://fgc.stpi.narl.org.tw/activity/2020_Talk2AI 

3 Evaluation

To verify the validity and effectiveness of the pro-
posed framework, we have tested it on the FGC-
2020 dataset. The details of the dataset and various 
experiments conducted are presented below.

3.1 Dataset

Officially, FGC-2020 organizer had released both 
FGC-2020-pre dataset, which is mainly used to let 
each team train their own model, and FGC-2020-
final test set, which is mainly used to evaluate the 
final round performance. Since the FGC-2020-fi-
nal test set is not open to various teams before the 
final contest, the following description is mainly 
for the FGC-2020-pre dataset. Each released ques-
tion in the FGC-2020-pre dataset is associated with 
an official category tag among Elementary, Ad-
vanced, and Argumentation6 . Table 1 shows the 
statistics of those question categories. Also, as 
those Argumentation questions do not have the 
golden answers provided by the FGC organizer, we 
exclude them from the FGC-2020-pre dataset.

To train the models and get a sense about our 
performance before the final competition, we fur-
ther divide the remaining FGC-2020-pre data into 
our own training/development/test three subsets. 
To avoid distribution mismatch problem, we keep 

Answer-Generation Modules:

Arithmetic-Operation

Compare-Members

Aggregative-Operation

Date-Duration

Summarization

Speaker-View

Entailment-Judgement

Common-Sense-Inference

Single-Span-Extraction

Multi-Span-Extraction

Answer-Type Probability Distribution:
Yes/No, Number-Measure, Kinship, 
Person, Date-Duration, Location, 
Organization, Object, Event, Misc

Answer-Mode Probability 
Distribution:

Extraction

Arithmetic-Operation

Comparison

Aggregative-Operation

Date-Duration

Summarization

Speaker-View

Entailment-Judgement

Common-Sense-Inference

Dispatch-layer

Figure 2. The adopted answer generation modules.

:ଵܯ ,ଵଵܥ ,ଵଶܥ :ଶܯଵଷܥ ,ଶଵܥ ,ଶଶܥ :ଷܯଶଷܥ ,ଷଵܥ ,ଷଶܥ ଷଷܥ ெሳልልልሰ :ଵܥܯ ,ଵଵܥ ,ଷଷܥ :ଶܥܯ       ,ଵଶܥ ,ଶଵܥ :ସܥܯ:ଷܥܯଷଶܥ ଶଷܥ,ଵଷܥ ,ଶଶܥ   ଷଵܥ
Figure 3. An example of merging answer candi-
dates from different answer generation modules.

Feed-Forward

Module-1
(M;Mp;T;Tp;Fs)

Module-2
(M;Mp;T;Tp;Fs)

Module-3
(M;Mp;T;Tp;Fs)

Module-K
(M;Mp;T;Tp;Fs)

Binary Classifier

Overall-Confidence-
Score

 (M;Mp;T;Tp;Fs) 
of C11

(0;0;0;0;0) (M;Mp;T;Tp;Fs) 
of C33

(0;0;0;0;0)

Figure 4. The NN-based aggregation module.

Question Category Count Percentage
Elementary 929 70.27%
Advanced 378 28.59%
Argumentation 15 1.14%
Total 1,322 100.00%

Table 1. The statistics of the question categories in 
the FGC-2020-pre dataset.
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the distributions of question categories in each sub-
set as similar as possible while dividing them. The 
statistics of each subset are shown in Table 2. 

Figure 5 shows the distributions of answer mode 
and answer type in the training/development/test 
subsets, where the vertical axis displays various an-
swer modes/types and the horizontal axis indicates 
their corresponding percentages. It is observed that 
the distributions of answer mode in training/devel-
opment/test subsets are similar but that of answer 
type are significantly different (especially in the 
test subset); it is due to that we divide the dataset 
based on the given documents (and then adjust 
them according to answer modes), but each docu-
ment is associated with a varying number of ques-
tions/types.

3.2 The Baseline Adopted

Since RoBERTa (Liu et al., 2019) is the state-of-
the-art pre-trained model for single-span extraction 

(if ensemble approaches are excluded) on both 
SQuAD (Rajpurkar et al., 2016) and DRCD (Shao 
et al., 2018) datasets when we were preparing for 
the FGC preliminary round (2019/12/24), it was 
chosen as our baseline model.

3.3 Overall System Performance on Official 
Pre-released Dataset

Table 3 gives the performances of our proposed 
model and the above baseline (RoBERTa-large) on 
both the FGC-2020-pre test-set and the FGC-2020-
final test-set. In comparison with the baseline, we 
have enjoyed 11.4% (= 70.5% - 59.1%) overall im-
provement on the FGC-2020-pre test-set. This 
shows when the dataset contains the questions with 
various answer modes, customizing the model ar-
chitecture for each specific answer mode (which 
needs a different inference mechanism) is better 
than adopting a monolithic architecture (and then 
applying it to various answer modes). The ad-
vantage of adopting the proposed Divide-and-Con-
quer framework is thus shown. 

Furthermore, the top-1 and top-2 accuracy rates 
of the answer mode are 98.9% and 100.0%, respec-
tively; and those of the answer type are 93.7% and 
95.3%, respectively. This shows that the Dispatch-
layer is quite promising. The performance of an-
swer type prediction is inferior to that of answer 
mode, as we have more answer types than answer 
modes. 

Last, an intuitive approach to implement the Ag-
gregation-layer is to simply pick up the answer 
candidate with the highest score (which is calcu-
lated by multiplying its associated confidence 
score and the corresponding answer mode proba-
bility) among various candidates. It is surprised to 
find that this intuitive approach (with EM 70.5%) 
is 0.6% better than our proposed NN-based ap-
proach (with EM 69.9%) in this test-set. A possible 
reason could be that there is almost no overlapping 
among various top-3 candidate-sets (obtained from 
different answer generation modules) in this data-
set; as the result, the advantage of merging the 

Dataset Count Percentage
Training 875 66.94%
Development 242 18.52%
Test 190 14.54%
Total 1,307 100.00%

Table 2. The statistics of training/development/test 
subsets in the FGC-2020-pre dataset. 

Figure5. The distributions of answer mode and an-
swer type in the training/development/test subsets of 
the FGC-2020-pre dataset.

Dataset Baseline Proposed

FGC-2020-pre test-set 59.1% 70.5%

FGC-2020-final test-set 36.9% 39.1%

Table 3. The EM (Exact Match) scores of the base-
line and the proposed model on the FGC-2020-pre 
and the FGC-2020-final test-sets.
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same answer-candidate generated from different 
inference mechanisms thus disappears.

3.4 The Performance on Official Final Test-
set

Since we have got FGC-2020-final test-set after the 
contest, we also show its distributions of answer 
mode and answer type in Figure 6. It includes total 
46 question-passage pairs (again, 4 Argumentation 
questions are excluded). It is observed that the dis-
tributions of both answer mode and answer type in 
the final run are very different from those in the 
FGC-2020-pre dataset. This indicates that we have 
a serious mismatch problem in both answer mode 
and answer type, which implies that shallow statis-
tical information (which BERT mainly utilizes) 
would be less useful and deep understanding would 
be more demanding. 

The obtained performance is given in Table 3. In 
comparison with the baseline, we only got 2.2% (= 
39.1% - 36.9%) overall improvement. Comparing 
with the improvement obtained on the FGC-2020-
pre test-set (11.4%), the gap shrinks considerably 
because the problems in the FGC-2020-final test-
set is much more difficult (and thus beyond not 
only the capability of the baseline but also the ca-
pability of our proposed approach).

Figure 7 further shows the overall system per-
formance on the FGC-2020-pre and FGC-2020-fi-
nal test sets in each category. Surprising in coinci-
dence, the accuracy rates on Elementary, Advanced, 
and Overall categories are 0.391, 0.391, and 0.391, 
respectively. In comparison with the overall perfor-
mance of the FGC-2020-pre test-set, the accuracy 
rate drops 0.314 (from 0.705 to 0.391). Figure 8 
additionally shows the accuracy rates associated 
with various answer-modes (Please note that there 
is no Kinship answer mode question in this test-set). 
We even have 0% and 15.4% accuracy rates for the 
Arithmetic-Operation and Multi-Span-Extraction 
answer modes, respectively. The obtained poor 
performances clearly indicate that these two an-
swer-modes are more difficult to handle, which fits 
our intuition.

4 Error Analysis and Discussion for Of-
ficial Final Test-set

As Figure 7 shows, the overall system performance 
degrades significantly (down 0.314, from 0.705 to 
0.391) when we move from FGC-2020-pre test-set 
to FGC-2020-final test-set. It is mainly because the 
questions in the FGC-2020-final test-set is gener-
ally more difficult than that in the FGC-2020-pre 
test-set. And it is also because the involved topics 
(also their associated lexicons), the distributions of 

Figure 6. The distributions of answer mode and an-
swer type in the FGC-2020-pre and FGC-2020-final 
test-sets.

Figure 7. The overall system accuracy rate on the 
FGC-2020-pre and FGC-2020-final test-sets. 

Figure 8. The accuracy rates associated with vari-
ous answer modes on the FGC-2020-final test-set. 
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both answer mode and answer type drift signifi-
cantly from FGC-2020-pre test-set to FGC-2020-
final test-set (as shown in Figure 6). 

Since almost all our current answer generation 
modules adopt BERT-based approaches, and it is 
well-known that BERT conducts the inference 
mainly based on surface-clues/hidden-distribution-
bias (Naik et al., 2018; Poliak et al., 2018; Jiang 
and Marneffe, 2019; McCoy et al., 2019), the mis-
match of those surface-clues/distributions thus 
causes serious degradation. On the other hand, it 
also implies that BERT-based approaches, alt-
hough they have become state-of-the-art models, 
are still not capable to handle the FGC-2020 kind 
of tests (which require deep reasoning and cannot 
be falsely solved simply with surface-clues/distri-
bution-bias). 

Specifically, the performance of the Elementary 
questions drops more (down 0.436, from 0.827 to 
0.391) in comparison with that of Advanced ones 
(down 0.158, from 0.549 to 0.391). The perfor-
mance of the Advanced questions is less affected 
because those questions require deeper reasoning, 
and is thus less affected by the drift of topics and 
the distribution of answer mode/answer type men-
tioned above. 

If we zoom into various answer modes, it is ob-
served that the Multi-Span-Extraction causes most 
overall degradation in the FGC-2020-final test-set, 
which is mainly due to both its low accuracy rate 
(15.4% in Figure 8) and its high answer mode por-
tion (28% in Figure 6)). It seems that the tag-based 
approach (Section 2.3) is not capable of handling 
the Multi-Span-Extraction questions involved in 
this dataset, as getting a multi-span answer needs 
to locate various list-members via matching the 
structures (Gentner and Markman, 1997) of the 
question and the passage, not just regarding it as a 
sequence-tagging task.

5 Conclusion

We proposed a divide-and-conquer model/frame-
work for answering the questions in FGC-2020 QA 
dataset, which covers various answer modes. With 
the proposed Dispatch-layer, the proposed frame-
work is flexible for handling various answer modes 
with different modules simultaneously, and is ex-
tensible for adding new answer modes and answer 
types in the future. Also, with the proposed Aggre-
gation-layer, the proposed framework can take ad-
vantage of different inference mechanisms, and 
also reduce the error accumulation problem. Last, 

due to its design for fitting the end-to-end multi-
task learning framework, the proposed framework 
could be implemented with an appropriate neural 
network and is thus more suitable for end-to-end 
optimization without much effort. 

We have tested the proposed framework on 2020 
Formosa Grand Challenge Contest QA dataset. 
The experiment results show that our system out-
performs the baseline RoBERTa-large model about 
11.4% on the FGC-2020-pre test-set. However, the 
overall system performance drops significantly 
(about 31.4%) from the FGC-2020-pre test-set to 
the FGC-2020-final test-set. On the other hand, to-
gether with our another dialog sub-system (tested 
on the FGC-2020-final Dialog test-set), we ob-
tained 44.1 total score (out of 100; the human per-
formance is 68.2), which outperforms that of the 
official top one system (announced in this contest) 
7.4 points.
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摘摘要

由於智能對話助理服務的普及，語音

情緒辨識已經變得越來越重要。在人

與機器的溝通中，情緒辨識與情感分

析能夠增強機器與人類的互動。本研

究使用 CNN+LSTM 模型實作語音情緒

辨識 (Speech Emotion Recognition, SER) 
處理並進行預測。從實驗結果得知使

用 CNN+LSTM 模型相對於使用傳統

NN 模型取得更好的效能。

Abstract

Due to the popularity of intelligent 
dialogue assistant services, speech emotion 
recognition has become more and more 
important. In the communication between 
humans and machines, emotion recognition 
and emotion analysis can enhance the 
interaction between machines and humans. 
This study uses the CNN+LSTM model to 
implement speech emotion recognition 
(SER) processing and prediction. From the 
experimental results, it is known that using 
the CNN+LSTM model achieves better 
performance than using the traditional NN 
model.

關鍵字：CNN、LSTM、情緒識別

Keywords: CNN, LSTM, Speech emotion 
recognition

1 Introduction

情緒定義為一種受到外在或內在刺激後引起

的心理感受或反應 [1]。每種情緒都有其獨特

的特徵：信號，生理和先前的事件。有別於

「心情」的表現，「情緒」通常是起效快，

持續時間短，發生率高的，因此也更能表現

語者當下的反應。情緒的表現與分類，最早

由 Tomkin 定義了八種情緒：驚訝、有趣、愉

悅、憤怒、害怕、嫌惡、羞愧、痛苦 [2]。後

續也有其他學者提出不同的分類方式，例如

Plutchik 以如同色輪一般的方式提出情緒輪的

分類 [3]，如下圖一情緒輪所示，輪中接近的

情緒是較為相似的，距離較遠之情緒則較無

關聯性，而相對之情緒，如高興相對於悲傷

則代表相反的情緒。不同的情緒如不同的顏

色一般可互相混合而成。為了將情緒表現分

類可視化，由 Posner、Russell 和 Peterson 學者

於 2005 年提出 [4] 將其投射在一個能表現情緒

相互關係二維空間中，並以表現出的愉悅程

度(valence)以及激發程度(arousal)劃分成四個

象限，又稱為情緒空間(Valence-Arousal space)，
如 Figure 1 所示。

 

Figure 1: 情緒空間 

如何自訊號中抽取利於辨識的情緒特徵，

以及如何利用特徵正確辨識出情緒是重要的

議題 [5-7]。常見語音訊號特徵如韻律特徵

(prosodic feature) 以及音訊頻譜特徵 (spectral 
features)。其中韻律特徵以音節及短語等口語

斷點來計算該區段之音頻高低與聲音強度等

[5]，而音訊頻譜特徵以音框(frame) 作為音訊
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訊號之抽取單位，抽取各種低階語音特徵

(low-level descriptor, LLDs) 以及多個音框內低

階語音特徵之統計資訊 [8]。這些特徵可能缺

少對於情緒分析的客觀性 [9]，其忽略了訊號

中隱含的情緒特徵，無法完整模擬人腦在做

情緒辨識時所需的參考依據。近幾年，深度

學習的研究日漸進步，其對於語音訊號之特

徵抽取有重大的改進及貢獻，end-to-end 的特

徵抽取方法，經由訓練網路層，找到輸入訊

號與情緒目標之間的隱含關係，改善人為定

義特徵不客觀的問題[10]，已有許多研究使用

神經網路架構抽取音訊或頻譜 (spectrogram) 上
之音訊特徵。Table 1 介紹使用神經網路架構

的語音情緒辨識系統。

Table 1: 語音情緒辨識系統

Data Feature 
Extraction Corpus Recognition

Spectrogram 1-layer 2D-
CNN

Germany, 
English LSTM [7]

Waveform Auto-encoder EMO-DB SVM [11]

Waveform 2-layer 1D-
CNN

eNTERFACE,
MUSAN BLSTM [12]

Spectrogram, 
waveform

Multi-layer 
1D-CNN

Data from 
Cortana CNN [13]

Waveform, 
Spectrogram

1-layer 1D-
CNN, 1-layer 
2D-CNN

NNIME BLSTM [14]

由上述研究可以得知，現如今已有許多以

神經網路進行情緒辨識之研究，他們多使用

卷積神經網路 (convolution neural network, CNN)
進行特徵抽取，[7] 比較不同維度及層數的卷

積層對辨識的影響，發現單層卷積層的效果

較好，[7, 12, 14]皆使用長短期記憶模型(long
short-term memory, LSTM)進行情緒特徵之分類，

能有效處理訊號時序上的前後關係，以提升

語音情緒之辨識效能。

2 Emotion Dataset 

EMO-DB 資料集 [15] 是由柏林工業大學錄製

的德語情感語音資料庫，由 10 位演員(5 男 5
女) 對 10 個語句 (5 長 5 短) 進行 7 種情感(中性

/nertral、生氣/anger、害怕/fear、高興/joy、悲

傷/sadness、厭惡/disgust、無聊/boredom，如

Figure 2 所示)的模擬得到，共包含 800 句語料，

採樣頻率 48kHz (後壓縮到 16 kHz)，16 bit 量
化。語料文本的選取遵從語意中性、無情感

傾向的原則，且為日常口語化風格，無過多

的書面語修飾。

Figure 2: 英/德語情緒對照表 

語音的錄製在專業錄音室中完成，要求演

員在演譯某個特定情感前，必須通過回憶自

身真實經歷或體驗進行情緒的醞釀，來增強

情緒的真實感。經過 20 個參與者 (10 男 10 女)
的聽辨實驗，得到 84.3%的聽辨識別率。這個

資料集經過聽辨測試後，保留 535 句(男性情

感語句 233 句 女性情感句 302 句)。其中語

句內容具有較高情感自由度 (包含日常生活用

語的 5個短句和 5個長句)，但不包含某一特定

情感傾向。每個檔案的命名意義如下：

Position1-2 對應該人的編號 Position3-5 對應

語音內容編號 Position6 對應情感編號（表一

紅框處，因檔名中以德語單詞首字母標記，

表一為英/德語之情緒詞語對照表） Position7 
若有兩種版本以上，則以 a, b, c 依序命名。

3 Convolution Neural Network

卷積神經網路 (Convolutional Neural Network, 
CNN) 由一個或多個卷積層和池化層(pooling 
layer) 組成。CNN 最開始的概念是經由 Hubel
等學者在生物領域上的研究而啟發 [16]，而後

在 1982 年由 Fukushima 等人將神經網路的架

構提出 [17]。之後 1995 年的 B. Lo 等人 [18] 與
1998 年的 Y. Lecun 等人 [19] 在神經網路的架

構中加入卷積層(convolution layer)、池化層

(pooling layer)等逐漸完善成現在的卷積神經網

路。基本的卷積神經網路包含卷積層以卷積

的方式取得局部資訊並透過激化函數做為特

徵、池化層將由卷積層而來的數值進行採樣

做為代表值，而最後全連接(full connection)至
目標輸出。本研究使用一維單層自適應卷積

神經網路架構進行聲音特徵抽取，如 Figure 3
所示。
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Figure 3: 一維單層自適應卷積神經網路架構 

 

4 Long Short-Term Memory

長短期記憶神經網路 (long short-term memory,
LSTM) 為一種遞歸神經網路 (recurrent neural 
network, RNN) 的變形。是為了解決傳統遞歸

神經網路在損失函數從輸出層進行反向傳播

時，可能造成梯度消失的問題，使得網路停

在區域最佳解而難以學習節點間的連接關係。

於是 Hochreiter等人 [20] 提出長短期記憶單元

構成的神經網路，可藉由記憶單元的特殊結

構，學習到輸入間隔較長的資訊彼此的相互

關係。

如 Figure 4 所示，長短期記憶單元的結構包

含關鍵的細胞狀態 於圖片上方的水平線，

而其中包含三個主要的閘(gate)，分別為遺忘

閘、輸入閘、輸出閘，用以保護、控制細胞

狀態，讓資訊選擇性的通過，而輸出皆會經

過 sigmoid function(σ)使值介於 0 到 1 之間，

用以描述通過的量。0 表示完全不通過、1 表

示完全通過。

Figure 4: 長短期記憶網路

在 Figure 4中， 先經過遺忘閘，透過加權

矩陣 和激活函數 對上一時間的輸出與當下

輸入的運算，來控制細胞狀態丟棄的資訊量。

接著透過輸入閘來決定細胞狀態應該取得的

新資訊，此部分有兩個步驟，第一步先由

sigmoid function決定要更新的值。第二步通過

tanh function 決定細胞狀態的候選值 。得到

遺忘閘與輸入閘的運算結果後，來對細胞狀

態進行更新。其中前項以遺忘閘結果和舊的

細胞狀態相乘決定要遺忘的資訊，後項由輸

入閘結果與候選值相乘決定細胞狀態的新資

訊，將兩者相加後即代表更新後的新細胞狀

態。最後決定要輸出的值。由輸出閘決定要

輸出多少資訊，再將細胞狀態透過 tanh 
function 與輸出閘結果相乘，計算出此細胞的

輸出值。=  ( [ , ] + ) (1)=  ( [ , ] + ) (2)=  ( [ , ] + ) (3)=  × + × (4)= ( [ , ] + ) (5)=  × ( ) (6)

5 Experiment Settings and Results

本 研 究 將 數 據 利 用 Root Mean Square 
normalization 進行數據歸一化，接著計算與分

類各情緒中檔案個數。接著按照情緒分類，

將 535筆資料建立 20%為訓練集、64% 為測試

集與 16% 的驗證集。，因為音檔轉換後的資

料長度不一，最長 143652，最短為 19608，因

此需要進行填補資料。於是我們將經歸一化

的音頻數據進行切割，將一個音頻數據根據

固定長度 (16000) 切割成數筆資料，最後不足

的部分，進行補 0。最後可以每一個音頻可以

形成 2 維資料以作為 CNN+LSTM 模型的輸入。

Figure 5: 音檔切割示意圖

本研究所提出的情緒識別模型是由四層

CNN 一層 LSTM 加上全連接層所建構而成。

CNN 中含有 一維卷積層、批量標準化層、激

活函數層、最大池化層。其中激活函數使用

Elu function(exponential linear unit)。對比 ReLu，
Elu 可讓負的輸入值也有輸出值，相對較穩健。

而 LSTM 中激活函數為 tanh function，編譯層
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中使用優化方式為 SGD，其參數momentum用

於 SGD 在相關方面上前進，抑制震盪，

nesterov = True 表使用 Nesterov 動量。於訓練

集使用 EarlyStopping 於出現過擬合或模型指標

無 明 顯 改 進 時 提 前 中 止 訓 練;利 用

ModelCheckpoint 於每個訓練期後保存模型。

實驗結果顯示以七種情緒進行識別，其情緒

識別正確率為 57.83%，若改以四種情緒共 339 
筆資料進行訓練及預測，則情緒識別正確率

為 83%。

此外，本研究亦使用傳統類神經網路

(neural network, NN) 進行情緒識別，輸入資料

為 1 維資料 (原本 2 維資料藉由 flatten function 
轉換為 1 維資料)。藉由不同的測試資料比例，

可以看出傳統 NN 模型在測試資料集比例為

20% 時，得到最佳的辨識正確率，七種情緒

辨識正確率為 53.30%，而四種情緒辨識正確

率為 77.90%。

 

 
Figure 6: 音檔切割示意圖 

 
最後本研究僅使用 CNN 跟 LSTM 模型進行

情緒識別，實驗結果顯示以七種情緒進行識

別，其情緒識別正確率 CNN 模型為 45.80%，

而 LSTM模型情緒識別正確率為 50.50%。

6 Discussion

經過不同模型測試後，本研究發現在僅四種

情緒的訓練及測試情況下，情緒辨識正確率

明顯較高於七種情緒辨識正確率，我們認為

可能原因為以下兩點：四種情緒間差異性較

大及全部筆數較少無法有足夠的樣本進行訓

練。若能再增加較多的樣本進行訓練及測試，

應能提升情緒辨識正確率。

Table 2: 情緒識別正確率

Model 7 種種情緒 4 種種情緒

NN 53.30% 77.90%
CNN 45.80% -
LSTM 50.50% -
CNN+LSTM 57.83% 83.00%

7 Conclusion

本研究使用 CNN+LSTM 模型實作語音情緒辨

識 (Speech Emotion Recognition, SER) 處理並進

行預測。從實驗結果得知使用 CNN+LSTM 模
型相對於使用傳統 NN 模型取得更好的效能。

未來可能嘗試的改進方法為將其他關於情

緒辨識之開放資料與此 EMO-DB 資料共同進

行訓練，可供訓練樣本增加可能會使準確度

提升；另外，在資料前處理的部分對音訊嘗

試進行更妥善的數據前處理方式以及不同的

轉換方式測試，如傅立葉轉換等。
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摘摘要

隨著國人平均壽命攀升，老年人口的

健康照護問題也更加多元，而且長期

照護的需求也日漸增加，因此如何幫

助高齡長者 擁有良好生活品質與尊嚴

之維持，是我們需要思考的。本研究

欲藉由深度模型進一步探討正常老化

者自然語言的特性。首先以焦點團體

的方式收集資料，使長者在過程中自

然地與其他參與者互動。接著透過詞

向量模型與迴歸模型建立基於對話資

料的EF預測模型，幫助了解EF的退化

軌跡與建立預警。

Abstract

As the average life expectancy of Chinese 
people rises, the health care problems of the 
elderly are becoming more diverse, and the 
demand for long-term care is also 
increasing. Therefore, how to help the 
elderly have a good quality of life and 
maintain their dignity is what we need to 
think about. This research intends to 
explore the characteristics of natural 
language of normal aging people through a 
deep model. First, we collect information 
through focus groups so that the elders can 
naturally interact with other participants in 
the process. Then, through the word vector 
model and regression model, an executive 
function prediction model based on 
dialogue data is established to help 
understand the degradation trajectory of 
executive function and establish an early 
warning.

關鍵字：詞向量、迴歸模型、認知執行功能

Keywords: word vector, regression model, cognitive 
executive function

1 Introduction

國家發展委員會指出台灣在 2018 年邁入高齡

的社會，而在 2020 年時，超高齡人口已經占

10.3%，進而推估在 2025 年台灣將邁入超高齡

社會 (國家發展委員會, 2020)。隨著台灣人民

的壽命延長， 對於銀髮族的健康照護問題也

逐漸受到重視，對於銀髮族長期居家照護的

需求也日漸增加。如何幫助銀髮族不僅在醫

療層面受到照護，也能擁有優質生活品質與

生命尊嚴，是一重要課題。

學者們的研究指出阿茲海默症 (Alzheimer’s
Disease, AD) 和輕度認知障礙 (Mild Cognitive 
Impairment, MCI) 患者在在疾病前驅期，它們

的語言處理過程便出現缺陷 (Taler & Phillips, 
2008)。如何識別早期跡象和症狀的能力對於

干預措施的發展相當重要。藉由認知和思維

障礙在說話方式和說話內容中的表現，我們

可以藉由語言分析去洞悉神經功能，進而使

用自動化或半自動化的語音和語言分析方法

進行更深入的研究，以找出患者的語言與聲

音特徵。

Calzà等人 (Calzà et al., 2021) 建立一個用於

早期診斷和篩查的自動系統，旨在量化和描

述由於認知能力下降導致的語言特徵變化。

他們招募 48 名健康對照者和 48 名受損受試者。

每個受試者接受了簡短的神經心理學篩查，

並通過三個啟發任務收集了半自發語音產生

的樣本。他們利用支持向量 (SVC) 和隨機森

林分類器 (RFC) 來區分健康對照和 MCI 受試

者。他們的實驗結果顯示他們所提出的方法

是識別癡呆臨床前階段的一種很有前途的方

法。Fraser 等人 (Fraser et al., 2019)考慮一種級

聯方法來組合來自多種語言任務的數據。26
名 MCI 參與者和 29 名健康對照組完成圖片描

述、默讀和大聲朗讀三種語言任務。研究成

長者日常對話與認知執行功能關係探探討：使用詞向量與迴歸模模型

 Discussion on the relationship between elders’ daily conversations and 
cognitive executive function: using word vectors and regression models
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果指出最好的分類結果是通過組合任務級別

的數據來實現的（AUC = 0.88，準確度 = 0.83）。
這優於基於神經心理學測試分數（AUC = 0.75，
準確度 = 0.65）以及多模態分類的“早期融合＂

方法（AUC = 0.79，準確度 = 0.70）訓練的分

類器。Wang 等人 (Wang et al., 2019)的研究旨

在檢驗情景圖片描述和自發自我介紹任務中

的相關語音生成是否可用於區分具有 MCI 心
理測量證據的個體和認知完整的個體。他們

的研究揭示 MCI 參與者語義內容和句法複雜

性的線性下降趨勢，以及明顯更大的不流暢

跡象和語音生成減少。這些發現擴展了文獻

中的報導，並對疑似 MCI 的篩查和診斷具有

重要意義。

Fraser 等人 (Fraser et al., 2016) 展示從圖片描

述任務引發的簡短敘述樣本中自動識別阿爾

茨海默病的最先進的準確性，並通過統計因

素 分 析 揭 示 突 出 的 語 言 因 素 。 藉 由

DementiaBank 語料庫訓練分類器，用以區分

患有 AD 的參與者和健康對照組。為了檢查

AD 中語言障礙的異質性程度，他們對這些言

語和語言的測量進行了探索性因素分析，並

提供了對結果因素的解釋。在圖片描述任務

中根據他們語言的短樣本，區分患有 AD 的個

體和沒有AD的個體，獲得了超過 81% 的最先

進的分類準確率。他們認為機器學習和語言

分析在疑似 AD 的評估和聚類中非常有用。

Asgari 等人 (Asgari et al., 2017)認為輕度認知障

礙 (MCI) 的指標可能存在於老年人口語內容中，

並且有助於區分 MCI 患者和認知完好的患者。

他們對參與臨床試驗的 MCI 參與者和具有完

整認知的參與者的口語進行了語言分析，分

類準確率為 84%，遠高於 60% 的機會。

Polsinelli等人(Polsinelli et al., 2020)調查了執行

功能 (EF) 的可變性如何體現在日常用詞模式

中。他們使用語言查詢和字數統計對捕獲的

話語的逐字記錄進行了文本分析。 EF 使用經

過驗證的測試電池組進行評估，測量 WM、

移位和抑制控制。他們發現較高的整體 EF，
尤其是工作記憶，與更多的冠詞和介詞、更

長的單詞和更多的數字語言相關。

本研究期望探討台灣正常銀髮族的語言與

認知執行功能之間的關係，藉由詞向量與迴

歸模型建置，搭配彩色路徑描繪測驗 (CTT) 檢
測銀髮族的執行功能，並且建立預測模型。

2 Dataset 

本研究使用團體聊天方式來引導銀髮族語言

使用的自然狀態。參與者為 53-74 歲的退休銀

髮族 (36 位女性與 15 位男性)，參與者平均教

育年數為 12.5 年。每場團體聊天人數為 2-5 人，

他們會討論日常生活經常從事的活動，並且

會針對有高共通性的議題進行深入討論，藉

以了解其執行步驟、並接受彩色路徑描繪測

驗，以測量執行功能與日常生活活動調查。

3 Word Embedding

本研究將參與者的語音資料轉成文字檔，

並使用CKIP API進行斷詞處理，CKIP為中研

院中文語言小組開發，為中文自然語言處理

提供相關的研究資料，包括中文詞知識庫、

語料等。接著本研究使用 Word2vec 進行詞向

量特徵抽取。Word2vec 是 Google 所提供的一

個用來產生詞向量的模型，透過訓練可以將

文本中的內容簡化成 n 維向量空間中的向量運

算，此向量空間上的相似度可以用來表示文

本語意上的相似度。訓練 Word2vec 方式可分

為兩種：連續詞袋模型（continuous bag-of-
words, CBOW）及 Skip-Gram 模型。在 CBOW
的方法裡，訓練目標是用一個詞的鄰近詞去

預測該詞的機率；而 Skip-Gram則是跟CBOW
相反，訓練目標是用一個詞去預測該詞鄰近

詞的機率。另外為了比較不同的詞向量對於

系統效能的差異，本研究另外也使用 Doc2Vec
模型和 FASTText模型進行詞向量模型訓練。

4 Regression Model

數據收集技術的進步大大增加了在科學與商

業領域中預測變數的數量，此時就需要模型

選擇的方法來找出重要的預測變數，傳統的

模型選擇方法，如逐步 (stepwise) 和向前

(forward) 雖簡單，但被證實產生的模型準確

性較低，特別是當預測變數的數量很大時

(Desboulets, 2018)。且變數大於觀測值個數時

也可能造成過度適配 (overfitting) 的問題，因

在樣本內的平方誤差和會越低，此時可使用

正規化 (regularization)。
Lasso 是最小絕對收縮選擇和算子的簡稱，

是一種採用了 L1 正則化（L1-regularization)的
線性迴歸方法，採用了 L1 正則會使得部分學

習到的特徵權值為 0，從而達到稀疏化和特徵
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選擇的目的。在考慮一般的線性迴歸問題，

給 定 n 個 數 據 樣 本 點{( , ), ( , ), … , ( , )} ，其中每個

  是一個 d 維的向量，即每個觀測到的數據

點是由d個變量的值組成的，每個 是一

個實值。現在要做的是根據觀察到的數據點，

尋找到一個映射 : ，使得誤差平方和

最小，優化目標為：

, = , 1 ( ) (1)

= 1 (( ) ( )) (2)

= 1
 

由於有 d 個變量，所以稱之為 Multiple Linear 
Regression。一般來說，回歸問題是一個函數

擬合的過程，那麼希望模型不要太複雜，否

則很容易發生過擬合現象，所以要加入正則

化項，而不同的正則化項就產生了不同的回

歸方法，其中以Ridge Regression 和Lasso最為

經典，前者是加入了 L2 正則化項，後者加入

的是 L1 正則化項。本研究將使用 Multiple 
Linear Regression Ridge Regression 和 Lasso進
行實驗。

5 Experiment Settings and Results

本研究將斷詞後的資料集分別進行 Doc2Vec，
FASTText 和 Word2Vec 詞向量模型訓練。在

Doc2Vec 詞向量模型中，文本向量維度為 300
維。而 Multiple Linear Regression 的實驗結果

為訓練資料的 MSE: 1.20e-09；測試資料的

MSE: 1951.29；訓練資料的 R-squared: 1.00；
測試資料的 R-squared: -1.94。另外我們進行

Multiple Linear Regression Ridge Regression 和
Lasso模型比較，如 Figure 1所示，在 300維詞

向量中，我們可以發現 Ridge Regression 模型

有較佳的結果。其中 Lasso 模型中， = 1時，

僅使用了 28 個特徵（係數的非零值）； =0.01時，僅使用了 37 個特徵；而 = 0.00001
時，則使用了 300 個特徵。

Figure 1: 不同 Regression模型效能比較

在 FASTText 詞向量模型中，詞向量維度為

50 維。為了避免每個人的文本向量長度不同，

所以我們採取每個人的文本只取 296 個詞，而

整個文本向量維度為50 × 296維。而 Multiple 
Linear Regression 的實驗結果為訓練資料的

MSE: 2.82e-09；測試資料的 MSE: 702.15；訓

練資料的 R-squared: 1.00；測試資料的 R-
squared: -0.06。另外我們進行 Multiple Linear 
Regression Ridge Regression 和 Lasso 模型比

較，如 Figure 2 所示，在 300 維詞向量中，我

們可以發現 Ridge Regression 模型有較佳的結

果。其中 Lasso 模型中， = 1時，僅使用了

29 個特徵（係數的非零值）； = 0.01時，僅

使用了 41 個特徵；而 = 0.00001時，則使用

了 346 個特徵。

在 Word2Vec 詞向量模型中，詞向量維度為

50 維。為了避免每個人的文本向量長度不同，

所以我們採取每個人的文本只取 296 個詞，而

整個文本向量維度為50 × 296維。而 Multiple 
Linear Regression 的實驗結果為訓練資料的

MSE: 2.62e-09；測試資料的 MSE: 809.47；訓

練資料的 R-squared: 1.00；測試資料的 R-
squared: -0.22。另外我們進行 Multiple Linear 
Regression Ridge Regression 和 Lasso 模型比

較，如 Figure 3 所示，在 300 維詞向量中，我

們可以發現 Ridge Regression 模型有較佳的結

果。其中 Lasso 模型中， = 1時，僅使用了

31 個特徵（係數的非零值）； = 0.01時，僅
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使用了 49 個特徵；而 = 0.00001時，則使用

了 532 個特徵。

Figure 2: 不同 Regression 模型 FASTText文本

向量效能比較

Figure 3: 不同 Regression 模型 Word2Vec 文本

向量效能比較

6 Conclusion

本研究欲藉由深度模型進一步探討正常老化

者自然語言的特性。首先以焦點團體的方式

收集資料，使長者在過程中自然地與其他參

與者互動。接著透過詞向量模型與迴歸模型

建立基於對話資料的 EF 預測模型，幫助了解

EF 的退化軌跡與建立預警。實驗結果顯示，

當詞向量使用 Word2Vec 模型而迴歸模型使用

Ridge 模型有較佳的預測效能。

在未來的研究中，本研究會持續增加資料

集數量，另外也希望能加入BERT和 LSTM 等

深度學習模型，以期能得到更好的結果。
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(Transfer Learning)
FixMatch

 SpecAugment 

UrbanSound8K

2.4%  

Abstract 

With the widespread commercialization of 
smart devices, research on environmental 
sound classification has gained more and 
more attention in recent years. In this paper, 
we set out to make effective use of large-
scale audio pretrained model and semi-
supervised model training paradigm for 
environmental sound classification. To this 
end, an environmental sound classification 
method is first put forward, whose 
component model is built on top a large-
scale audio pretrained model. Further, to 
simulate a low-resource sound classifica-
tion setting where only limited supervised 
examples are made available, we instanti-
ate the notion of transfer learning with a 
recently proposed training algorithm 
(namely, FixMatch) and a data augmenta-
tion method (namely, SpecAugment) to 
achieve the goal of semi-supervised model 

training. Experiments conducted on bench-
mark dataset UrbanSound8K reveal that 
our classification method can lead to an 
accuracy improvement of 2.4% in relation 
to a current baseline method. 

 
Keywords: Environmental Sound Classification, 

Transfer learning, Semi-supervised learning 

1  

  
 (Audio Tagging) 

 (Environmental Sound Classification) 

 
 (Target Domain) 

 
A Preliminary Study on Environmental Sound Classification 

Leveraging Large-Scale Pretrained Model and Semi-Supervised Learning 
 

You-Sheng Tsao,  Tien-Hong Lo, Jiun-Ting Li, Shi-Yan Weng, Berlin Chen 
Department of Computer Science and Information Engineering, National Taiwan Normal University 
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PANN (Pretrained Audio Neural Networks) (Kong 
et al., 2020) 

 FixMatch (Sohn et al., 
2020)  
FixMatch 

 SpecAugment (Park et al., 2019)
 UrbanSound8K 

(Salamon et al., 2014)  
FixMatch 

 FixMatch  

 

2  

 

2.1  

 (Gaussian Mixture Model, GMM) 
 (Hidden Markov Model, HMM) 

(Vuegen et al., 2013; Mesaros et al., 2010) 

1 http://dcase.community/challenge2020/index 

 (Convolutional Neural Network, 
CNN) 

CNN 
 (Krizhevsky et al., 2017)

 DCASE1  
 CNN 

 (Su et al., 
2019; Sharma et al., 2020)  

 Google  Audioset 

5000  Youtube 
527  

ImageNet (Deng et al., 2009) 

 PANN 
PSLA (Gong et al., 2021) 

 Audioset 

  (Jaegle et al., 2021; 
Guzhov et al., 2021) 

 Palanisamy et al. (2020) 
 ImageNet 

 PSLA 

 PANN  

2.2  

 
 

(Pseudo-Label) 
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 (Sharpening)

 

 Teacher-Student  
(Xie et al., 2020)

 (Consistency 
Regularization) (Sajjadi et al., 2016) 

 MixMatch (Berthelot et al., 2019) 

 MixMatch 
 FixMatch

 

3  

 PANN 

 FixMatch

1  

3.1 PANN 

PANN
Google

AudioSet  ImageNet 

 

 14 CNN

1D-CNN
 Wavegram

CNN-14 
 Wavegram

 
CNN-14  

PANN  AudioSet 

 
PANN  Mixup (Zhang et al., 2018; 

Cances et al., 2021)  SpecAugment 

 Aud oSet  Wavegram-
Logmel-CNN  CNN-14 

 (mean Average Prec s on, mAP)

0.439 0.431  

 PANN  
(Fine-tune) 

 

 

 2. FixMatch  

 

 1. 
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3.2 FixMatch 

FixMatch 2 
 (Consistency Regularization) 

 (Data Augmentation) 

 

   
 

     
  

   (1) 

   (2) 

 

 (3) 

 (Cross-Entropy) 

 

   (4) 

   (5) 

   
0.5  

 =7  

4  

4.1  

UrbanSound8K

 10  8,732 
 4  10 

 (10-fold cross validation)
 870 

 = 1:1:8  

2 https://github.com/qiuqiangkong/audioset_tagging_cnn 

 
 PANN 

 16kHz 
 64 mel-bins  log-

mel spectrograms

 5 
= 5e-4  (batch_size) = 32  

4.2  

SpecAugment
 

Weninger et al. (Weninger et al., 2020) 
 PANN  1  

 Mixup 

Label-smoothing (Müller et al., 
2020) 

 Pitch Shift  
Background Noise 

 

4.3  

PANN 2

CNN-14-16k 
 Audioset 

Wavegram-Logmel-CNN 

 Wavegram 
 FixMatch 

 SpecAugment  Wavegram

 FixMatch 
 Wavegram FixMatch 

SpecAugment 
Frequency Time 

max 
drop 

drop 
nums 

max 
drop 

drop 
nums 

Weak 8 1 32 1 
Strong 35 2 64 2 

 

 1. SpecAugment  
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 Wavegram 

 Wavegram 
 

 FixMatch 
 16  FixMatch  Mixup 

 
 (Gradient Accumulation) 

 (Cosine Annealing Learing 
Rate Schedular)  35  (epoch) 

 

5  

FixMatch FixMatch
 Mixup
 (Optimizer) 
 10-fold 

 
 (Accuracy)  Area Under 

the ROC Curve (AUC ROC) 
AUC ROC 

 (Receiver Operating Characteristic, 
ROC)  (Area Under Curve, 
AUC) ROC 

 

5.1  FixMatch  

 Cances et al. 
(2021)  US8K  

2

PANN 

 
FixMatch 

1%  
 Mixup 

 FixMatch  7 

 16 
 Mixup 

 PANN  Mixup 

 

 (Sohn et al., 2020; Cances et 
al., 2021) 0.75

 0.95 
0.75 

 0.95  0.75 
 3

   
CNN14 39.55 84 00 
PANN 74.55 95.54 

+ FixMatch 75.23 93.28 
-- w/o mixup   73.91 92.60 

 2. 
FixMatch  

Mixup FixMatch    

FixMatch
  75.23 93.28 
  75.44 91.79 
  79.66 94.94 

Gradient Accum. 78.41 93.77 

 3. 
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5 100% 

 10% 

 Cances et 
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AdamW 

 2.39%
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300  (epoch)  81.73% 
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 – 100% 95.49 99.83 

Semi-Supervised  
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CNN14  + FixMatch 79.42 97.60 
PANN   + FixMatch 84.07 98.35 

5. 

CNN14 PANN  

FixMatch 
    

SGD 71.29 94.86 
ADAM 79.66 94.94 
Ranger 75.17 94.54 

 4.  
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N

 

Abstract 

There has been increasing demand to 
develop effective computer-assisted 
language training (CAPT) systems, which 
can provide feedback on mispronunciations 
and facilitate second-language (L2) 
learners to improve their speaking 
proficiency through repeated practice. Due 
to the shortage of non-native speech for 
training the automatic speech recognition 
(ASR) module of a CAPT system, the 
corresponding mispronunciation detection 
performance is often affected by imperfect 

ASR. Recognizing this importance, we in 
this paper put forward a two-stage 
mispronunciation detection method. In the 
first stage, the speech uttered by an L2 
learner is processed by an end-to-end ASR 
module to produce N-best phone sequence 
hypotheses. In the second stage, these 
hypotheses are fed into a pronunciation 
model which seeks to faithfully predict the 
phone sequence hypothesis that is most 
likely pronounced by the learner, so as to 
improve the performance of 
mispronunciation detection. Empirical 
experiments conducted a English 
benchmark dataset seem to confirm the 
utility of our method. 

N-
best  

Keywords : End-to-End Speech Recognition , 
Mispronunciation Detection and Diagnosis , N-best 
Rescoring 

1  (Introduction) 

(Mark Warschauer, 1995; Mark 
Warschauer et al., 2000)

(Computer Assisted 
Pronunciation Training, CAPT)

 

 Exploring the Integration of E2E ASR and Pronunciation Modeling for 
English Mispronunciation Detection 
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1  Hybrid CTC/Attention Architecture 
for End-to-End Speech Recognition. 

CAPT
(prompt)

 

 
(canonical phone)

(Deep 
Neural Network-Hidden Markov Model, DNN-
HMM)(Geoffrey Hinton et al., 2012)

CAPT

(non-native speaker)

(pronunciation model)

/
 

2  (E2E ASR) 

2.1 CTC (Connectionist Temporal 
Classification) 

2006 (Alex Graves 
et al., 2006) T

X    (
t D ) 

L C  
(U )

 CTC
(blank symbol)

 
  CTC 

 

     (1) 

   CTC 
 

2.2  (Attention Mechanism) 

CTC (Jan 
Chorowski et al., 2015)

 
 

         (2) 

   
 

                        (3) 

   (4) 

                           (5) 

  (6) 

(3) (6) (encoder)
(decoder) 4

encoder  
 q

 CTC

 

2.3 CTC-Attention  (Hybrid 

CTC-Attention Model) 

Shinji Watanabe (2017) CTC-
Attention 1 CTC

CTC-Attention

 
1. CTC-Attention 1. 
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CTC 
CTC-Attention 

 

  (7) 

CTC-Attention

(VGG-BiLSTM & Transformer)
 

3  (Pronunciation Model) 

( North, /n ao r th/ )
(Language transfer)

 / no4 ssu/
word

/n ow r th/

(phone sequence)

 

(ASR)

2

(pronunciation model)

 
 

N-best

Bi-LSTM

3 N-

best (embedding layer)

(phone embedding)

Bi-LSTM Bi-LSTM

 h* ( 3 )

 h* (linear layer)

N-

best F1

(Multi-class 

Classification)

(Cross Entropy)

 

 
2. North . 

 
3. N-best . 
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4  (Experiments) 

4.1  

(L1 speaker) TIMIT (J. S. Garofolo et al., 1993)
(L2 speaker) L2-ARCTIC 

(Guanlong Zhao et al., 2018)  
TIMIT 630

10
 (prompt) 5.4 

3 1 SA
SX SI

3.15 0.34
2  

L2-ARCTIC
CMU 

ARCTIC 

6 3

150  
(annotation) 150
100 50

2.66
0.12 0.88

4  

4.2  

Recall(RE) Precision(PR) F (F1)

 

  

    (8) 

 (9) 

           (10) 

  

   (11) 

 (12) 

2. TIMIT . 
   

 462 50 

 8 8 

 3696 400 

 139,940 15,342 

(hrs) 3.15 0.34 

3. L2-ARCTIC . 

  

ABA / SKA / ZHAA / YBAA  

BWC / LXC / NCC / TXHC  

ASI / RRBI / SVBI / TNI  

HJK / HKK / YDCK / YKWK  

EBVS / ERMS / MBMPS / NJS  

HQTV / PNV / THV / TLV  

4. L2-ARCTIC . 
    

 2549 150 900 

 71,935 4,054 25,690 

 13,236 903 4,314 

(hrs) 2.66 0.12 0.88 

1. TIMIT . 

 SA SX SI  

 2 450 1890 2342 

 630 7 1 - 

 2 5 3 10 

 1260 3150 1890 6300 
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(14) 

4.3  

Espnet (Shinji Watanabe et al., 2018) 

 CTC-

Attention 

VGG-BiLSTM Transformer

5

 

4.4  

5-best

5-best  

 

(annotation) (phone error 

rate) 6 VGG-BiLSTM

Transformer

VGG-BiLSTM

Transformer  

 

(prompt)

7 8 Baseline

N=5

Transformer

(concatenated)

7

N=5#  

6. L2-ARCTIC . 

 VGG-BiLSTM Transformer 

NJS 23.3 15.7 

TLV 25 18.2 

TNI 32.3 19.7 

TXHC 28 18.3 

YKWK 24.9 15.7 

ZHAA 26.1 15.3 

 26.6 17.1 

5. . 

VGG-BiLSTM 

feature 80-dim fbank + 
3-dim pitch 

encoder / decoder BiLSTM 

encoder decoder 

layers 2 layers 3 

hidden size 1024 hidden size 1024 

CTC/Attention  0.6/0.4 

Transformer 

feature 80-dim fbank + 
3-dim pitch 

encoder / decoder Transformer 

encoder decoder 

attention heads 8 attention heads 8 

linear units 2048 linear units 2048 

blocks 12 blocks 6 

dropout rate 0.1 dropout rate 0.1 
CTC/Attention  0.3/0.7 
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. 
 
 

VGG-BiLSTM

(diagnose error DE)

 

 

Transformer

recall

73.22

 

5  
(Conclusion and Future Work) 

(duration) ...
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51 53-74

LIWC2015  ( 2020; 
Pennebaker et al., 2015) 

Abstract

Increasing research efforts are directed 
towards the relationship between cognitive 
decline and language use. However, few of 
them had focused specifically on how 
language use is related to cognitive 
flexibility. This study recruited 51 elders 
aged 53-74 to discuss their daily activities 
in focus groups. The transcribed discourse 
was analyzed using the Chinese version of 
LIWC (Lin et al., 2020; Pennebaker et al., 
2015) for cognitive complexity and 
dynamic language as well as content words 
related to elders’ daily activities. The 
interruption behavior during conversation 
was also analyzed. The results showed that, 

after controlling for education, gender and 
age, cognitive flexibility performance was 
accompanied by the increasing adoption of 
dynamic language, insight words and 
family words. These findings serve as the 
basis for the prediction of elders’ cognitive 
flexibility through their daily language use.

Keywords: language use, cognitive flexibility, elders
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(cognitive flexibility)

(executive function)
(Buitenweg et al., 2012)

(Logue & 
Gould, 2014; Martyr & Clare, 2012)

LIWC

2

(speech)
vs. (Mild 

Cognitive Impairment, MCI)
(Alzheimer’s Disease) AI

(Dodge et 
al., 2015; Konig et al., 2018)

?
Dodge (2015)

( )
MCI

( )
MCI

Asgari (2017)
LIWC2001 MCI (vs.

) (
 

Polsinelli 
 (2020) 102 ( 75.8 )

(
) 

LIWC
(analytic)

(Diamond, 2013)

(Hülür, Ram, Willis, Schaie, & Gerstorf, 2016)  
Polsinelli

/ /
Polsinelli

( 12 30 )

LIWC Linguistic Inquiry and Word Count

Pennebaker

( )

(
arrive, car, go) (Newman et al., 2003)

(function words) (Simmons et al., 
2005) LIWC

(Weaver, 2017)
(Tausczik & Pennebaker, 2010)

(Graesser, McNamara, Louwerse, & Cai, 2004)

(Hartley, Pennebaker, & Fox, 2003)
(2012) LIWC2007

(Pennebaker, Booth, & Francis, 2007; Pennebaker, 
Chung, Ireland, Gonzales, & Booth, 2007

CLIWC2007
LIWC2015 (Pennebaker et al., 2015)
CLIWC2015 ( 2020)
LIWC

 ( 2012
2020) CLIWC2015

3

: (taking turns)

set
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 (Czechowski et al., 2016)

(
)

(narrative)

LIWC (Pennebaker et al., 
2014)  (

)

LIWC
(Trail Making Test , 

TMT)  A
B ( )

B/A, B /
 (Kortte et al., 2002) resting state

B (B-A)

 (Varjacic et al., 2018) TMT

Color Trails Test CTT (D
Elia et al., 1996) 

(Lee et al., 2000)

4

51 53-74 (M = 
65.21, SD = 5.86) 36  15 

 M = 13.21 SD = 2.34

 500 

2-5

2015)

 

(interruptions)
(intrusive) (cooperative)  (Li, 
2001)

(CKIP) CLIWC2015
( 2020)

5  

CCT1, 
CCT2  (CCT2-CTT1)/CTT1

1 CTT1, CTT2, 

1
 - (

: )

(Pennebaker, Mayne, & Francis, 
1997)
( )

(
)

  

( )
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(cost)

CTT1 CTT2

(e.g., 
) 

2

 ( )

/
( )

/

1 (forward 
selection)

CTT1 CTT2

.22 .01 -.46**

-.07 -.13 -.23

-.27 -.27 -.04

-.28 -.38** -.01

    .36* .11 -.12

-.28 -.17 .14

.21 .37** .17

-.07 -.14 .03

-.06 -.01 .24

-.23 .17 -.17

.01 .06 .05

.09 -.07 -.11

** p < 0.01;* p < 0.05

CTT1, CTT2, 
( )

CTT1 CTT2

-.10 -.30* -.08

-.12 -.17 -.15

.00 .08 -.18

-.04 -.09 -.07

.21 -.03 -.31*

-.17 -.19 -.17

-.06 .19 .24

-.02 -.23 -.12

-.22 -.22 .20

-.19 -.09 .20

-.19 -.23 .16

-.07 -.07 -.42**

.07 -.06 -.23

.29* .13 -.20

-.05 .11 -.17

-.03 -.15 -.26

-.04 -.09 -.07

-.05 .11 -.17

-.07 -.02 -.16

** p < 0.01;* p < 0.05

1. CTT1, CTT2, 
( )

partial R2 model R2 C(p) F p
.10 .15 2.64 5.40 .03
.06 .21 1.60 3.37 .07
.04 .25 1.60 2.28 .14
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( 3) R2 = .25 (F(6,44) 
= 2.43, p = .04)

4 4
( :

)
4 R2 .45 

(F(8,42) = 4.27, p = .0008)

6

set
(Logue & Gould, 2014)

( 1) /
(Pennebaker et al., 2014)

( )
(Vaughn, 2019)

( : ) LIWC(
)

(Czechowski et al., 2016)
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 (Dialog Act) 

Covid-19 Covid-19

BERT (Bidirectional Encoder 
Representation from Transformers) 

—
 (Dialog Act 

Embedding) 
16%

Statement-non-opinion Signal-non-
understanding Appreciation

Wh-Question Yes-No-
Question Rhetorical-Question

Abstract

In recent years, dialogue system is booming and widely 
used in customer service system, and has achieved good 
results. Viewing the conversation records between users 
and real customer service, we can see that the user's 
sentences are mixed with questions about products and 
services, and chat with customer service. According to 
the experience of professionals, it is helpful in 

improving the user experience to mix some chats in 
customer service conversations. However, users' 
questions are expected to be answered, while chatting is 
expected to interact with customer service. In order to 
produce an appropriate response, the dialogue system 
must be able to distinguish these two intentions 
effectively. Dialog act is a classification that linguists 
define according to its function. We think this 
information will help distinguishing questioning 
sentences and chatting sentences. In this paper, we 
combine a published COVID-19 QA dataset and a 
COVID-19-topic chat dataset to form our experimental 
data. Based on the BERT (Bidirectional Encoder 
Representation from Transformers) model, we build a 
question-chat classifier model. The experimental results 
show that the accuracy of the configuration with dialog 
act embedding is 16% higher than that with only original 
statement embedding. In addition, it is found that 
conversation behavior types such as "Statement-non-
opinion", "Signal-non-understanding" and 
"Appreciation" are more related to question sentences, 
while "Wh-Question", "Yes-No-Question" and 
"Rhetorical-Question" questions are more related to chat 
sentences.

Keywords : Dialog act classification, Dialog system
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 (Question Answering) 
Google Siri

 (Chit-Chat) 
Google Meena 

(Adiwardana, et al., 2020)  
(Question Answering) 

IBM Watson (Gliozzo, et al., 2013)

(Dialogue Act) (Perkoff, E Margaret, 2021)

 

1
 (Chit-Chat)

 (QA Question)
Chit-

Chat QA
Conventional-opening Statement-non-

opinion Chit-Chat Wh-Question 
QA

2

2.1 Hybrid Dialogue System

(Hosseini-Asl, et al., 
2020) (Adiwardana, et al., 2020)

(Moirangthem, Dennis Singh, et al., 2018)

(Sun, Kai, et al., 2020) 

2.2 Dialogue Act in Dialogue system

 (Dialogue Act)

” Hi. How are 
you? ” ” Greeting ”

• Good morning.Man

• Good morning. How are you?Robot

• I can only stay at home the entire day, 
and it males me terribly blue.Man

• You can talk with me. I’m always here.Robot

• By the way, how many diagnosed are 
there today?Man

• According to the government’s report, 
there are 300.Robot

Conventional-opening 

Wh-Question

Statement-non-opinion

Chit-Chat

Chit-Chat

QA
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(Kumar et al., 2018) 

 (next utterance selection)

3

3.1 BERT

BERT (Devlin, Jacob, et al., 2019)
( Bidirectional Encoder Representations 
from Transformers) QA Chit-Chat
BERT Google

Transformer (Vaswani, et al., 2017) Encoder
BERT

(MLM) (NSP)

Fine-tuning
BERT

3.2 DialogTag
DialogTag Bhavitvya Malik 38

Tensorflow
Transformer Python

Switchboard Corpus (
) (Godfrey, et al., 1992) 42

DialogTag 38

(Stolcke, Andreas, et al., 2000) 

1 Stor, Graf. “Dataset for Chatbot.” Kaggle, 14 June 
2020, www.kaggle.com/grafstor/simple-dialogs-for-
chatbot. 

Bhavitvya Malik
 (DialogTag) 

BERT

Chit-Chat QA 2

 
2. 

4

4.1 SQuAD2.0

SQuAD2.0 (Rajpurkar, Pranav, et al., 2018)
50000 2016

Rajpurkar
(SQuAD (Rajpurkar et al., 2016) )

SQuAD2.0 2018 OpenAI-GPT
BERT SQuAD2.0

4.2 Dataset for chatbot Simple questions 
and answers

Graf Stor Kaggle
Dataset for chatbot Simple questions and 
answers1

Seq2Seq (Sutskever, Ilya, 
et al., 2014)
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4.3 COVID-QA
Xing Han Lu COVID-QA2

COVID-19 (
)

1800

4.4 COVID-19
Moayad COVID-19

Audience-LiveChat3

Covid-19 YouTube
73

4.5 Switchboard Corpus
Switchboard Corpus

2400
260

5

5.1

6
QA Chit-Chat

BERT_General BERT_General_DAC
BERT_General_Concatenation
BERT_COVID BERT_COVID_DAC
BERT_COVID_Concatenation

COVID
Chit-Chat

omg Chit-Chat
BERT_General

BERT_General
Chit-Chat

DAC Concatenation

DAC e
1536

2 Xhlulu. “COVID-QA.” Kaggle, 15 Apr. 2020, 
www.kaggle.com/xhlulu/covidqa  

Chit-Chat QA
Concatenation

768

1
(1) Chit-Chat Dataset for 

chatbot Simple questions and answers
Switchboard Corpus (2) QA
SQuAD2.0 (3) COVID-19 Chit-Chat

COVID-19  Audience-LiveChat (4) 
COVID-19 QA COVID-QA

Chit-Chat QA
1 1

8 2
1900 950 Chit-Chat

COVID-19 950 QA
COVID-19

1 2 22

Train Data Valid Data

# Chit-Chat # QA Sum # Chit-Chat # QA Sum

BERT_General 10500 10500 21000 2625 2625 5250

BERT_General_
DAC

10500 10500 21000 2625 2625 5250

BERT_General_
Concatenation

10500 10500 21000 2625 2625 5250

BERT_COVID 10500
(with COVID data)

10500 21000 2625
(with COVID data)

2625 5250

BERT_COVID_
DAC

10500
(with COVID data)

10500 21000 2625
(with COVID data)

2625 5250

BERT_COVID_
Concatenation

10500
(with COVID data)

10500 21000 2625
(with COVID data)

2625 5250

1. 

Acknowledge (Backchannel), Action-directive, Appreciation, 
Collaborative, Conventional-closing, Conventional-opening, 
Declarative Yes-No-Question, Hold before Answer/Agreement, 
Negative, Non-no Answers, No Answer, Open-Question, Or-
Clause, Other, Quotation, Repeat, Rhetorical-Question, Self-talk, 
Signal-non-understanding, Statement-non-opinion, 
Statementopinion, Wh-Question, Yes-No-Question

2. 22

5.2

3 Chit-Chat QA
: ( 1 )

3 Moayad. “COVID-19: Audience-LiveChat.” 
Kaggle, 17 Apr. 2020, 
www.kaggle.com/moayadhn/covid19-roylablivechat.
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( 2 )
( 3 )

QA
Accuracy

Chit-Chat
Accuracy

Total
Accuracy

BERT_General 61.4% 45.3% 58.1%
BERT_General_

DAC 76% 61.4% 68.7%
BERT_General_
Concatenation 80.7% 78% 79.4%
BERT_COVID 52.5% 99.8% 76.2%
BERT_COVID_

DAC 66% 99.5% 82.8%
BERT_COVID_
Concatenation 85.4% 99% 92.2%

3. 

5.3

3 BERT_General BERT_COVID
Chit-Chat

Chit-Chat
45.3% 99.8% 54.5%

QA
29.4%

5.4

3 BERT_COVID BERT_COVID_DAC
QA

BERT_ COVID
QA 52.5% BERT_ 
COVID_DAC 66%

BERT _COVID_DAC 82.7%
BERT_ COVID 6.6%

5.5

3

BERT_General_concatenation
BERT_General_DAC 10.7%
BERT_COVID_Concatenation
BERT_COVID_DAC 9.5%

5.6

Visual 
Correlation Visual Correlation

Visual Correlation

Visual Correlation

5.7

3. BERT_COVID_Cocatenation
Visual Correlation

Visual Correlation

Visual Correlation

Visual Correlation

Visual Correlation

3 BERT_COVID_Cocatenation
Visual Correlation

Statement-non-opinion
Yes-No-Question Wh-Question

Statement-non-opinion
Yes-No-

Question Wh-Question

6

BERT_COVID
BERT_COVID_Concatenation

16%
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92.2%

Statement-
non-opinion Yes-No-Question Wh-
Question

Appreciation Rhetorical-Question

7

Answer

Answer
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Free-talk
64.42% 4.39%

Abstract

Voice-driven communication aids are one of 
the methods commonly used by patients with 

dysarthria. However, this type of assistive 
devices demands a large amount of voice 
data from patients to increase the 
effectiveness. In the meantime, this will sink 
patients into an overwhelming recording 
burden. Due to those difficulties, this 
research proposes a voice augmentation 
system to conquer the aforementioned 
concern. Furthermore, the system can 
improve the recognition efficiency. The 
results of this research reveal that the 
proposed speech generator system for 
dysarthria can launch corpus to be more 
similarities to the patient's speech. Moreover, 
the recognition rate, in duplicate sentences, 
has been improved and promoted to the 
higher level. The word error rate can be 
reduced from 64.42% to 4.39% in the case of 
patients with Free-talk. According to these 
results, our proposed system can provide 
more reliable and helpful technique for the 
development of communication aids.

Data Augmentation Technology for Dysarthria Assistive Systems
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( )

(2020)
4000

100

(augmentative and alternative communication, 
AAC)

AAC (Calculator et al., 1983)
(Lin et al., 2006) AAC

( 2~5 )
 ( 127 46 )(Murdoch & 

Theodoros, 2001)

(voice 
conversion, VC) (automatic 
speech recognition, ASR)

VC  
Yang et al.(2020) cycle-
consistent generative adversarial network (cycle-
GAN)

33.4% (word error rate, WER)
Wang et al.(2020) (text-to-
speech, TTS)  knowledge distillation (KD)

end-to-end VC

 35.4%  48.7%
WER

ASR
Shor et al. (2019)

(1000 ) RNN-
T 36.7

(finetune)

22.3% 38%
WER Takashima et al. (2019) 
(transfer learning)

ASR (
38.49% 25.69%)

 Vachhani et 
al. (2018)

ASR
ASR

3%

Jiao et al. (2018)  deep 
convolutional generative adversarial network

(dysarthric 
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speech generator, DSG)
DSG( 1) StarGAN-VC 
(Kameoka et al., 2018)

( )
DSG ( 288

)

StarGAN-VC CycleGAN-
VC (Kaneko & Kameoka, 2018)

(CycleGAN)

(StarGAN)

StarGAN-VC
(Generator, G) (Discriminator, D)

(Classifier, C) 1

(  )
(  )

(  )

(loss function)

(1)

(2)

(3)

(adversarial loss)

(domain classification 
loss)

(cycle consistency loss)
(construct) (reconstruct)

(identity loss) (  )

(  )

3 10 5 gated 
CNN (Dauphin et al., 2017)

sigmoid (gated linear units, GLU)

long short-term memory (LSTM)

vocoder
WORLD (Morise et al., 2016)

( )
(spectral envelope, )

(aperiodic, )
( ) StarGAN-VC

StarGAN-VC
( ) ( )

3.1
TMHINT (Huang et al., 2005)

( 320 10 )
16k 16bit

wav
(  ) (  )

TMHINT (
1) Microsoft Speech API  

1. StarGAN-VC
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(Wikipedia contributors) TTS
1

1  

 ( )
 ( )
 ( )

 ( )
 ( )
 ( )

TTS ( )

320 2
320 2
320 1
320 2
320 2
320 1
320 1

288
288
288

 

 
 

TTS

288
288
288
288

=320
=640
=320
=News:2880

(Duplicate test)
 288

(Outside test)
 32

3.2

ASR

Mel-cepstral 
distortion (MCD) 2 (Kominek et al., 2008)
CycleGAN-VC StarGAN-VC

DSG
2

2 DSG
TMHINT 288 (

1)

ASR

1 TTS ( 2880 ) TTS
 

2.

Kaldi ASR (Povey et al., 2011)
ASR

speaker dependent-ASR (SD-ASR) SD-
ASR (
2 )

time delay neural network 
(TDNN) (Peddinti et al., 2015)

MFCC
(phonetic posteriorgrams, PPGs) (Hazen et al., 
2009) N-gram

N-gram
(N=3)

SD-ASR
 DSG

(  DSG
) ASR

ASR

( TMHINT 

2 MCD  
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288 )
TTS

2
CycleGAN StarGAN

StarGAN MCD
CycleGAN

StarGAN

CycleGAN StarGAN
6

StarGAN DSG

2 CycleGAN StarGAN MCD 
MCD results of  synthesized data 

(320)  (640) (320) Average

StarGAN 0.814±0.06 0.891±0.07 0.913±0.07 0.872

CycleGAN 0.779±0.05 1.064±0.16 1.03±0.13 0.958

MCD results of  synthesized data

 (320)  (640) (320) Average

StarGAN 1.311±0.16 1.324±0.15 1.240±0.14 1.292

CycleGAN 1.516±0.50 1.348±0.19 1.168±0.17 1.344

MCD results of  synthesized data

 (320)  (640) (320) Average

StarGAN 1.064±0.21 1.008±0.24 1.178±0.23 1.083

CycleGAN 1.039±0.19 0.974±0.18 1.069±0.15 1.027

3 4

SD-ASR
DSG

(character error rate, CER)

(duplicate test) (half 
outside test) Duplicate test
(TMHINT 288 ) ASR

Half outside test
TMHINT 32 StarGAN

ASR
half outside test

(original) 2
CER 60% 13%

4 9
14

Half outside test 3.76%
5.02% CER

 

3.

 

4

DSG
(

) half outside test
5 6

4 ( ) ASR
DSG

CER 5~10
TTS (5 10 )

TTS
CER
TTS ASR
TTS

ASR

Original Original + 2Ŷ Original + 4Ŷ Original + 4Ŷ+
5Ŵ

Original + 4Ŷ+
10Ŵ

H_Outside test 61.13% 12.85% 7.52% 5.02% 3.76%
Duplicate test 84.09% 79.80% 75.09% 59.18% 6.91%

0%

20%

40%

60%

80%

C
ER

(%
)

Original Original + 2Ŷ Original + 4Ŷ Original + 4Ŷ+
5Ŵ

Original + 4Ŷ+
10Ŵ

H_Outside test 67.71% 13.79% 8.46% 8.15% 5.02%
Duplicate test 4.85% 1.88% 1.81% 1.50% 1.08%

0%

20%

40%

60%

80%

100%

C
ER

(%
)
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DSG

DSG
SD-ASR CER

SD-ASR
DSG

Free-talk
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摘摘要 

由 於 深 度 學 習 的 發 展 ， 在 以

Transformer 為架構的雙向編碼器 BERT
的帶領下，自然語言處理的相關任務

獲得長足的進步。資訊檢索任務是從

大量的文件中，尋找出與使用者查詢

最相關的結果。雖然基於 BERT 的檢索

模型已在許多研究中展現優異的任務

成效，但這些模型通常有著計算量龐

大或需要大量額外儲存空間的問題。

有鑑於此，本研究提出一套基於 BERT
與孿生架構的檢索模型，不僅擁有以

預訓練語言模型為主體的優點，更具

備了自動查詢擴增技術，與使用強化

學習於模型訓練。因此，我們所提出

的檢索模型不僅改善了現有方法的問

題，也在三個公開的大型資料集中，

驗證了它的檢索成效。 

Abstract 

Due to the development of deep learning, 
the natural language processing tasks have 
made great progresses by leveraging the 
bidirectional encoder representations from 
Transformers (BERT). The goal of 
information retrieval is to search the most 
relevant results for the user's query from a 
large set of documents. Although BERT-
based retrieval models have shown 
excellent results in many studies, these 
models usually suffer from the need for 
large amounts of computations and/or 
additional storage spaces. In view of the 
flaws, a BERT-based Siamese-structured 
retrieval model (BESS) is proposed in this 
paper. BESS not only inherits the merits of 
pre-trained language models, but also can 

generate extra information to compensate 
the original query automatically. Besides, 
the reinforcement learning strategy is 
introduced to make the model more robust. 
Accordingly, we evaluate BESS on three 
public-available corpora, and the 
experimental results demonstrate the 
efficiency of the proposed retrieval model. 

關鍵字：BERT、資訊檢索、孿生架構、查詢擴

增、強化學習 
Keywords: BERT, Information Retrieval, Siamese-

structured, Query Expansion, Reinforcement Learning 

1 緒論 

資訊檢索(Information Retrieval)是自然語言處理

中一個重要的研究題目，目標是從大量的文

件、段落或句子中，尋找出與使用者輸入之

查詢(Query)最相關的答案。根據檢索內容的

不同，資訊檢索任務又可分為文件檢索 
(Document Retrieval) (Yilmaz et al., 2019; 
Hofstätter et al., 2020; Mitra et al., 2020; Chen et 
al., 2020; Saar et al., 2020)與段落檢索(Passage 
Retrieval) (Cohen et al., 2018; Karpukhin et al., 
2020; Khattab and Zaharia., 2020; Joel  et al., 
2020 ;Qu et al., 2021)。在過去的研究中，詞頻

(Term Frequency) (Luhn, 1957)與 反 文 件 頻

(Inverse Document Frequency) (Jones, 1972)是最

常被使用的特徵表示法。詞頻是計算一個詞

在文件中出現的次數，次數越高，通常代表

這個詞在文件中是比較重要的；反文件頻則

是一個詞出現在整個資料集中的文件比例之

倒數，代表著這個詞的獨特性與鑑別性。藉

由計算每一個詞的詞頻與反文件頻，文件與

查詢可被分別表示為一組離散的特徵，藉由

不同的檢索演算法，就可以計算每一篇文件

一個基於 BERT 與與孿生架構的檢索模型 
A BERT-based Siamese-structured Retrieval Model 
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與查詢的相關性分數，做為文件排序的依據

並輸出。常見的檢索模型包含空間向量模型

(Vector space model) (Salton et al., 1975)與 Okapi 
Best Match 25 (BM25) (Robertson et al., 1995)
等。雖然這類方法簡單、快速，並且可以獲

得相當的檢索成效，但僅透過關鍵詞匹配來

計算相關性分數，不僅無法考慮查詢與文件

的語意資訊，亦無法解決同義詞與一詞多義

的問題。為此，後續有許多檢索模型紛紛提

出 ， 包 含 潛 藏 語 意 分 析(Latent Semantic 
Analysis, LSA) (Deerwester et al., 1990)與主題模

型(Topic Model) (Hofmann, 1999; Papadimitriou 
et al., 2000; Blei et al., 2003)等。 

  受惠於深度學習的蓬勃發展，自然語言

處理的相關任務也在近期有了突破性的進

展。以 Transformer (Vaswani et al., 2017)為主要

架構的雙向編碼器 BERT (Bidirectional Encoder 
Representations from Transformers) (Devlin et al., 
2019)及各種變形模型，例如 XLNet (Yang et 
al., 2019)、RoBERTa (Liu et al., 2019) 與 Electra 
(Clark et al., 2020)等，皆是以非監督式的方式

訓練一個語言模型，在預訓練(Pre-trained)的
語言模型完成後，針對各式下游任務，這類

模型僅需以少量的標記資料進行微調(Fine-
tune)，就可以在該任務中獲得相當優良的任

務成效。當使用 BERT 於資訊檢索時，最常見

的作法是將查詢與文件串接後，藉由 BERT 抽

取一個低維度的向量做為特徵，藉由簡單的

前饋神經網路與軟性最大(Softmax)激活函

數，計算出此一文件與查詢的相關程度。亦

有方法是以孿生(Siamese)架構基礎，利用兩

個 BERT 模型分別為查詢與文件進行特徵向量

的抽取後，再利用餘弦相似度或藉由各種神

經網路模型進行相關性分數的計算。著名的

模型包含有 DPR (Karpukhin et al,. 2020)、
SentenceBERT (Reimers and Gurevych., 2019)、
TwinBERT (Lu et al., 2020)與 ColBERT (Khattab 
and Zaharia., 2020)等。 

  相較於傳統的資訊檢索模型，以 BERT 為

基礎的模型可以獲得相當優良的任務成效，

但這些模型通常有著計算量龐大或需要大量

額外儲存空間的問題，雖然已經有些方法針

對這些缺點加以改善，但其成果仍有待提

升。有鑑於此，本研究提出一套基於 BERT 與

孿生架構的檢索模型(BERT-based Siamese-
structured Retrieval Model, BESS)，不僅繼承著

以預訓練語言模型為主體的優點，更著眼於

改善現有模型時間與空間複雜度過高的問

題。此外，考量使用者查詢通常較短，而容

易產生資訊不足的問題，我們的模型設計了

一套自動的查詢擴增(Query Expansion)技術；

並且，在模型訓練的過程中，我們提出了一

套權重計算方式，為每一個訓練查詢，根據

當前的檢索結果，計算一個權重，做為更新

檢索模型參數時的比重。綜合這些改進，我

們在三個公開的大型資料集中，驗證了此一

檢索模型的成效。實驗結果顯示，相較於各

式基礎系統，這套新穎的檢索模型 BESS 不僅

獲得相當良好的檢索成效，在測試階段亦擁

有可接受的時間與空間複雜度。 

 

圖 1: BERT 模型架構圖。 
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2 相相關研究 

2.1 BERT & Cross-Encoder 

基 於 Transformer 的 雙 向 編 碼 器 BERT 
(Bidirectional Encoder Representations from 
Transformers)，是一個以大量文本配合非監督

式學習所訓練出來的語言模型，它已被廣泛

使用在自然語言處理的各項任務中，並且皆

能取得良好的任務成效。BERT 語言模型的訓

練目標為克漏字任務(Masked Language Model) 
與語句關聯性預測(Next Sentence Prediction)。
在克漏字的訓練中，會隨機屏蔽訓練語句中

15%的 字 符(Token)， 並 用 一 個 特 殊 字 符[MASK]作為代替，希望模型可以根據上下文

資訊，預測此一被替換掉的字符。語句關聯

性預測則是將兩段語句串接後輸入 BERT，期

望模型可以準確判斷這兩個語句是否為上下

文的關係。為了考量字符的順序資訊，BERT
模型引入了位置向量(Position Embeddings)與
段落向量(Segment Embeddings)。位置向量是

用來表示每一個字符在語句中的絕對位置，

而段落向量則用於表示字符是屬於第一個輸

入語句或是第二個語句。最終，每一個輸入

BERT 的字符會表示成一個加總字符相量、位

置向量與段落向量的向量表示法；此外，[CLS]與[SEP]為兩個特殊的字符，通常分別插

入在每個輸入語句的最前面與兩個句子之

間，圖 1為 BERT 模型的示意圖。 

  當 BERT 被使用於資訊檢索任務時，最起

初的作法是將查詢與文件當成兩個句子，串

接在一起後輸入 BERT 模型，再利用最終的[CLS]向量作為融合查詢與文件的向量表示

法，藉由微調一個簡單的分類器，輸出相關

性分數，作為文件排序的依據，這類方法我

們統稱為為 Cross-Encoder 模型(Rodrigo and 
Cho, 2019 ; Qu et al., 2021)，其架構如圖 2(a)所
示。雖然 Cross-Encoder 能透過 BERT 很好地

得到混合查詢與文件的向量表示法，進而計

算相關性分數，但對於每一個使用者輸入的

查詢，Cross-Encoder 必須將查詢與資料集內

的所有文件一一串接，分別輸入 BERT 獲得混

合兩者資訊的向量後，再計算分數。由於資

料集中的文件數量通常非常多，因此 Cross-
Encoder是非常耗費時間的。 

2.2 Siamese-structured Retrieval Models 

因為查詢與文件的長度、內容複雜性與表達

方式等性質有著不小的差異，有研究指出，

查詢與文件的向量表示法應以不同的模型進

行求取，因此以孿生架構為模型基礎的檢索

模型應運而生。這類模型採用兩個獨立的

BERT 作為特徵抽取器，分別輸入查詢與文件

的字符序列，而最後一層的[ ]向量（或是

對最後一層的字符向量進行加權平均），即被

用來做為查詢與文件的向量表示法，透過簡

單的餘弦相似度(Cosine Similarity)計算，或藉

由簡單的神經網路架構，就可以獲得文件對

於查詢的相關性分數。TwinBERT (Lu et al., 
2020)與DPR (Karpukhin et al,. 2020)是這類模型

經典的代表，他們的模型架構如圖 2(b)所示。

以孿生架構為模型基礎的好處是系統在實際

應用時，所需面對的候選文件數量通常非常

巨大，可能從數十萬篇至數千萬篇，但它們

的內容通常是不會再改變的。由於這些特

性，我們可以事先計算每一篇文件的向量表

示法，並且將這些表示法儲存起來，當使用

     

                                         (a)                                                                                 (b)   

圖 2: (a) Cross-Encoder 模型架構圖。(b) TwinBERT 與 DPR 模型架構圖。 
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者輸入一個查詢後，我們僅需求取查詢的特

徵向量表示法後，就可以跟已經算好並存儲

起來的文件表示法進行相關性分數的計算，

做為文件排序的依據。這樣的設計，在實際

應用上，由於只需求取使用者輸入的查詢之

特徵向量，並不需重複計算大量候選文件的

向量表示法，因此可以大幅地減少所需的運

算時間。 

ColBERT (Khattab  and Zaharia., 2020)同樣

是以孿生架構為基礎的檢索模型，為了減少

模型參數量，它的兩個 BERT 特徵抽取器的參

數是共享的，為了區別查詢與文件的不同，

在輸入時，將一個特別的字符[ ]加入在查詢

的字符序列最前面，將特別字符[ ]插入在每

個文件字符序列的最前面。因此，雖然查詢

與文件的特徵抽取器是參數共享的，但它依

然可以區別輸入的是查詢或文件，而產生對

應的向量表示法。此外，針對查詢通常遭遇

資訊不足的問題，ColBERT 提出在查詢後面

加入數個[MASK]字符，經過 BERT 後，這些[MASK]字符所對應的向量表示法，可以被視

為是模型自動加入的查詢擴增資訊。最後，

將查詢內的每一個字符向量與文件中每一個

字符向量計算內積，再加總每一個查詢字符

所得的最大分數，就可做為是查詢與文件的

相關性分數，ColBERT 的模型架構如圖 3(a)所
示。值得一提的是，雖然 ColBERT 可以預先

將文件的向量表示法儲存起來，使得測試階

段的速度可以較 Cross-Encoder 快，但相較於

TwinBERT 或 DPR，每篇文件僅儲存一個特徵

向量，ColBERT 是將文件中所有字符的最後

一層特徵向量皆儲存起來，因此 ColBERT 需

要花費大量的記憶體空間。在計算相關性分

數方面，由於 ColBERT 是將查詢中每一個字

符向量與每一篇文件中的每個字符向量做內

積計算，最後為每一個查詢中的字符留下一

個最高的內積分數，加總後即為該篇文件對

於查詢的相關性分數；然而，不論是

TwinBERT 或 DPR，文件的最後排序分數只要

計算一個查詢特徵與一個文件特徵的內積，

即是相關分數，因此 ColBERT 的計算複雜度

也是 TwinBERT 或 DPR的數千至數萬倍。 

3 研研究方法 

3.1 模型架構 

有鑑於基於 BERT 的模型已在資訊檢索任務中

取得不錯的任務成效，此外，以孿生架構為

基礎的模型可比 Cross-Encoder 有較佳的執行

速度，因此，在本研究中，我們提出一套基

於 BERT 與孿生架構之檢索模型(BERT-based 
Siamese-structured Retrieval Model, BESS)，模

型架構如圖 3(b)所示。更明確地，當給定一個

包 含 筆 資 料 的 訓 練 集 =, , , , … , , ，每一筆資料包含

一 個 長 度 為 | | 個 字 符 的 查 詢 =[ , , … , | |] ，一篇與 相關的文件

，其長度是| |個字符，以及 篇非相關

文件 , , … , , 。在基於 BERT 模型與孿

生架構下，我們的模型擁有兩個參數不共享

的 BERT 特徵抽取器，在查詢與文件的字符序

列前後分別加上[CLS]與[SEP]後，即分別送入

      

(a)                                                                        (b) 

圖 3: (a) ColBERT 模型架構圖。(b) BESS 模型架構圖。 
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特徵抽取器，並且以最後一層的[CLS]向量做

為 查 詢 或 文 件 的 特 徵 向 量 表 示 法, , , , … , , 。接著，模型的訓練

目標函式為最大化負對數似然值(Negative 
Log-likelihood)： 

= log ,, , ,  (1) 

其中相似度函數 , 定義為： , = ,   (2) 

期望藉由錯誤傳遞，更新 BESS 模型的兩個特

徵抽取器，使得查詢與相關文件可以擁有較

相近的特徵向量，而非相關文件的特徵向量

可以與查詢越不像越好。 

3.2 查查詢擴增 

為了彌補使用者輸入的查詢通常較短，容易

有資訊不足的問題，ColBERT 在查詢的字符

序列後面加入多個[MASK]字符，讓檢索模型

自動地為每一個查詢添加額外的資訊。在使

用者給定的查詢中，名詞與形容詞往往是最

為重要的資訊，並且借鑑於利用知識圖譜之

BERT 模型(Knowledge BERT, K-BERT) (Liu et 
al., 2020)的成功，我們延伸 K-BERT 模型的做

法，期望能為查詢裡的名詞與形容詞添加一

個自動產生的額外資訊。為了實現這個想

法，我們替查詢裡的名詞與形容後面分別加

入一個[MASK]字符，希望藉由訓練，BESS 可

以自動地根據上下文資訊，補足名詞與形容

詞資訊之不足，或是提供可能的額外資訊，

使得檢索的成效可以更加提升。 

3.3 強化學習 

由於強化學習已在近年展現優異的成果

(Arulkumaran et al., 2017; Yang et al., 2018; 
Satoshi  and Toshihiko, 2020; Shao et al., 2021)，
因此我們採用強化學習的方式訓練 BESS。為

此，我們設計了一套訓練查詢權重函式，用

來調整每一個訓練查詢對模型參數更新時的

貢獻度，也就是扮演著強化學習中回饋

(Reward)的角色，用來動態調整模型的學習

率。至於如何判斷哪些訓練查詢對模型來說

比較重要呢？我們首先採用一個簡易的檢索

模型為訓練集中的每個查詢進行初次檢索，

並計算檢索結果，例如準確率(Precision)或排

序倒數平均值(Mean Reciprocal Rank, MRR) 

(Hinrich et al., 2008)。有了每個訓練查詢的檢

索結果後，我們提出四種不同的權重函式，

包含高斯函式、三角函式、餘弦函式以及圓

形函式(Lv and Zhai,. 2009)，用來計算每一個

訓練查詢的權重： 

 高斯函式(Gaussian Kernel) ( ( ) )                                             (3) 

 三角函式(Triangle Kernel) 1 | ( )  | ,  | ( )  |0.1,  (4) 

 餘弦函式(Cosine Kernel) 1 + | ( ) | ,  | ( ) |0.1,      

 (5) 

 圓形函式(Circle Kernel) 

1 | ( )  | ,  | ( ) |0.1,   (6) 

其中 ( )代表訓練查詢 的檢索結果，

與 為權重函式的超參數，分別用來控制中心

點與平滑程度，圖4為以 =0.5與 =0.282為
範例的權重函式示意圖。與傳統的強化學習

相較，傳統的回饋設計，通常是表現越差的

訓練資料會給定較大的回饋，表現越好的資

料會有較小的回饋；然而，我們認為，在使

用簡易模型的檢索中，獲得良好成效的訓練

查詢，不需要再對模型的訓練有較大的影

響，因為這些查詢本身所蘊含的資訊與相關

訊息，已被模型良好的描述與儲存，因此已

可以擁有很好的檢索成果；另一方面，在簡

 

圖 4: 四種權重函式示意圖，以 = 0.5， =0.282為範例。 
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易模型的檢索裡，獲得較差成效的訓練查詢

也不需要對模型的更新有較大的影響性，因

為這些訓練查詢可能含有錯誤的標記或屬於

離群資料(Outlier)，給定較高的回饋，反而會

影響模型整體的準確性。綜觀這些原因，我

們希望表現尚可的訓練查詢才應對模型的更

新有較大的影響，因此提出四種權重函式，

並且，在本研究中，我們將 設定為所有訓練

查詢的準確率平均值。最終，模型的訓練目

標函式則為： 

= log ( ) ,, , ,       (7) 

其中 ( )表示訓練查詢 的回饋，可

以由任一種權重函式計算獲得。 

4 實實驗與討論 

4.1 資料集 

本研究所使用的資料集包含MovieQA (Tapaswi 
et al,. 2016)、MovieQA Chinese (Tapaswi et al,. 
2016)與 MS MARCO (Nguyen et al,. 2016)。MS 
MARCO 是一個由微軟在 2016 年推出用於閱

讀理解任務的資料集，在 2018 年調整為段落

檢索的資料集，包含了 880 萬個網頁中的段

落，這些段落是 Bing 從 100 萬個實際的使用

者查詢所收集而來，每個查詢皆對應到一個

相關段落，但並沒有標註明確的非相關段

落。在評量結果上，我們使用 MRR@10 與

MRR@100 來評估模型。所有實驗採用的訓練

資料集是MS MARCO small版，並且基於官方

所提供的初次檢索結果，對每一個查詢所對

應的 1,000 個段落進行重新排序(Reranking)。
因為該資料集的測試集沒有提供正確答案，

因此在實驗中，我們隨機地切分訓練集的百

分之十當做訓練時的驗證集，原始的驗證集

則做為測試集使用。 

  MovieQA 是由多倫多大學所提供關於影

片與文件的故事理解資料集，包含了 400 多部

電影的相關文件，資料集中的每個問題都對

應到一篇相關文件內的多個答案。我們將所

有資料集中的文件切分成數個段落，每個段

落大約包含 100 個單詞，因此每個查詢所對應

的相關段落可能會有一至多個。為了驗證本

研究所提出的方法是否可以應用在多種語言

中，我們使用機器翻譯，將英文的 MovieQA
翻譯成中文，做為一套中文的資訊檢索資料

集，資料前處理則與英文 MovieQA 資料集相

同。與 MS MARCO 相較，在 MovieQA 與

MovieQA Chinese 資料集中，檢索模型是對所

有文件進行排序，不是採用重計分的方式，

僅對前幾篇文件進行重新排序。然而，因為

Cross-Encoder 所需的計算時間較長，因此我

們先採用 BM25 進行初次檢索，再對前 1,000
則段落重新進行排序。在 MovieQA 與

MovieQA Chinese 資 料 集 上 ， 我 們 是 以

MAP@10/50/100 進行模型的效能評估。資料

集詳細的統計資訊如表 1所示。 

4.2 實驗設置 

在英文的實驗中，我們使用 huggingface (Wolf 
et al., 2020)開源的 bert-base-uncased 模型，中

文的實驗則使用 bert-base-chinese 模型。在我

們所提出的檢索模型 BESS 中，查詢的字符序

列長度設定為 32，文件字符序列長度設定為

384，若超過設定長度，則直接捨棄；模型訓

練時的批次大小設定為 12；四種權重函式的

超參數 設定為 0.282， 則根據資料集的不

同，為 MovieQA、MovieQA Chinese 與 MS 
MARCO 分別設定為 0.725、0.64 與 0.364。我

們的程式主要使用 pytorch 工具包，並利用

Faiss 工具包(Johnson et al., 2017)建立索引

(Indexing)，與進行相關性分數的計算。 

 
Num. of Queries Avg. 

Tokens/Query 
Avg. Rel. 

Passages/Query 
Num. of 
Passages 

Avg. 
Tokens/Passage Train Dev Test 

MovieQA 38,417 4,333 4,327 8.80 1.55 86,360 99.39 
MovieQA 
Chinese 

38,417 4,333 4,327 12.85 1.37 107,340 167.88 

MS 
MARCO 808,731 101,093 101,092 7.46 1.05 8,841,823 74.46 

表 1: MovieQA、MovieQA Chinese 與 MS MARCO 資料集統計資訊。 
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4.3 實實驗結果與討論 

在第一組實驗中，我們首先探討基準系統在

三個資料集的檢索成效，包含經典的 Okapi 
Best Match 25 (BM25) (Robertson et al., 1995)、
基於 BERT 的 Cross-Encoder (Qu et al., 2021)還
有屬於孿生網路架構的 DPR (Karpukhin et al,. 
2020)與ColBERT (Khattab  and Zaharia., 2020)，
實驗結果如表 2 所示。我們可以發現，以

BERT 為 基 礎 的 Cross-Encoder、DPR 與

ColBERT 在三個資料集中皆大幅度的超越傳

統 BM25的成效，不僅說明預訓練語言模型所

帶來的好處，也驗證了當前基於神經網路的

檢索系統在大型資料集中的進步。接著，我

們 仔 細 比 較 Cross-Encoder、DPR 與

ColBERT，基於孿生網路架構的 DPR 與

ColBERT，雖然需要花費額外的記憶體空間儲

存文件的表示法，但他們不僅可以在測試階

段擁有較快的運算速度，在檢索的成效上也

可以獲得比 Cross-Encoder 要好的成績。最

後，比較基於孿生網路架構的 DPR 與

ColBERT，因為 DPR 僅為每一篇文件儲存一

個向量表示法，而 ColBERT 是將文件內所有

的字符向量表示法皆儲存起來，由於實驗

中，我們將文件的字符序列長度設定為 384，
因此 ColBERT 所需的額外儲存空間大約是

DPR的 384倍；此外，ColBERT在相關分數的

計算上，是將每一個查詢的字符向量與每一

個文件的字符向量進行內積計算，再整合出

一個最終的分數，而 DPR 只需進行一次的內

積 計 算 ， 就可以獲得相關分數，因此

ColBERT 的計算複雜度幾乎是 DPR 的 12,288 
(32× 384)倍。雖然 ColBERT 的時間與空間複

雜度皆比 DPR 高出許多，但實驗結果展現了

ColBERT 優異的檢索成效！ 

在第二組實驗中，我們測試本研究所提

出之基於 BERT 與孿生架構的檢索模型 BESS
在三個資料集的檢索成效，實驗結果如表 3所

示 。 首 先 ，BESSGaussian、BESSTriangle、

BESSCosine 與 BESSCircle 分別表示使用四種不同

權重函式的 BESS 模型，在 MovieQA 資料集

中，使用高斯函式可以獲得最好的檢索成

效，相較於餘弦函式，高斯函式甚至可以高

出 4%的 MAP；在 MovieQA Chinese 資料集

中，雖然圓形函式可以獲得最佳的檢索成

效，但四種函式的效能差異不大；綜合比較

MovieQA與 MovieQA Chinese兩個資料集，使

用餘弦函式的檢索成效皆是最差的，可能是

因為餘弦函式給定的權重差異太大，即訓練

查詢所獲得權重不是很大就是很小（參考圖

4），造成訓練時過分依賴部份資料而導致成

效不彰的問題。接著，我們比較 BESS 與同為

使用孿生架構的檢索模型 DPR 和 ColBERT。
觀察表 2 與表 3，除了餘弦函式外，BESS 在

三個資料集裡的檢索成效皆能大幅度的領先

DPR 模型，這個結果驗證了本研究所提出之

自動查詢擴增與強化學習的有效性。與

ColBERT 相較，雖然 BESS 僅能獲得小幅度的

成效提升，但值得一提的是，BESS 僅為每一

篇文件儲存一個向量表示法，而 ColBERT 必

須將文件內所有的字符向量表示法皆儲存起

來，因為在實驗中，我們將文件的長度設定

為 384，所以在額外儲存空間的花費上，

ColBERT 的空間複雜度大約是 BESS 的 384
倍；在計算複雜度方面，因為 BESS 僅需為一

組查詢與文件計算一次餘弦相似度，然而

ColBERT 是將查詢中的所有字符與文件中的

所有字符兩兩計算餘弦相似度，再為每個查

詢中的字符取最大值並相加，而實驗中，查

詢的長度設定為 32，文件的字符序列長度設

定為 384，因此ColBERT所需耗費的計算時間

至少是 BESS的 12,288倍。綜觀上述，本研究

所提出的 BESS 檢索模型，不僅在時間與空間

複雜度上大幅度的優於 ColBERT 模型，在檢

索任務的成效上，也可以取得與 ColBERT 相

當或更佳的結果，基於孿生架構的設計，在

 MovieQA 
MAP@10/50/100 

MovieQA Chinese 
MAP@10/50/100 

MS MARCO 
MRR@10/100 

BM25 38.4 / 39.1 / 39.2 33.3 / 34.1 / 34.2 16.7 / - (official) 
Cross-Encoder 42.1 / 42.9 / 42.9 38.4 / 39.3 / 39.4 32.2 / 33.4 
DPR 66.6 / 67.0 / 67.2 61.2 / 61.4 / 61.5 32.5 / 33.0 
ColBERT 70.4 / 70.9 / 71.0 63.5 / 63.9 / 64.0 33.4 / 34.3 

表 2:  基礎檢索模型於 MovieQA、MovieQA Chinese 與 MS MARCO 資料集之實驗結果。 
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測試階段，BESS 也不需耗費大量的運算時

間，藉由三個資料集，我們驗證了 BESS 的效

率與能力！ 

  在最後一組實驗裡，我們進行 BESS 模型

的消融研究。當我們將強化學習取消，實驗

結果如表 3 中 BESS-RL 所示，可以發現除了

餘弦函式外，沒有使用強化學習的結果確實

會讓大部分檢索的效能下降，這展現了權重

函式為 BESS 的模型訓練帶來了一定的好處。

此外，與 DPR 模型相較，這個實驗結果也說

明了我們所提出的自動查詢擴增，在不同的

資料集上，可以帶給檢索模型 1~3%的進步；

接著，我們將自動查詢擴增取消，實驗結果

如表 3 中的 BESSGaussian-QE、BESSTriangle-QE、
BESSCosine-QE 與 BESSCircle-QE 所示，與 BESS
相較，缺少自動查詢擴增，不論在哪一種權

重函式的使用下，皆會造成一定程度的效能

損失。值得一提的是，雖然 ColBERT與 BESS
皆有查詢擴增的設計，但由於在計算相關性

分數時，ColBERT 是將查詢中所有字符的特

徵向量皆與文件的每一個字符向量計算分

數，因此 ColBERT 模型所擴增的查詢是直接

的影響最後的排序分數，而 BESS 是只以特殊

字符[CLS]向量做為查詢的特徵向量表示法，

因此 BESS 模型的查詢擴增是以間接的方式改

善最後的排序結果。從實驗中，我們可以

說，自動查詢擴增，不論是以直接或間接的

方式影響最後的排序結果，對於檢索任務的

成效皆是有正向的幫助，但我們所提出的間

接式方法，不僅可以提升檢索任務的成效，

也不需要額外的計算負擔！ 

5 結結論  

在本研究中，我們提出了一套基於 BERT 與孿

生架構的檢索模型 BESS，它不僅擁有良好的

檢索效能，在測試階段，也不會有過高的計

算負擔。此外，自動查詢擴增與強化學習的

加入，更加提升了檢索模型的成效。我們在

MovieQA、MovieQA Chinese 與 MS MARCO
三個資料集中，驗證 BESS 模型的檢索能力，

實驗結果顯示，BESS 不僅可以達到最好的檢

索成果，也能有較低的計算複雜度。在未來

的研究裡，我們將首先改進查詢擴增方法，

使其更有效率；我們也將繼續驗證 BESS 模型

於其他常見且公認的各式語言資料集中；除

了資訊檢索外，我們希望能將 BESS 與開放式

問答(Open Domain Question Answering)系統相

結合，進一步地驗證，BESS 檢索模型是否能

夠提升問答系統之成效。 

  

 MovieQA 
MAP@10/50/100 

MovieQA Chinese 
MAP@10/50/100 

MS MARCO 
MRR@10/100  

BESSGaussian 70.9 / 71.2 / 71.2 63.4 / 63.6 / 63.6 33.6 / 34.3 
BESSTriangle 69.0 / 69.3 / 69.4 63.6 / 63.8 / 63.9 n/a 
BESSCosine 66.1 / 66.7 / 66.7 62.5 / 62.7 / 62.7 n/a 
BESSCircle 70.0 / 70.2 / 70.2 63.7 / 63.9 / 63.9 n/a 
BESSဨRL 69.8 / 70.0 / 70.3 63.0 / 63.2 / 63.2 33.1 / 33.7 
BESSGaussianဨQE 70.1 / 70.3 / 70.4 62.8 / 63.0 / 63.0 32.7 / 33.3 
BESSTriangleဨQE 68.8 / 69.1 / 69.2 63.1 / 63.3 / 63.3 32.4 / 33.1 
BESSCosineဨQE 65.7 / 66.0 / 66.1 62.2 / 62.4 / 62.4 32.3 / 32.6 
BESSCircleဨQE 67.9 / 68.3 / 68.3 63.3 / 63.5 / 63.5 32.3 / 32.5 

表 3:  本研究所提出之檢索模型 BESS 於 MovieQA、MovieQA Chinese 與 MS MARCO 資料集之實驗

結果。 
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Abstract 

Conventional opinion polls were usually 
conducted via questionnaires or phone 
interviews, which are time-consuming and 
error-prone. With the advances in social 
networking platforms, it’s easier for us to 
automatically collect and aggregate the 
overall topical stance for a specific topic. In 
this paper, we propose to predict topical 
stances by aggregating user-centric and 
post-centric sentiments from social media. 
Firstly, related posts of a given topic are 
collected from social media and clustered 
by word embeddings, where major 
keywords are extracted as the expanded 
concepts. Then, machine learning methods 
are used to train sentiment lexicon with 
word embeddings. Finally, the sentiment 
scores from user-centric and post-centric 
views are aggregated as the total stance on 
the topic. In the experiments on data from 
online forums, the proposed approach can 
obtain the best performance with a mean 
absolute error (MAE) of 0.52% for stance 
prediction of 2016 Taiwan Presidential 
Election. This shows the effectiveness of 
our proposed approach in topical stance 
aggregation and prediction. Further 
investigation is needed to evaluate the 
performance of the proposed method in 
larger scales. 

Keywords: Topical stance detection, Sentiment 
analysis, Word embeddings, Document clustering 

1 Introduction 

People usually express their opinions in social 
occasions with friends and to the public. To know 
what the general public think about a specific topic, 
it usually takes much human efforts in designing 
questionnaires, collecting feedbacks and analyzing 

them. It’s time-consuming and error prone. 
Depending on the participation of people, there 
could be not too many effective responses. With 
the advances of social networking platforms, it’s 
very easy to post articles and reply with comments. 
For example, Twitter, Facebook, and Instagram are 
among the most popular social networking sites 
with different functions. This facilitates users to 
make online discussions in an immediate way. 
Given huge amount of social opinions, it would be 
useful if we can automatically collect and 
aggregate the general stances from them. 

There are some challenges to the problem. 
Firstly, given the very diverse contents in social 
media, it would be difficult to obtain the most 
relevant contents from huge amount of data. 
Secondly, people might express their opinions in 
different ways. It would be difficult to extract what 
they really think about specific topics from very 
short texts in social media. 

Content in a short text is usually limited in scope. 
Without explaining the ideas and referencing 
related documents, we might only obtain 
fragmented terms or named entities just from the 
sole content of a single post. It might even contain 
emotional feelings or noises that cannot help us 
clarify the main idea. 

On the other hand, users have different types of 
activities in addition to posting. For example, most 
social networking platforms provide mechanisms 
for making friends, following people or topics that 
you are interested in, and expressing agreement or 
disagreement, replying, or commenting on others’ 
posts. These social relations, both explicit and 
implicit, provide useful clues for understanding 
what people really think, in addition to what they 
explicitly mention in post contents. This makes it 
possible to analyze user opinions by extracting 
social relations and discovering the major concepts. 

Aggregating User-Centric and Post-Centric Sentiments from Social Media  
for Topical Stance Prediction  
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In this paper, we propose to aggregate user-
centric and post-centric stances for topical stance 
prediction. Firstly, given the simple topical 
keyword, we expand the concepts by clustering 
topic-related posts and comments by their word 
embeddings, and extract major keywords from 
each group using word segmentation and named 
entity recognition methods. Then, given word 
embeddings, sentiment classification is done by 
machine learning methods including Naïve Bayes 
(NB) and Extreme Learning Machines (ELMs) 
(Huang, 2015). Finally, we aggregate topical 
stances using both post-centric and user-centric 
sentiments. In post-centric views, the more 
positive feedbacks a post gets, the more positive it 
is regarding the topic. In user-centric views, the 
more positive comments a user gives, the more 
positive the user is regarding the topic. By 
aggregating both post-centric and user-centric 
sentiments, we are able to analyze the influences of 
user posts from broader aspects. 

In the experiments, we collected data from the 
most popular online discussion forum in Taiwan 
called PTT. For sentiment analysis on short texts, 
we found inconsistent sentiment between user 
ratings and post contents. After adjustment, ELMs 
are more stable in sentiment classification 
performance than Naïve Bayes classifiers. By 
aggregating stances on three groups of candidates 
in the 2016 Taiwan Presidential Election to predict 
the election result, the best performance can be 
obtained for ELMs with the MAE of 0.52%. This 
shows the potential of our proposed approach in 
stance prediction. Further investigation is needed 
for different types of social media in larger scales. 

2 Related Work 

Sentiment classification is one of the major 
techniques for social media analysis and opinion 
mining. Documents are classified by overall 
sentiment instead of topic. For example, Pang et al. 
(2002) first utilized machine learning techniques in 
learning classifiers for positive and negative movie 
reviews. They found features as important factors 
in social media sentiment classification. 
Conventional bag-of-words models do not 
distinguish between word orders. Word n-gram 
models such as bigrams simply consider 
consecutive words as a unit for representing 
documents. It’s only limited in the local context of 
words. Nowadays, word embedding models such 
as Word2Vec (Mikolov et al., 2013) or GloVe 

(Pennington et al., 2014) have been used as a more 
suitable representation of documents, especially 
for short texts in social media. They utilize neural 
networks to learn the semantics of words in 
different contexts. Furthermore, different deep 
learning methods have been used to automatically 
learn the features in sentiment classification. For 
example, Recurrent Neural Networks (RNNs) and 
their variants such as Long Short-Term Memory 
(LSTM) and Gated Recurrent Units (GRUs) are 
often used to capture long-term dependency in 
sequential data. They have been successfully 
applied in sentiment classification of tweets (Wang 
et al., 2018). Convolutional Neural Networks 
(CNNs) were originally used in image recognition. 
With suitable representation of word embeddings 
in documents, CNNs were also found effective in 
sentiment classification of tweets (Severyn and 
Moschitti, 2015). 

Based on sentiment classification of a single 
review or post, it’s useful to further determine the 
stance that indicates whether the author is in favor 
of or against a specific target entity. For example, 
Mohammad et al. (2017) created the first stance 
dataset in Twitter, and proposed a stance detection 
system using Support Vector Machine (SVM) 
classifiers with character and word n-grams and 
word embedding features. But the target entity 
needs to be specified before determining the stance, 
and it’s only based on the tweet content. It’s closely 
related to aspect-based sentiment analysis tasks in 
SemEval 2014 (Pontiki et al., 2014)  and SemEval 
2015 (Pontiki et al., 2015). 

In addition to the typical stance detection of 
texts, social media data are often used in 
determining the polarization in political opinions 
(Conover et al., 2011) and predicting voting 
intentions or outcomes in elections (Tumasjan et al., 
2010). Instead of detecting the stance of a single 
user on a specific target, it’s useful to derive the 
stance from the general public on a topic, which we 
called topical stance. For example, in SemEval 
2016 topical stance detection contest, MITRE 
(Zarrella and Marsh, 2016) used LSTM with 
Word2Vec word embeddings. DeepStance  
(Vijayaraghavan et al., 2016) used CNN models, 
while Du et al. (2017) used attention models. Dey 
et al. (2018) developed a two-phase solution to 
topical stance detection for Twitter including 
subjectivity detection and sentiment classification 
using LSTM with attention.  Samih and Darwish 
(2021) proposed user-level stance detection using 
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only a few tweets for users by fine-tuning 
contextualized embedding. As mentioned in the 
literature (ALDaye and Magdy, 2021), there are 
usually two levels of stance detection: statement-
level, which is simply based on text content, and 
user-level, which is to predict the stance of a user 
on the target. Also, there could be three different 
types of stance detection according to targets: 
target-specific stance, multi-related target stance, 
and claim-based stance. In addition to stance 
detection, research on stance prediction is usually 
concerned with detecting stances before the event. 
Most previous studies investigated the micro-level 
prediction, which estimates the individual user’s 
viewpoint toward a target. For example, Dong et al. 
(2017) considers joint modeling of content and 
social interactions for user stance prediction. 
Darwish et al. (2017) used content and user 
interactions to calculate user similarity for stance 
prediction. In this paper, we propose a macro-level 
approach to stance prediction by aggregating 
topical stances from post-centric and user-centric 
views in social media, based on sentiment 
classification results on very short texts using word 
embedding features and machine learning methods. 

3 The Proposed Method 

There are three major modules in the proposed 
approach: concept expansion, opinion analysis, 
and stance aggregation. The overall architecture of 
the proposed approach is illustrated in Fig. 1: 

 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. The system architecture of the 

proposed approach. 
 
As a preprocessing step, given the topical 

keyword, topic-relevant posts and comments are 
collected and represented by word embeddings. 
First, concept expansion is done by clustering the 
topic-relevant posts and comments, and extracting 

the keyphrases in each cluster. Then, machine 
learning methods are utilized to train the classifiers 
for sentiment classification. Sentiment orientation 
is then used to calculate the corresponding stances 
from both post-centric and user-centric points of 
view. Finally, the stances are aggregated by their 
linear combination. In the following subsections, 
we will explain the details. 

3.1 Data Representation 

Social media contents might be very diverse and 
noisy. To facilitate more efficient analysis, we 
routinely crawled all data from the target source 
media and extracted the corresponding structures 
from the post-centric and user-centric views and 
stored in a search engine called Apache Solr for 
efficient search and analysis. The two different 
views are described as follows. 

In post-centric views, each post consists of the 
major content and responses from others including 
replies (or comments), ratings (such as like/dislike), 
and sharing (such as forwarding, or retweeting, 
depending on the social platform). These various 
responses constitute how people think about this 
post. Generally, the more positive feedbacks a post 
gets, the more positive it is regarding the topic.  

In user-centric views, each user might post an 
article, and respond to other users’ posts, including 
replies, ratings, and sharing. From these posts and 
responses, we might be able to observe what he or 
she thinks about a topic. The more positive 
comments a user gives, the more positive the user 
is regarding the topic. 

Since we focus on the analysis of text contents 
and users, we need to correctly identify person 
names and the concepts of different entities. In this 
step, we utilize word segmentation and word 
embedding for the representation of documents. 

 
Word Segmentation: The feature units of 
documents usually include segmented words or 
word n-grams. In the case of Chinese documents, 
the definition of words depends on the result of 
word segmentation since there’s no space 
characters between Chinese characters in a 
sentence. Usually there are two major problems in 
word segmentation: ambiguity and unknown 
words. To resolve the issues, lexicon-based and 
machine learning methods are often used. The size 
and quality of the lexicon determines the accuracy 
of the words segmented. 
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In this paper, we utilize a popular open source 
tool called Ansj 1  for word segmentation. It’s a 
word-based generative model based on a bi-gram 
model which is a first-order Markov chain. That is, 
each character is assumed to be dependent on it 
previous character. The word candidate that 
generates the maximum union probability will be 
selected. Since the first-order Markov chain model 
might not be able to achieve high recalls for 
unknown words, a Hidden Markov Model 
(HMM)-based method (Zhang et al., 2003) is used 
for identifying out-of-vocabulary words. From our 
observation, this model can generate better 
segmentation results for person names. 

 
Word Embedding: After feature units are 
identified by word segmentation technique, we 
need to find an appropriate representation for 
documents. Conventional bag-of-words model is 
not efficient due to the following reasons. Firstly, 
it’s high dimensional and very sparse. Secondly, 
word orders are completely ignored, which 
generates ambiguous semantic meanings. In order 
to better capture semantics in documents, we 
utilize word embedding models such as Word2Vec. 
Through the training of contexts from large 
amounts of documents, we can better predict the 
contexts of a word or predict a word from its 
context. Also, it’s fixed dimensional which make 
the machine learning algorithms easier to calculate. 
Specifically, we represent a document dj by its 
component words w1, …, wn after word 
segmentation as follows. 

  (1) 

where V(wi) is the vector representation of each 
word wi. 

3.2 Concept Expansion 

People might describe the same idea in different 
terms. Given a single term, the semantics are 
usually limited. For example, people searching for 
information about “presidential election” might be 
interested in the candidates, their names, and 
election results. To understand what people think 
about a topic, we need to collect their opinions on 
all related concepts. In this paper, we utilize 
document clustering and keyword extraction for 
concept expansion. Firstly, initial topic was used to 

1 https://github.com/NLPchina/ansj_seg 

collect related documents and grouped into clusters. 
Then, keywords are extracted from each cluster 
and the top-frequent keywords  are kept as the 
major concepts. In order to improve the 
informativeness of the concepts extracted, we 
repeat the same process by using these keywords 
to collect related documents for augmenting the 
keywords until it converges to the number of 
concepts we need.  

 
Document Clustering: To obtain all related 
concepts, we first start with the topic word t. By 
using search engines such as Google, we get the 
search result pages P(t). Then, we use the same 
word embedding models to represent each 
document pi in its vector form V(pi), from which K-
means clustering algorithm is used to separate 
them into K groups. These correspond to the 
different groups of documents for different 
concepts. The selection of K depends on how many 
possible concepts might be related to this topic. In 
the example of presidential election, the number of 
clusters K might correspond to the different groups 
of candidates in the election.  

 
Keyword Extraction: After documents are 
grouped by their embeddings, the next issue is how 
to identify the corresponding concepts for each 
group. Firstly, we apply the same word 
segmentation technique Ansj on all documents in 
each cluster to identify the corresponding 
keywords. Then, we need to discover the named 
entities since they are often the most important 
candidates for the major concepts. In this paper, we 
use Stanford Named Entity Recognizer (Finkel et 
al., 2005) which employed conditional random 
fields (CRFs) to recognize the named entities in 
probabilistic ways. 

3.3 Sentiment Analysis 

To understand the opinion orientation of each post, 
we first train the sentiment lexicon from our 
training data. Then, we use ELMs (Huang, 2015) 
to classify the sentiment into positive, neutral, and 
negative, and compare with a simple baseline 
Naïve Bayes classifier. 

The structure of ELMs is a neural network with 
single hidden layer. The major difference of ELMs 
from common neural networks is its lack of back 
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propagation phase to reduce training errors. Thus, 
it’s much faster than conventional neural networks. 
The architecture of ELMs is shown in Figure 2. 

 
Figure 2. The architecture of Extreme Learning 

Machines (ELMs). 
 
As shown in Figure 2, ELMs need numeric data 

as input just like common neural networks, we 
apply the word embedding models such as 
Word2Vec on each document. The number of 
neurons in input layer corresponds to the 
dimension of word embeddings. The number of 
neurons in output layer is one, which simply 
classifies each document as positive or negative. In 
this paper, the number of neurons in the hidden 
layer is set as 200. 

User ratings might not reflect the actual 
sentiment orientation of users, for example, in the 
case of sarcasm. From our observation, people are 
more proactive in negative ratings, and they might 
give negative replies or comments with a positive 
rating. This is possible in some cases where people 
respond to some people or events instead of the 
document itself. It was also indicated in related 
work (Heath, 1996). In order to fix this 
phenomenon, we adjust the user ratings by 
combining with sentiment classification of replies 
or comments as follows. 

 (2) 

Where r(dj) is the user rating such as like or 
dislike, and Sent(dj) is the sentiment orientation of 
the document. 

3.4 Stance Aggregation 

Given user input topic t and the number of concepts 
K, we obtain related concepts Q1,…, QK. For each 
concept Qi, we obtain the set of all the related 
documents Di and the set of all the related users Ui. 

Then, we conduct analyses in two different views 
as follows. 

 
Post-Centric Stance: For a given concept Qi, we 
have the set of all related documents Di. For each 
document dj in Di, instead of using the sentiment 
orientation defined previously, we first calculate 
the aggregate score from all the comments.  

 
 
 
 
 
 
Figure 3. The idea of post-centric stance. 
 

The idea is that: the orientation of a post is 
determined by the orientation of its comments. 

  (3) 

Where Comm(dj) denotes all the comments pk 
for post dj, and class(pk) is defined as in Eq.(2). The 
higher the score, the more positive people judge on 
this post. 

To accumulate all the scores into the overall post 
stance for the concept Qi, we define the post-
centric stance as follows: 

 

  (4) 

where Di is the set of all documents related to 
concept Qi. 

 
User-Centric Stance: For a given concept Qi, we 
also have the set of all related users Ui who posted 
or comments on posts in related concepts. For each 
user uj in Ui, we consider the aggregate score from 
all the posts generated by him or her.  

 
 
 
 
 
 
Figure 4. The idea of user-centric stance. 
 

The idea is that: the stance of a user is determined 
by the orientation of his/her posts. 

  (5) 
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Where Posts(uj) denotes all the posts pk by user 
uj, and class(pk) is defined as in Eq.(2). The higher 
the score, the more positive people judge on this 
user. 

To accumulate all the scores into the overall user 
stance for the concept Qi, we define the user-
centric stance as follows: 

  (6) 

where Ui is the set of all users related to concept 
Qi. 

 
Aggregate Stance: For each given concept Qi, the 
data size might be different in terms of related posts 
and users. To give a more balanced aggregation, we 
can further consider the weights for posts and users 
as follows. 

  (7) 

Where Di is the set of all documents related to 
concept Qi. 

  (8) 

Where Ui is the set of all users related to concept 
Qi. Thus, the weighted post-centric and user-
centric stances for a given concept Qi can be 
defined as follows: 

  (9) 

    (10) 

Since we calculate the post-centric and user-
centric stances individually,  to further allow for the 
relative importance between the two views, we 
finally assign a weight  for linear combination for 
the total stance as follows. 

  (11) 

The idea is that: the higher the total stance for a 
concept, the more positive people give feedbacks 
to this concept. 

4 Experiments 

In our experiments, we designed our customized 
crawler in Telnet to collect data from the most 
popular online discussion forum called PTT. 
During Feb. 2015 an Jun. 2016, a total of 881,322 
documents in Chinese was collected in the 
discussion board of “Gossip”. The number of users 
participated in these posts is 60,018.  

4.1 The Effects of Concept Expansion 

To verify the effects of concept expansion, we 
selected a number of topics. The results of concept 
expansion are as follows: 

Topic  Initial Concepts Added 
Concepts 

Presidential 
election  
( ) 

Chu Li-luan (
) Tsai Ing-

wen ( )
Soong Chu-yu 
( ) Chen 
Chien-Jen (

) 

Tsai-Chen 
ticket (

) Soong-
Hsu ticket (

) Chu-
Wang ticket 
( ) 

Ma-Xi 
meeting  
( ) 

Ma Ying-jeou (
) Tsai Ing-

wen ( )
Xi Jinping (

) Ma-Xi 
meeting ( ) 

Chu Li-luan 
( )
Zhang Zhijun 
( )
Hsia Li-yan 
( ) 

Table 1:  Example results of concept expansion. 
 
As shown in Table 1, we can see more relevant 

concepts can be extracted. For example, for 2016 
presidential election, the candidates and the 
running mates can also be discovered. In the case 
of Ma-Xi meeting, the major participants from 
both sides including the Minister of the Mainland 
Affairs Council Hsia Li-yan and Taiwan Affairs Office 
Director Zhang Zhijun. Also, the KMT chairman Chu 
Li-luan met Xi the year before in the 2015 Xi-Chu 
meeting ( ). From these examples, we can see 
more related concepts are helpful to the representation 
of documents. 

4.2 The Effects of Sentiment Analysis 

After concept expansion, we need to conduct 
sentiment analysis for text documents. We selected 
a number of concepts to test the performance. The 
ground truth is taken from user ratings such as likes 
or dislikes in each comment. The results of 
sentiment analysis using Naïve Bayes are as 
follows: 

 
 
 
 
Concept Recal

l 
Preci
sion 

F-
score 

Accu
racy 

Tsai Ing-wen 
( ) 

0.717 0.982 0.829 0.728 

Chu Li-luan 
( ) 

0.860 0.464 0.603 0.696 
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Soong Chu-
yu ( ) 

0.780 0.921 0.845 0.799 

Average 0.786 0.789 0.759 0.741 
Table 2:  Example results of sentiment analysis 

using Naïve Bayes. 
 
As shown in Table 2, we can see a good average 

accuracy of 0.741 and F-score of 0.759 for Naïve 
Bayes. However, since data is imbalanced, the 
precision value of some concepts are as low as 
0.464. This is not stable. Next, we show the results 
of sentiment analysis using ELMs. 

 
Concept Recal

l 
Preci
sion 

F-
score 

Accu
racy 

Tsai Ing-wen 
( ) 

0.744 0.811 0.776 0.686 

Chu Li-luan 
( ) 

0.629 0.651 0.640 0.636 

Soong Chu-
yu ( ) 

0.667 0.792 0.724 0.643 

Average 0.680 0.751 0.713 0.655 
Table 3:  Example results of sentiment analysis 

using ELMs. 
 
As shown in Table 3, we can see an average 

accuracy of 0.655 and F-score of 0.713 for ELMs. 
Comparing to Naïve Bayes, we can see lower 
accuracies, but more stable precision values and F-
measures across different concepts. Given more 
training data, NB is able to learn the probabilistic 
distributions. ELM cannot reduce the error with 
back propagation, which gives much lower recalls. 
The precision values are only slightly affected. We 
will analyze the reasons as follows. 

There are several possible reasons for the 
mismatch between user ratings and post content 
sentiments. 

The first possible case of incorrect classification 
is a “false positive”. There are many cases when 
the post content explains the support of one new 
candidate, but the opinions are against the current 
officers. That’s why we see positive user ratings 
(for the new candidate), but negative content 
sentiments (against the current officers). If we 
conduct sentiment analysis on the contents, they 
are correctly classified as negative, which is 
different from the ground truth of positive.  

The second example case of misclassification is 
when a government agency post content criticizing 
candidate Tsai. Users gave negative ratings against 
this government post, but positive content in favor 

of the candidate. That’s another type of mismatch 
for “false negatives”. 

To show the effects of these misclassification, 
we selected a part of the posts from the same 
concepts and manually adjust the labels of two 
types of misclassified instances.  

 
Method Recal

l 
Preci
sion 

F-
score 

Accu
racy 

NB  0.961 0.695 0.807 0.680 
NB-adj 0.722 0.851 0.781 0.782 
ELM 0.972 0.738 0.839 0.728 
ELM-adj 0.570 0.910 0.701 0.646 
Table 4:  Performance comparison of NB and 

ELM before and after adjustment of Type-1 errors. 
 
As shown in Table 4, we can observe the 

performance improvement for NB in terms of 
accuracy. Specifically, since false positives are 
greatly reduced for both NB and ELM, precision 
values are greatly improved. At the same time, 
false negatives are increased much more for ELM, 
which gives lower recall. The best performance can 
be seen for NB after adjusting Type-1 errors.  

 
Method Recal

l 
Preci
sion 

F-
score 

Accu
racy 

NB  0.174 0.923 0.293 0.389 
NB-adj 0.986 0.723 0.834 0.716 
ELM 0.193 0.846 0.314 0.495 
ELM-adj 0.982 0.596 0.742 0.589 
Table 5:  Performance comparison of NB and 

ELM before and after adjustment of Type-2 errors. 
 
As shown in Table 5, we can observe the 

performance improvement for both NB and ELM. 
Specifically, since false negatives are greatly 
reduced for both NB and ELM, recall values are 
greatly improved. At the same time, false positives 
are increased, which gives lower precision. 
Although ELM can also be improved, the best 
performance can be seen for NB after adjusting 
Type-2 errors.  

These results are simply sampled from selected 
topics, it could not reflect the overall performance. 
But we can see the advantage of adjusting Type-1 
and Type-2 errors, which are very common in 
social media posts, especially for the discussion 
forum PTT. The sarcastic phenomenon on political 
issues among social network users have much 
impact on the sentiment analysis results. 
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4.3 The Effects of Post-centric vs. User-
centric Stance Detection 

In this experiment, we want to verify the effects 
of post-centric and user-centric stance detection. 
Here, we focus on the prediction of 2016 
presidential election in Taiwan by the two views of 
stance detection using NB and ELM classifiers and 
manually adjusted ratings, which are denoted as 
Post-NB, Post-ELM, User-NB, User-ELM, 
respectively. Then, we have two baselines: Post-
Baseline, and User-Baseline, which simply use 
statistics of user ratings as the baseline for post-
centric and user-centric, respectively.  

In this experiment, the topic “presidential 
election” can be expanded into the three candidates, 
who got the percentages of final votes: Chu-Wang 
(31.04%), Tsai-Chen (56.12%), and Soong-Hsu 
(12.84%). These are considered as the ground truth. 
Firstly, we compared the mean absolute error 
(MAE) as follows. 

 
Method MAE

-Tsai 
MAE
-Chu 

MAE-
Soong 

MAE
-avg. 

Post-
Baseline  

6.45 10.14 3.69 6.76 

Post-NB 6.12 9.76 3.63 6.50 
Post-ELM 1.25 2.99 4.24 2.83 
User-
Baseline 

8.01 8.33 0.33 5.56 

User-NB 0.38 0.81 1.19 0.79 
User-ELM 0.58 2.01 1.43 1.34 
Table 6:  Performance comparison of election 

result prediction for both post-centric and user-
centric views. 

As shown in Table 6, we can see the best post-
centric result is Post-ELM with a MAE of 2.83%, 
and the best user-centric result is User-NB with a 
MAE of 0.79%. For each method, we can obtain 
better performance for user-centric views.  

4.4 The Effects of Stance Aggregation 

Next, we further determine the stance 
aggregation using different weights for post-
centric and user-centric results. We compared the 
better results as shown previously with the 
aggregated results. From our observation, better 
MAE values can be obtained when  is 0.7-0.9, we 
show the result when  = 0.7 as follows.   

 
Method MAE

-Tsai 
MAE
-Chu 

MAE-
Soong 

MAE
-avg. 

Aggregate-
Baseline  

7.54 8.88 1.34 5.92 

Aggregate-
NB 

2.10 2.36 0.26 1.57 

Aggregate-
ELM 

0.78 0.51 0.27 0.52 

Table 7:  Performance comparison of election 
result prediction when  = 0.7 in stance 
aggregation. 

As shown in Table 7, we can observe the best 
performance for ELMs in predicting the 
percentage of votes for three candidates. 
Specifically, when aggregating stances using 
ELMs, the best MAE of 0.52% can be obtained. 
This shows the potential of the proposed approach 
to topical stance aggregation from post-centric and 
user-centric sentiments. 

5 Discussions  

From our experimental results, there are some 
observations: 

 Firstly, from our observations on 
sentiment classification of PTT data, we 
found Type-1 and Type-2 errors that 
frequently occurred in posts. Users might 
give positive ratings with negative 
contents, or vice versa. After adjusting 
these errors, the performance of 
sentiment classification can be improved 
for both ELM and NB. 

 Secondly, we consider two different 
views of stance detection: post-centric 
and user-centric. User-centric stance 
detection works better than post-centric, 
especially for Naïve Bayes. 

 Finally, we validated  the effects of stance 
aggregation by the weighted sum of both 
user-centric and post-centric stances. The 
best prediction performance with MAE of 
0.52% can be obtained. It shows the 
potential of our proposed approach to 
stance prediction. 

 

6 Conclusions  

In this paper, we have proposed to aggregate post-
centric and user-centric sentiments from social 
media for stance detection. Firstly, we performed 
concept expansion to obtain the related concepts 
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for the given topic. Secondly, we trained classifiers 
such as Naïve Bayes and Extreme Learning 
Machines for sentiment classification. Finally, we 
proposed a potential way of calculating the 
individual influences from comments for posts and 
posts from each user, and aggregating to obtain the 
total stance for the topic. From our experimental 
results, we can see a good performance with the 
best MAE of 0.52% when we aggregate stances 
estimated using ELMs. This shows the potential of 
our proposed approach in topic-specific opinion 
mining and stance detection. Further investigations 
are needed to evaluate our proposed approach in 
different topic domains. 
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 (HyperGAT) 

HyperGAT
 (CNN, BiLSTM, FastText) 

 (Graph-CNN, TextGCN, Text Level 
GNN)  

Abstract 

We use Hypergraph Attention Networks 
(HyperGAT) to recognize multiple labels 
of Chinese humor texts. We firstly 
represent a joke as a hypergraph. The 
sequential hyperedge and semantic 
hyperedge structures are used to construct 
hyperedges. Then, attention mechanisms 
are adopted to aggregate context 
information embedded in nodes and 
hyperedges. Finally, we use trained 
HyperGAT to complete the multi-label 
classification task. Experimental results on 
the Chinese humor multi-label dataset 
showed that HyperGAT model outperforms 
previous sequence-based (CNN, BiLSTM, 
FastText) and graph-based (Graph-CNN, 
TextGCN, Text Level GNN) deep learning 
models.  

 
Keywords: hypergraph neural networks, humor 
recognition, multi-label classification.  
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 BiLSTM
FastText Word2Vec (Mikolov et al.,2013) 
GloVe (Pennington et al., 2014) 
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F1 score

TextGCN
Graph-CNN
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(online testing) Text Level GNN
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1.15% HyperGAT
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4.5  

HyperGAT
 FN (False Negative) 

Method Macro  
F1-score 

Micro  
F1-score 

Weighted  
F1-score 

Subset 
Accuracy 

CNN  (Yoon, 2014)  13.95 45.83 32.30 7.88 

BiLSTM (Liu et al., 2016) 12.42 46.29 33.28 8.50 

FastText (Joulin et al., 2016) 21.92 46.20 40.50 13.16 

Graph-CNN  (Defferrard et al., 2016) 21.27 40.64 39.54 8.44 

TextGCN (Yao et al., 2019) 21.27 38.78 37.33 9.45 

Text Level GNN  (Huang et al., 2019) 22.42 44.48 40.55 12.78 

Our used model (HyperGAT) 24.19 46.95 40.84 12.15 
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Abstract 

In this paper, we propose a knowledge 
infusion mechanism to incorporate domain 
knowledge into language transformers. 
Weakly supervised data is regarded as the 
main source for knowledge acquisition. We 
pre-train the language models to capture 
masked knowledge of focuses and aspects 
and then fine-tune them to obtain better 
performance on the downstream tasks. Due 
to the lack of publicly available datasets for 
multi-label classification of Chinese 
medical questions, we crawled questions 
from medical question/answer forums and 
manually annotated them using eight 
predefined classes: persons and 
organizations, symptom, cause, 
examination, disease, information, 

ingredient, and treatment. Finally, a total of 
1,814 questions with 2,340 labels. Each 
question contains an average of 1.29 labels. 
We used Baidu Medical Encyclopedia as 
the knowledge resource. Two transformers 
BERT and RoBERTa were implemented to 
compare performance on our constructed 
datasets. Experimental results showed that 
our proposed model with knowledge 
infusion mechanism can achieve better 
performance, no matter which evaluation 
metric including Macro F1, Micro F1, 
Weighted F1 or Subset Accuracy were 
considered. 

 
Keywords: text classification, domain knowledge 
extraction, pretrained language models, biomedical 
informatics. 
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SciCite
maGAN

Macro-F1 0.8532  

Abstract 

We propose the mixed-attention-based 
Generative Adversarial Network (named 
maGAN), and apply it for citation intent 
classification in scientific publication. We 
select domain-specific training data, 
propose a mixed attention mechanism, and 
employ generative adversarial network 
architecture for pre-training language 
model and fine-tuning to the downstream 
multi-class classification task. Experiments 
were conducted on the SciCite datasets to 
compare model performance. Our 
proposed maGAN model achieved the best 
Macro-F1 of 0.8532.  

 
Keywords: attentions, pretrained language 

models, citation intents, scientific 
publications. 
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Background 
information

Recent evidence suggests that co-occurring 
alexithymia may explain deficits [12]. Locally high-
temperature melting regions can act as permanent 
termination sites [6-9]. One line of work is focused on 
changing the objective function (Mao et al., 2016).

 
Method

Fold differences were calculated by a mathematical 
model described in [4]. We use Orthogonal 
Initialization (Saxe et al., 2014)

 
Result 

comparison

Weighted measurements were superior to T2-weighted 
contrast imaging which was in accordance with former 
studies [25-27] Similar results to our study were 
reported in the study of Lee et al (2010)
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Abstract

The streaming service platform such as YouTube 
provides a discussion function for audiences worldwide 
to share comments. YouTubers who upload videos to the 
YouTube platform want to track the performance of 
these uploaded videos. However, the present analysis 
functions of YouTube only provide a few performance 
indicators such as average view duration, browsing 
history, variance in audience’s demographics, etc., and 
lack of sentiment analysis on the audience's comments. 
Therefore, the paper proposes multi-dimensional 
sentiment indicators such as YouTuber preference, 
Video preferences, and Excitement level to capture 
comprehensive sentiment on audience comments for 
videos and YouTubers. To evaluate the performance of 
different classifiers, we experiment with deep learning-
based, machine learning-based, and BERT-based 
classifiers to automatically detect three sentiment 
indicators of an audience's comments. Experimental 
results indicate that the BERT-based classifier is a better 
classification model than other classifiers according to 
F1-score, and the sentiment indicator of Excitement 
level is quite an improvement. Therefore, the multiple 
sentiment detection tasks on the video streaming service 
platform can be solved by the proposed multi-
dimensional sentiment indicators accompanied with 
BERT classifier to gain the best result.

Keywords: Sentiment Analysis, Text Classification, 
Machine Learning, Deep Learning, Streaming Service

1 Introduction

Due to the rapid rise of new media and the 
popularization of mobile phone networks, 
audiences’ viewing habits have shifted from TV to 
online social media platforms. Now people can 
watch videos on different platforms such as 
Facebook, Dailymotion, and YouTube anytime and 

anywhere. YouTube has 16 million active users in 
Taiwan monthly, and nearly 93% of users have 
visited YouTube. In addition, YouTube has become 
ubiquitous and played an increasingly important 
role in modern life and entertainment. Also, 
YouTube provides a discussion function for 
audiences to express their opinion by clicking like 
or dislike bottom or leaving comments. Therefore, 
comprehensive sentiment analysis for comments 
of the audience on YouTube is necessary. 

It is verified that public views, comments, and 
attitudes towards many events can be analyzed 
through social media (Heredia et al., 2016). Public 
reviews on Amazon were used to evaluate users’ 
opinions and determine the audience’s preference 
by classifying opinions into negative, positive, and 
neutral (Bhatt et al., 2015). Another research 
investigated the popularity of videos by indicators 
such as the number of likes, dislikes, and views 
(Chelaru et al., 2013). Social media, especially 
YouTube. is considered the largest video sharing 
site, and the platform has developed into a leading 
marketing tool. (Schwemmer and Ziewiecki, 2018) 
Inspired by the above analysis tasks and the rapid 
growth status of YouTube, we propose the multi-
dimensional sentiment indicators to analyze 
comments on YouTube, which aim to help 
YouTubers check their videos’ performance 
uploaded on the YouTube platform. 

In general, sentiment analysis focuses on 
determining the positive, negative, or neutral 
emotions in many pieces of research (Cunha et al., 
2019). Even if Keith et al. (2016) extend the 
emotional detection, which includes highly 
positive, optimistic, neutral, negative, and highly 
damaging, the emotional variance may have a 
different dimension, such as excitement which 
expresses the audience’s fluctuating emotion. So, 
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we also propose detecting the audience's 
excitement level on YouTube because excitement 
more precisely determines how much the audience 
likes Youtubers or videos.

To obtain comprehensive sentiment indicators, 
we design three indicators: YouTuber preference, 
Video preference, and Excitement level to analyze 
a multi-dimensional aspect of the audience’s 
comments. In the experiment, these three 
sentiment indicators also represent three detection 
tasks that aim to detect the audience’s motivations 
behind a myriad of comments.

Various models deal with text-based sentiment 
classification tasks. Machine learning-based 
models are used to address the text classification 
task (Sun et al., 2019). Other deep learning models 
have been used for sentiment analysis and obtained 
acceptable performances (Hassan & Mahmood, 
2017). Recently, it has refreshed the best 
performance of using pre-trained language models 
as soon as it appears. ELMo (Peters et al., 2018) 
and BERT (Radford et al., 2018) have been 
effective because pre-trained models have learned 
by detecting other tasks from a larger corpus which 
capture more linguistic structure. 

This paper's objectives are: (1) to create a corpus 
for multi-dimensional sentiment indicators, which 
include YouTuber preference, Video preferences, 
and Excitement level; (2) train an automatic 
sentiment detection model, including machine 
learning-based, deep learning-based, and BERT-
based models. Overall, the contributions of this 
paper are: (1) We establish a benchmark dataset of 
dimensional sentiment classification for analyzing 
comments on YouTube. (2) Successfully using 
different models to deal with sentiment 
classification issues.

2 Related Work

More and more researchers undertook experiments 
on YouTube as the data source. The purpose is to 
obtain an understanding of the community 
commenting behavior. Severyn et al. (2016) 
showed that although most audiences present their 
opinions as comments, some abuse this mechanism 
by posting links to external web pages or posting 
disruptive, false, or offensive comments to fool and 
provoke other users.  Based on the result of the 
above research, this paper's dataset eliminates non-
relative comments such as links that guide people 
to external web pages and advertisements that have 
no relation to video content. Schultes et al. (2013) 

work on YouTube video comments, likes, and 
dislikes to show that it genuinely influences users’ 
perceptions of like or dislike towards videos when 
reviewing valuable comments.

Moving to some purposes of text classification 
used nowadays, Turney (2002) did sentiment 
analysis by establishing an unsupervised classifier 
to judge the positivity or negativity of product 
reviews (cars, banks, and tourist destinations) and 
movie reviews. Another paper presented an 
approach based on a clustering of comment content, 
leading to appropriate video categories (Leung et 
al., 2009). Machine learning approaches are then 
introduced to automatically classify comments 
according to their usefulness (Bhavitha et al. 2017). 
As the above papers show, comments can achieve 
various objectives by using different technical 
methods.

There are currently two approaches to address 
sentiment analysis: (1) lexicon-based techniques (2) 
algorithm-based techniques. Lexicon-based 
techniques rely on predefined words and rules to 
guide the sentence towards the tendency of 
emotion. Algorithm-based techniques can be 
divided into two groups: machine learning-based 
models s and deep learning-based models. 

Zhang and Zheng (2016) discussed machine 
learning methods for sentiment analysis. Dang et al. 
(2020) employed deep-learning approaches with 
word embedding and TF-IDF to solve sentiment 
analysis problems. As a result, the best behavior 
when using the word embedding method against 
TF-IDF of all models has been proved. Another 
research used pre-trained word embedding as an 
important component for it downstream models. (T. 
Miyato, A. M. Dai, et al., 2017) Thus, we identify 
that word embedding is in conjunction with deep 
learning-based models in our experimental and 
pre-trained word embedding offer significant 
improvement over embedding learned from 
scratch. Moreover, due to the effectiveness of pre-
trained language models, adding one additional 
output layer can fine-tuned models and 
accelerating the accuracy of classification 
problems. Sun et al. (2019) fine-tuned with 
Bidirectional Encoder Representations from the 
Transformers (BERT) model and achieved state-
of-the-art results using comments. Liat Ein-Dor et 
al. (2020) using BERT based models for binary 
classification tasks

To deal with sentiment analysis tasks, these 
papers all share some commons. Firstly, comments 
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in nowadays social media, especially YouTube, are 
of great value and even thoroughly necessary. 
Secondly, despite different methods that are 
conducted, comments do reflect users’ opinions on 
social media. The above works are similar to this 
paper, all using comments as data sources but a 
different way to solve the task; we reference the 
above methods and determine to use all the 
methods, including deep learning-based, machine 
learning-based, and BERT-based classifiers. 
However, each method has been experimented 
with separately so as to carry out a comparative 
study. Also, the difference is that we focus our 
experiment on multi-class text classification.

3 Methodology

Figure 1 shows the proposed method for sentiment 
analysis and classification processes as follows: 
Firstly, we collected the audience’s comments 
from YouTube platform and subsequently labeled 
these comments to provide meaningful and 
informative labels such as three sentiment 
indicators for model training. Data preprocessing 
works are conducted to clear text. Next, all 
comment’s texts need to be converted into vectors 
to serve as the model’s input. And then, machine 
learning and deep learning models propose to train 
detection models for our proposed sentiment 
indicators. Finally, by the experiment stage, we 
evaluate the performance of each classifier in three 
detection tasks and discuss a comparative study.

Figure 1: The process of the proposed sentiment 
analysis in this paper.

3.1 Comment Collection

To properly fit data with our analysis targets and 
cover the diversity of YouTube channels, we select 
different YouTube channels as our dataset, 
including 25 YouTuber channels. The composition 
of the selected videos’ film creation types which 
game with 1%, education 4%, DIY with 4%, 
science and technology with 5 %, comedy 9%, 
entertainment with 28%, and blog with 49%. 
Through these selecting channels, we then filter 
five videos from each channel that have been 
highly popular or controversial since 2019 because 
people imminently show their interest in new tread 
and debatable topics. Therefore, a total of 25 
videos were selected as our data sources. In this 
way, more controversial and polarizing comments 
are generated, and it becomes easier to determine 
the sentimental tendency of comments. However, 
to avoid different accumulated numbers of 
comments in each video, we randomly remain 100 
pieces of comments from each video. Thus, a total 
of 12500 pieces comments is taking into 
consideration.

3.2 Definition of Sentiment Indicators for 
Comment of YouTube

We design three indicators, including YouTube 
preference, Video preference, and Excitement level, 
to investigate different aspects of the audience’s 
comment. Each sentiment indicator and the 
detailed definition is as following:

YouTuber preference: Comments can 
roughly divide into non-relative and 
relative towards YouTubers. However, 
YouTubers may be more concerned about 
relative comments because these 
comments help improve YouTubers' 
behaviors, so we subdivide relative 
comments into three attitudes towards 
YouTubers: unlike, neutral, and like. For 
example, comments not containing 
YouTuber's name or affair will be labeled 
as non-relative, and the rest of the labels 
can determine the audience's tendency of 
their preferences. Overall, the indicator, 
YouTuber preference, is categorized as 
non-relative, unlike, neutral, and like.

Video preference: The indicator, Video 
preference, is classified into four parts as 
YouTuber preference. Non-relative, 
unlike, neutral, and like are four 
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categories used to judge Video preference. 
For example, if comments did not contain 
video content or talk about YouTuber’s 
affair, then comments are be labeled as 
non-relative comments. In contrast, 
comments discussing videos, whether 
showing their preference, may be labeled 
as one of unlike, neutral, or like towards 
video.

Excitement level: The Excitement level, 
which shows the audience’s emotional 
ups and downs, is designed into five 
categories, classifying the audience’s 
speaking tone from no emotion to 
extreme emotion state step by step. 
Moreover, we consider emojis a 
judgment in this indicator because of the 
audience’s switching habit in leaving 
comments. People use a variety of emojis 
as an emotional expression nowadays, 
and thus emojis are highly accompanied 
by texts. Thus, a higher number of emojis 
containing in comments, a larger 
Excitement level and sentiment are 
expressed. For example, the number 0 
stands for barely excited emotion 
contained in comments, while the number 
4 represents hyper excited emotion. 

3.3 Sentiment Indicator Labeling

In this paper, there are three experts to annotate 
sentiment indicators. All experts possess the 
background of using YouTube for an extended 
period and use the YouTube platform frequently. 
During the annotation process, we eliminate some 
non-relative comments, such as advertisements, 
comments that not using Mandarin, comments that 
post links to external web pages, and merely 
timestamps in the comments, to optimize the 
availability of the dataset. Also, to address 
semantic comprehension gaps between each 
annotator, we even provide an annotation guideline 
to consistently label the audience’s comments. 
Table 1 is a guideline of annotation for the 
Excitement level indicator.  When marking 
indicator of Excitement Level, sentences with 
emojis must not be allow to mark as 0 points. 
Besides, watching the videos is also required 
before labeling comments; in this way, annotators 
might resonate powerfully with the audience’s 
opinions. 

In Table 2, we show the result of annotation 
agreement scores using three assessments, 
including Krippendorff's Alpha, Fleiss's Kappa, 
and Cronbach's Alpha. With Krippendorff's Alpha 
method, due to the reason that values smaller than 
0.667 represent as discard data, so our three 
indicators are shown not up to the standard. Fleiss's 
Kappa method stands for fair and moderate data 
because values between 0.21 to 0.6 are considered 
acceptable levels.  Cronbach's Alpha method 
evaluates three indicators as outstanding labeling 
work because a value higher than 0.7 may show 
annotation agreement, let alone we get 0.9 on 
Excitement level.  Therefore, two of the methods 
were qualified as acceptance results, and thus we 
provide an adequately labeled dataset to train and 
assess a given model. 

3.4 Text Preprocessing

To deal with a few variances in our annotated 
results, we use the majority decision to filter out 
inconsistent labels unless each comment 
annotation is marked as the same point. This 
objective is to provide a ‘ground truth,’ a properly 
labeled dataset, to train and assess a given model. 
As we mentioned in section 3.3, we consider 
emojis emotional expressions, so dealing with rich 
emojis is our priority. We transfer emojis to text by 
the package called “emojiswitch.” Then, we 
establish a user-defined dictionary to recognize 
specific words. For example, we establish the 

Excitement level Definition
Barely excited No emoji
Slightly excited One type of emoji 
Excited Speak confidently and contain 

two types of emojis 
Fairly excited Emojis are highly repetitive or 

over three types emojis 
Hyper excited A lot of rhetoric and a series 

of emojis
Table 1: Annotation guideline to Excitement level.

YouTuber 
preference

Video 
preference

Excitement 
level

Krippendorff's 
Alpha 0.5829 0.4545 0.3898

Fleiss's Kappa 0.5840 0.4594 0.3928
Cronbach's 
Alpha 0.8520 0.7264 0.900

Table 2: Annotation agreement scores for each 
indicator.
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names of the lead actors/actresses and the 
supporting actors/actresses from our selected 
videos. Additionally, texts transferred from emojis 
are also defined as unique objects and be part of 
our defined dictionary. In this way, we can increase 
the accuracy of word tokenization. After executing 
the above two steps, we use the current state-of-art 
word tokenization tool created by the Chinese 
Knowledge and Information Processing (CKIP) 
Group. This tool is available for dealing with 
tokenization in Mandarin. Through these processes, 
every word may contain the same meaning as we 
do data labeling job.

3.5 Text Classification

To verify dimensional sentiment classification that 
we propose several classifiers to learn and detect 
sentiment indicators. There are three series 
classifiers and describe:

Machine learning-based classifiers: 
RandomForest, Xgboost, and SVM 
(Amrani et al., 2018) are used as methods 
for experiments. We transform comments 
into numerical vectors by using TF-IDF 
to represent each word related to the 
entire corpus and serve as inputs to fit 
models.

Deep learning-based classifiers:  We 
utilize FastText, which is bought with 
word-embedding in our experiment stage. 
Because of the lack of a myriad of 
training Chinese corpus, we take 
advantage of pre-trained word 
embeddings based on the 2021 Wikipedia 
Chinese corpus to transform our data into 
vectors and use them as inputs to train 
deep learning-based algorithms. Such a 
massive corpus may get better feature 
learning than we train word vectors from 
our dataset.

BERT-based classifier: Using the pre-
trained models (Devlin et al., 2018): We 
select “distilbert-base-multilingual-cased” 
and “bert-base-multilingual-cased” as 
our models. According to the mechanism 
of pre-trained tokens, the inputs are the 
output of transferring text using a pre-
trained corpus, with 21 thousand words in 
size. However, not using the word-
embedding method as model training, 

only adding a unique embedding ([CLS]) 
before the first word of tokens.

3.6 Classification Tasks

We apply three methods, six models, to train 
classifiers and analyze three targets to capture 
comprehensive sentiment on the comment of the 
audience. The following elaborates the meaning of 
three tasks for our experiment.

T1: The audience’s sentiment towards 
YouTubers is an extended issue from an 
indicator of YouTuber preference. We 
exclude non-relative comments and 
remain comments of unlike, neutral, and 
like from the indicator. Like and dislike 
can serve as a hallmark for YouTubers to 
check the performance of his or her 
channel. Also, YouTubers can know what 
attractive they own or what causes them 
to make a nuisance.

T2: The audience’s sentiment towards 
videos excludes non-relative comments 
from the indicator of Video preference 
and remains the rest of the comments, 
including comments of unlike, neutral, 
and like, just like T1 does. Even if 
watching the same channel, the different 
themes will captivate and engage 
different audiences. Therefore, this task 
may help YouTubers understand their 
audience’s preferences within a specific 
channel.

T3: Corresponding to the indicator of 
Excitement level, T3 aims to analyze the 
audience’s emotional ups and downs, 
which can firmly confirm the degree of 
support from different audiences and 
affirm the audience’s attitude towards 
specific issues.

4 Experiment

4.1 Dataset

After excluding the non-relative dataset from the 
indicator of YouTuber preference, most rest 
comments are labeled as like in the audience’s 
sentiment towards YouTubers. Next, the 
composition of comments towards Video 
preference shows that 60 percent of comments are 
neutral attitudes. T3 applies the result of the 
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indicator of Excitement level, revealing that the 
audience could express their happiness and wrath 
by commenting. Table 3 shows the proportion of 
data to our three tasks.

4.2 Experiment design

In this section, we introduce the process of building 
multiple classifiers. Multiple models are shown in 
Table 4 and are conducted with different 
parameters. Through experiments, we configure 
the best parameters on each model to predict 
different aspects of sentiment analysis.

We use 5-fold cross-validation to ensure the 
performance for all models. By fixedly set k=5 to 
our dataset, 80% of the data for training and 20% 
for testing in each fold. After conducting 
experiments, we evaluate and interpret the 
performances of different models through the 
suitable metrics used for classification problems: 
overall accuracy and F1-score. These tasks are all 
be performed by Google Colab GPU.

Selecting the correct parameters is vital to attain 
maximizing model performance. A set of 
experimented parameters based on their influence 

on the models are conducted in our paper. In deep 
learning and BERT experiments, parameters such 
as batch sizes (32 and 64), dropout rates (0.1 and 
0.5), and learning rates (0.001 and 0.005) are 
considered. 

By experimenting with numerous combinations 
of parameters, finally, we configure the best 
parameter for each algorithm and use it to predict 
the test dataset. However, the classification in each 
indicator may not be equally distributed, so 
accuracy is not efficiently reflecting the model’s 
performance. Thus, we also use F1-score to 
measures models’ performance.

4.3 Results

Figure 2 shows the result of the audience’s 
sentiment towards YouTubers. The threshold of 
model performance is set as 0.5 according to the 
performance of machine learning-based algorisms. 
BERT-based classifiers and deep learning-based 
classifier have similar outcomes, and thus are all 
better than the machine learning-based classifiers.

Figure 2: Performance of models on audience’s 
sentiment towards YouTubers (T1).

Figure 3 is the result of predicting the audience’s 
sentiment towards videos. We set the threshold of 
0.5 according to the performance of machine 
learning-based algorisms. M3, M4, and M5 
achieve the same score in each of their accuracy 
and F1-score. However, BERT and deep learning-
based methods show the same tendency: accuracy 
is 10% higher than F1-score. It proves that whether 
models the F1-score of machine learning-based 
algorisms can highly perform as the accuracy.

Figure 3: Performance of models on audience’s 
sentiment towards videos (T2).

Task Class Number

T1
Unlike 287 (10%)
Neutral 784 (28%)
Like 1,705 (61%)

T2
Unlike 659 (7%)
Neutral 5,842 (60%)
Like 3,274 (33%)

T3

Barely excited 2,788 (30%)
Slightly excited 2,478 (27%)
Excited 2,341 (25%)
Fairly excited 1,136 (12%)
Hyper excited 471 (5%)

Table 3: Distribution of five tasks.

Model Description
M1 BERT model using bert-base-

multilingual-cased pre-trained model.
M2 BERT model using distilbert-base-

multilingual-cased pre-trained model.
M3 RandomForest + TF-IDF
M4 Xgboost + TF-IDF
M5 SVM + TF-IDF
M6 FastText + embedding

Table 4:  There are six models use to solve three
tasks.
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As Figure 4, we set the threshold as 0.3 to be the 
baseline of our models’ performance. Compared 
with the above two tasks, predicting the audience’s 
emotion differs significantly in each method. 
Nevertheless, this task is relatively the best to 
distinguish the performance of different methods. 
For example, scores of machine learning-based 
classifiers reduce significantly compared with 
detecting the audience’s sentiment towards videos, 
nearly 20% decrease in accuracy and F1-score. 
Although BERT and deep learning-based models 
also drop their performance compared with 
detecting the audience’s sentiment towards videos 
by 10%, these two methods have the better efficacy 
of dealing with a multi-classification problem.

Figure 4: Performance of models on emotional ups 
and downs (T3).

4.4 Discussion

In summary, three findings follow (1) Within three 
sentiment detection tasks for comments on 
YouTube, machine learning-based classifiers 
cannot achieve performances compared with other 
methods. (2) When comparing three methods’ 
performance in each detection task, it shows that 
the performance of the deep learning-based models 
evenly matched the score with BERT-based 
models. However, a slight variance exists in F1-
score. (3) BERT slightly outperforms other models 
in three tasks according to the F1-score, and F1-
score also achieves its accuracy, which stands for 
the minority of dataset’s categories that are taken 
into consideration during model predicting.

Nevertheless, the task of the audience’s 
sentiment indicators prediction has solved by this 
paper, and the BERT model has obtained a 
significant difference which has 0.62 F1-score 
improvement over these machine learning-based 
models. We can also highlight that most comments 
in the indicator of Excitement level are labeled as 
barely excited or slightly excited as our training 
dataset; only a few comments are labeled as having 
hyper excited. However, few labels obtain nearly 
the same recall as the majority of labels in our 

result. Therefore, the BERT-based models have 
learned some sentiment patterns from comments of 
the audience’s extreme emotions. Moreover, the 
experimental result presents that the TF-IDF 
method has not obtained good performance, 
because the context of comment is a very important 
factor but TF-IDF does not handle that.

5 Conclusion

This paper focuses on sentiment analysis using the 
core of BERT pre-trained language models and 
accompanied by one deep learning-based model 
and three machine learning-based models. After 
conducting experiments, the method of deep 
learning and BERT perform better than the 
machine learning method. We also show that 
BERT can deal with sentiment polarity by 
determining the audience's likes or dislikes 
towards YouTubers. Finally, BERT is perfectly 
addressing the multi-classification problem. 
Before utilizing these classifiers, introducing 
related labeling jobs as a prerequisite is vital to 
getting a reliable dataset. Through these methods, 
we genuinely fill the gaps between human 
semantic comprehension.

Analyzing the public’s perception of YouTubers 
and the influence of their videos is a challenging 
task for researchers so far. Proposing different 
sentiment indicators and utilizing different 
classifiers has been done in this paper, but there 
still is a long way to overcome some problems. In 
this paper, we have emphasized the following 
problems in order to make our results improve. (1) 
Informal language styles such as sparse emojis 
used by the audiences may impede models from 
capturing linguistic structure. (2) the semantic 
comprehension gap among annotators needs to be 
reduced to improve annotation consistency.

In the future, we may explore other techniques 
for optimizing multiple-dimensional sentiment 
analysis tasks, such as training YouTubers’ names 
as embedding before utilizing different models. In 
this way, perhaps models can precisely filter out 
non-relative comments towards YouTubers.  In 
addition, others indicators, such as whether the 
comments contain an ironic statement or whether 
the comments are erotic, can be added for 
analyzing other aspects of the audience’s 
comments. The latter proposed indicator may serve 
as a guard for children users, and the former 
indicator may prevent YouTubers from getting into 
conflict with their fans.
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Abstract

Aging populations have posed a challenge 
to many countries including Taiwan, and 
with them come the issue of long-term care. 
Given the current context, the aim of this 
study was to explore the hotly-discussed 
subtopics in the field of long-term care, and 
identify its features through NLP. Texts 
from forums and websites were utilized for 
data collection and analysis. The study 
applied TF-IDF, the logistic regression 
model, and the naive Bayes classifier to 
process data. In sum, the results showed 
that it reached a  F1-score of 0.92 in 

identification, and a best accuracy of 0.71 
in classification. Results of the study found 
that apart from TF-IDF features, certain 
words could be elicited as favorable 
features in classification. The results of this 
study could be used as a reference for future 
long-term care related applications. 

Keywords: long-term care, natural language 
processing (NLP),  text classification,
Chinese
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1 Introduction

Long-term care, by the definition of Ministry of 
Health and Welfare1, refers to “the living support, 
assistance, social participation, care and relevant 
healthcare services in accordance with the needs of 
any individual whose mental or physical incapacity 
has lasted or is expected to last for six months or 
longer”.

As for long-term care services, according to 
Harris-Kojetin et al. (2019), include assistance 
with activities of daily living (abbreviated as ADLs, 
which includes activities such as dressing, bathing, 
and toileting), instrumental activities of daily 
living (abbreviated as IADLs, which includes 
activities such as medication management and 
housework), and health maintenance tasks. Long-
term care services assist people to improve or 
maintain an optimal level of physical functioning 
and quality of life, which can include help from 
other people and special equipment or assistive 
devices.

According to National Development Council 
(2020)2, driven by a low birth rate of 1.2 and an all-
time high life expectancy in 2020, senior citizens 
(people aged 65 or older) will account for over 20 
percent of Taiwan's total population by 2025, 
indicating Taiwan will step into a super-aged 
society. Within the context, how long-term care 
services can meet the escalating demand is 
absolutely critical.

While extensive long-term care studies have  
been conducted, few of them are from the 
perspective of caregivers, especially family 
caregivers. Chen (2013) pointed out that long-term 
care system in Taiwan lacked support services for 
the caregivers. 

For most family caregivers, they provided ADLs 
and IADLs for their family members. Sometimes, 
they might get stuck when being confronted with 
several care problems. Lu (2005) showed that their 
needs included respite care services, psychological 
and educational support programs, and financial 
subsidies. Among psychological and educational 
support programs,  caring skills and consulting 
services were what the caregivers desperately 
wanted while taking care of their family members.

1 https://www.mohw.gov.tw/mp-2.html 

2  National Development Council. 2020. Population 
Projection in ROC (from 2020 to 2070) (ISBN : 978-986-
5457-22-8). Retrieved from: https://pop-

In the course of caring, emergencies could 
happen. Caregivers might need timely help but 
lack sufficient time to search and browse – for an 
appropriate answer to their question. Besides, 
caregivers might be in need when it was late at 
night and had no one to turn to. Despite the 
abundant resources on the Internet, not every piece 
of information is suitable for caregivers, let alone 
those irrelevant discussions. Still, they had to filter. 

To bridge the gap, this study aimed to explore 
features useful to identify (1) long-term care and 
unrelated texts (2) long-term care topics that 
generate intensive discussion, so that the 
application could be designed more user-friendly, 
and caregivers could get the needed information 
more efficiently. 

At present, despite the fact that there are many 
online long-term care platforms, their manner and 
principles of classification are not based on 
caregivers’ needs. This study intended to fill this 
gap by collecting authentic materials, adjusting its 
categories manually and processing them with 
caregiver-oriented topics.

This study sought to answer the following 
research questions:
1. What are the topics that the caregivers have been 
hotly discussing?
2. How to provide caregiver-oriented information 
through NLP?

2 Literature Review

In terms of much-discussed topics, according to a 
global overview study by Fu et al. (2019), the 
simultaneous analysis of both references and 
keywords revealed that common long-term care 
hot topics included ‘dementia care’, ‘quality of 
care’, ‘prevalence and risk factors’, ‘mortality’, 
and ‘randomized controlled trial’.

Back in Taiwan, Lee et al. (2019) had studied 
about what topics in an online blog would readers 
(including family caregivers or others) mainly 
follow. The study suggested that out of the eight 
categories, the most commonly read and discussed 
topics were ‘family relationships’, ‘caregiving 
experiences’, ‘caregiving stress’, ‘physical, 
psychological, and social adaptation’, and ‘seniors 
care issues’. The left ones were ‘long-term care 

proj.ndc.gov.tw/upload/download/       
(2020  2070 ) .pdf
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policies’, ‘the ups and downs in caring’, and 
‘special caregiver groups’ – such as male 
caregivers and former caregivers.

In order to find appropriate features, this paper 
applied TF-IDF, which was consulted from studies 
by Phetkrachang and Kittiphattanabawon (2019) 
and Paik (2013). They both applied TF-IDF 
weighting in their research.

3 Methodology

The procedure of this research could be presented 
as Figure 3.1. 

Firstly, data from three platforms were collected 
and separated into caregiver-oriented ones and 
non-caregiver-oriented ones. Secondly, a task of 
annotation was done to appropriately classify 
relevant data into eight categories. Thirdly, by 
appling TF-IDF, the logistic regression model, and 
the naive Bayes classifier, features were extracted. 
Afterwards, manually obtained features were also 
taken into consideration. Lastly, with the model, it 
was hoped to be beneficial to different applications, 
such as chatbot development or website-building. 
It could help website designers to build a more 
caregiver-friendly platform.

Figure3.1: Main procedure of this study

3.1 Data Collection
To investigate topics that spark widespread 
discussion in long-term care, 800 articles were 
collected from three online platforms, which 
included  ‘long-term care cat’3 , 
‘love long-term care’4 ,  and  ‘call for 
doctor’5. In the field of long-term care, all of these 
platforms are considered to be the most 
representative ones in Taiwan. First,  ‘long-
term care cat’ is a website which mainly shares 
articles about long-term care information, health 
knowledge, and activities of long-term care. The 
website straightforwardly categorize these articles 

3 Long-term care cat: icarecat.com
4 Love long-term care: https://www.ilong-termcare.com/

into two types:  ‘Activities’ and  
‘Knowledge’.  ‘Activities’ includes 
lectures or activity information about long-term 
care, whereas  ‘Knowledge’ contains the 
practical knowledge or experience sharing on long-
term care. In the research, we collected the articles 
of  ‘Knowledge’, since the information of 

 ‘Activities’ were time-sensitive – data 
collected went out-of-date or expired soon. Second, 

‘love long-term care’ is a website for 
caregivers to seek resources and advice. The 
platform also provides plenty of articles about 
long-term care. In addition, there is an online 
forum for users to ask questions or discuss long-
term care issues. In the forum, the posts are 
classified into 16 categories, which are  
‘home services’,  ‘care institutions’, 

 ‘foreign nursing workers’,  
‘find helpers’,  ‘care skills’,  
‘assistive devices’,  ‘diet and nutrition’, 

 ‘subsidy’,  ‘dementia’,  
‘diseases’,  ‘palliative care’,  
‘dignity’,  ‘complaint’,  
‘health care’, /  ‘life and lessons’, and 

 ‘others’. This research obtained all posts and 
comments in this forum, and consulted the topic 
categorization to find the hot issues about long-
term care. Last,  ‘call for doctor’ is an 
online platform for people to talk to doctors 
directly. Doctors would professionally answer the 
questions posted online. The discussion field 
involves long-term care, which provides the data 
needed of the research. 

To analyze the main topics discussed online, the 
language materials were first collected from 
websites mentioned above. Although articles were 
taken from long-term care websites, some of the 
materials were time-sensitive activities or 
advertisements. Therefore, the first task of the 
research was to identify the target articles. The 
relevant articles and the irrelevant ones were 
marked manually afterwards. Finally, 400 were 
annotated as long-term care articles and 400 
articles were classified as irrelevant ones. This 
dataset was designed as the gold-standard data in 
the identification task.

5 Call for doctor: https://www.5914.com.tw/
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In the course of inspecting the articles between 
caregiver-oriented and irrelevant articles, we found 
that the words used were quite similar. For instance, 
(3-1) is an article section from ‘long-term care cat’; 
however, the content of it is about the requirements 
of long-term care worker, which is not suitable for 
long-term caregivers. This kind of articles contain 
the words which frequently show up in caregiver-
oriented articles such as ‘look after’  or
‘long-term care’. Therefore, the research first tried 
to build a model which identifies the articles 
between caregiver-oriented writings and irrelevant 
articles.

(3-1) Q1
Q1,  become  ‘care worker’ need

    
what qualification?
‘Q1,What qualifications are needed to become a 
“care worker”? ’

              
have   below       qualification   of one

             
and     can         become ‘care worker’

‘Having one of the following qualifications could 
become a care worker.’

                  
train   participate ‘care    worker         professional

                        
train    course’         obtain   graduation   certification
‘participate the training of “Professional   Training 
Course for Care Workers” and obtain a 
certification’

To find out the hot topics for long-term care 
discussion, the forum categories in the ‘love long-
term care’ forum and the studies by Lee et al. (2019) 
and Fu et al. (2019) were consulted. Based on the 
data collected, categories in ‘love long-term care’ 
forum and the above-mentioned studies, the topics 
of our collected data were re-categorized manually 
into 8 categories. The topics of ‘home services’, 
‘care institutions’, ‘foreign nursing workers’, ‘find 
helpers’ were merged into ‘care manpower’. 
Besides, the topics of ‘palliative care’ and ‘dignity’ 
were merged into ‘dignity’ as one of the ‘social 
issues’. The ‘subsidy’ posts were eliminated in this 
research. For one thing, articles in ‘subsidy’ 
included too many details about long-term care 
policies, statics (Lee et al., 2019) shown that 
caregivers were less interested in them. For another, 
most contents were time-sensitive. Besides,  the 
original topic ‘health care’ overlapped issues of 

many topics. As a result, the articles under this 
topic were re-classified into topics of ‘diet and 
nutrition’ and ‘care skills’. To sum up, the eight 
categories in the study are as follows –   
‘dementia’, diseases’, care 
skills’,  ‘complaint’, 

dignity’,  ‘assistive devices’  
‘diet and nutrition’ and care 
manpower’. Figure 3.2 demonstrates the article 
counts of each category. The definitions of these 
categories are shown in Table 3.1. The second 
language model in the research would be employed 
to automatically characterize all the articles 
accordingly. 

Figure 3.2: Counts on each topics of articles

category content
‘dementia’ Discussion about 

dementia 
‘diseases’ Discussion about 

diseases other than 
dementia

‘care skills’ Topics about caring 
skills and details

‘complaint’ Complaint about caring 
patients.

‘dignity’ Topics about how to 
treat patients with 
dignity, e.g., palliative 
care, good death

‘assistive devices’ Discussion about 
Assistive devices, e.g., 
wheelchair 

‘diet and 
nutrition’

Details about patients’ 
nutrition and diet

‘care 
manpower’

Topics about foreign 
nursing workers and 
long-term care 
institutions

Table 3.1: Category definitions of topics on long-term 
care
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3.2 Model
Before training, the data cleaning processes were 
implemented in advance. The punctuations and 
English characters were removed before training. 
Besides, the articles were segmented with jieba6

package for the purpose of further data training.
The first model training is to identify the long-

term care contents. We employ the trained TF-
IDF model provided by jieba to help identify 
topic-related features for each category. To find 
the features of long-term care articles, TF-IDF 
scores were calculated to find the common and 
recurring keywords through the whole topics of 
the long-term care contexts. Each topic filtered 
out 20 keywords. Some of the keywords 
overlapped among categories. For finding the 
common features of long-term care, the words 
which repeated above three times were selected as 
common features. Moreover, for the purpose of 
gathering target articles more comprehensively,
the top two keywords of each topic were added up
as features for identifying the long-term care 
articles. All of the features for identifying long-
term care contexts were ‘look after’,
‘because’, ‘we’,  ‘care’,   
‘problem’,  ‘they’, ‘treatment’,  
‘wheelchair’,  ‘dementia’,  ‘dementia’,

 ‘medicine’,  ‘medical’,  ‘palliative 
care’,  ‘assistive devices’,  ‘service’,

 ‘diet’, and  ‘nutrition’ 7 . With these 
features, the logistic regression model was
applied to identify the long-term care articles. In 
the collected dataset, there were 400 articles with 
care-giver centered topics, and the other 400 
articles discussed other topics. The entire dataset 
was split into 70% for training and 30% for testing. 

The second step of model training was to 
classify the articles on long-term care into eight 
categories. The training model was also based on 
the logistic regression model.

4 Results 

4.1 Model
Regarding the identification model based on the 
logistic regression model and TF-IDF features, the 
best f1-score was 0.72. The average was 0.65.

6 Jieba : https://github.com/fxsjy/jieba

7 These features, as a part of the research outcome, would 
be further discussed in the result section. 

To further examine the model, 56 articles were 
collected from PTT  ‘the Elderly board 
on PTT’8 . This was the most relevant board to 
discuss long-term care on PTT. When the dataset 
was composed of PTT Elderly posts solely, the f1-
score was 0.92. 

In the identification phase, the features of the 
articles were extracted from the TF-IDF scores.

4.2 Text classification
First, to distinguish whether articles were related to 
long-term care, the TF-IDF weighting helped us in 
doing so. The features we got from the calculation 
of articles associated with long-term care were 
shown in table 4.2.1.

Category Features
Dementia ‘dementia’

‘dementia’ ‘we’
‘they’ ‘cognition’

Diseases ‘treatment’
‘medicine’ ‘symptom’

‘medication’
‘barrier’

Care Skills ‘we’ ‘treatment’
‘training’

‘exercise’ ‘movement’
Complaint ‘we’ ‘sadness’

‘self’ ‘one’
‘they’

Dignity ‘medical care’
‘patient’ ‘tube 
feeding’ ‘pain’
‘life’

Assistive 
Devices

‘wheelchair’
‘assistive devices’
‘we’ ‘subsidy’
‘support’

Diet and 
Nutrition

‘diet’ ‘nutrition’
‘take in’

‘suggestion’ ‘food’
Care 
Manpower

‘service’
‘affiliation’ ‘home’

‘care’ ‘institution’
Table 4.2.1: Main TF-IDF features of topics on long-
term care

8 The Elderly board on PTT:
https://www.ptt.cc/bbs/elderly/index.html
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Then, some of the distinctive TD-IDF features 
of long-term care articles were picked, along with 
some manually obtained features.  The adjustment 
was as follows. In sum, the best f1-score under 
such arrangement was 0.71. The average was 0.67.

TF-IDF features Manually obtained 
features

Dementia 
‘dementia’

‘dementia’
‘cognition’

‘Alzheimer's disease’

Diseases 
‘treatment’

‘symptom’
‘medicine’
‘medication’

‘diseases’

Care Skills 
‘training’

‘exercise’
‘movement’

‘nails’
‘skills’
‘practices’

Complaint
‘sadness’

‘self’
‘daughter-in-

law’ ‘relate 
to’ ‘hang in 
there’ ‘tired’

‘You’ve worked 
hard’
‘communicate’

Dignity
‘tube feeding’ ‘nasogastric 

tube’
‘palliative’
‘dignity’
‘hospice’ ‘good
death’

Assistive Devices
‘assistive 

devices’
‘wheelchair’
‘subsidy’

‘electric’
‘handrail’
‘crutch’ ‘walking 
stick’

Diet and Nutrition

‘diet’
‘nutrition’ ‘take 
in’

‘things’
‘teeth’
‘vitamin’

Care Manpower

‘service’
‘affiliation’
‘home’
‘institution’

‘agency’
‘employer’

Table 4.2.2: Features of each category on long-term 
care

5 Discussion

In the previous section, several high-frequency 
features were retrieved from the dataset, including 

 ‘look after’,  ‘because’,   
‘treatment’,  ‘we’, and  ‘care’. All of 
these words occurred over three times among the 8 
categories.

Among these features,  ‘we’ was the most 
impressive one. It was not a long-term care related 
word, but it had such a high weight compared with 
the other features that were directly associated with 
long-term care. One possible explanation for this is 
that articles related to long-term care topics 
sometimes offer information and suggestions with 
empathy. With this inclusive title, those readers as 
caregivers might feel a special closeness and feel 
understood. 

Another finding was about a less frequent 
feature  ‘they’. Both the type  
‘dementia’ and  ‘complaint’  obtained the 
feature  ‘they’. To explore this phenomenon, 
we compared where they occurred in posts of these 
two categories, and in posts of  ‘diseases’.

 ‘dementia’ and  ‘diseases’ were 
both diseases. From our observation, when it came 
to diseases, narrators of the articles often talked 
about their symptoms and the corresponding 
treatments. However, when an article’s topic is

 ‘dementia’, hardly would the narrator suffer 
from dementia. In general, narrators under this 
topic view people who have dementia as ‘the 
constitutive other’, and thus use the title  ‘they’ 
in particular. 

On the whole, with these articles and features of 
various types, our observations could be roughly 
divided into two kinds. For the first kind, features 
indicated relationships, as mentioned above. 
Besides, features sometimes consisted of identities, 
such as  ‘daughter-in-law’. These articles 
tended to express personal experience, and mostly 
were under topics such as  ‘complaint’. 

When articles with family titles were 
categorized into the complaint type, they often 
described care experiences from the perspective of 
caregivers themselves. Moreover, apart from 

 ‘complaint’, in articles under topics of 
 ‘care skills’ and  ‘assistive devices’, the 

feature ‘we’ almost topped the TF-IDF list. 
Although articles of this kind were not solely 
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written from caregivers’ perspectives, it reflected 
the fact that when offering advice from the clinical 
experiences, the doctors or specialists tended to use 

‘we’ often.
The second kind of features belonged to 

objective things, instead of showing relationships 
and communications. They are closely related to  
symptoms and treatments, or associated affiliations 
and services on long-term care. 

While features approximately reflect the content 
of every type of topic, certain features stood out for 
their good performance in discrimination. 

The TF-IDF weighting indicated the feature
 ‘assistive devices’ was a favorable feature in 

identify long-term care articles. Besides, the 
feature  ‘teeth’ also played an important role 
in distinguishing  ‘diet and nutrition’ 
posts from others. 

In the course of classification, we found articles 
under  ‘care skills’ were the hardest to be 
classified. This was because ‘care skills’ posts 
usually mention the diseases first, then the 
techniques and suggestions. The suggestions might 
contain reminders on diets, and if the situation 
went severe, the narrator might provide 
suggestions on corresponding assistive devices. 
These made the classification of  ‘care 
skills’ challenging.

Limitation for the present study was that it was 
a  relatively small dataset for analyzing. More 
contents on long-term care may help refine the 
categories and enrich the features.

6 Conclusions and Future Work

The results of this study could have broad 
applications in the future. For example, chatbot, 
search engine, or Q&A keywords. 

One possible application is a long-term care 
chatbot. The chatbot could be designed to classify 
the topic of the question or inputs, and give the 
answer accordingly. The TF-IDF Cosine similarity 
model of sklearn9 could be applied to find the most 
appropriate answer to the input question. 

Since our study focused on long-term caregivers, 
specialists could optimize their services to 
caregivers. Thus, caregivers would get suitable 
advice more efficiently. They could save time on 
browsing and filtering information on the Internet.

9 Sklearn: https://scikit-learn.org/stable/ 
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Term Frequency Inverse 
Document Frequency TF-IDF Word2Vec

CKIPlabBERT
CKIPlabBERT

Micro F1
96.2716%

Micro F1 95.5478%

Abstract

As the system of confiscation becomes more and more 
perfect, grasping the distribution of the types of 
confiscations actually announced by the courts will 
enable you to understand changing of the trend. In 
addition to assisting legislators in formulating laws, it 
can also provide other people with an understanding of 
the actual operation of the confiscation system. In order 
to enable artificial intelligence technology to 
automatically identify the distribution of confiscation, 
and consumes a lot of manpower and time costs of 
manual judgment. The purpose of this research is to 

establish an automated confiscation identification model 
that can quickly and accurately identify the multiple 
label categories of confiscation, and provide the needs 
of all social circles for confiscation information, so as to 
facilitate subsequent law amendments or discretion. 
This research uses the first instance criminal cases as the 
main experimental data. According to the current laws, 
the confiscation is divided into three categories: 
contrabands, criminal tools and criminal proceeds, and 
perform multiple label identification. This research will 
use Term Frequency Inverse Document Frequency 
(TF-IDF) and Word2Vec algorithm as the feature 
extraction algorithm, with random forest classifier, and 
CKIPlabBERT pretrained model for training and 
identification. The experimental results show that under 
the CKIPlabBERT pretrained model, the best 
identification effect can be obtained when only use 
sentences with confiscated words mentioned in the 
judgment. When the task is case confiscation, the Micro 
F1 Score can be as high as 96.2716%, and when the task 
is defendant confiscation, the Micro F1 Score is as high 
as 95.5478%.

Keywords  Criminal Cases, Confiscation, Text 
Mining, Machine Learning, Pretrained model, Multi-
label Detection
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Abstract

This paper presents a method for 
automatically identifying bilingual 
grammar patterns and extracting bilingual 
phrase instances from a given English-
Chinese sentence pair. In our approach, 
the English-Chinese sentence pair is 
parsed to identify English grammar 
patterns and Chinese counterparts. The 
method involves generating translations of 
each English grammar pattern and 
calculating translation probability of 
words from a word-aligned parallel 
corpora. The results allow us to extract the 
most probable English-Chinese phrase 
pairs in the sentence pair. We present a 
prototype system that applies the method 
to extract grammar patterns and phrases in 
parallel sentences. An evaluation on 
randomly selected examples from a 
dictionary shows that our approach has 
reasonably good performance. We use 
human judge to assess the bilingual 
phrases generated by our approach.  The 
results have potential to assist language 
learning and machine translation research.

Keywords: Pattern Grammar, Phrase Translation, 
Word Alignment

1 Introduction 

Verb phrases are prominent components of any 
sentence. If we can correctly extract English-
Chinese bilingual grammar patterns and phrases 
in a bilingual sentence pair, it will be helpful for 
English and Chinese language learners and 
machine translation systems. These results can be 
used to demonstrate the synchronous structure of 
parallel sentences. However, Chinese sentence 
parsing technology is still immature, which leads 

to difficulties in obtaining grammar patterns and 
phrases in Chinese sentences.

There are still many problems with existing 
Chinese parsers. To extract Chinese patterns and 
phrases more accurately, we utilize an English 
sentence parser which is much more mature than 
Chinese parsing technology to parse English 
sentences and extract English patterns and 
phrases. We also utilize some statistical methods 
to estimate translation probability of word pairs 
using bilingual corpora. Then, we extract Chinese 
patterns and phrases more accurately by finding 
counterparts of English patterns and phrases with 
statistical results from bilingual corpora.

We present a system that returns bilingual verb 
patterns and phrases of a bilingual sentence pair. 
Our system identifies phrases in sentences by 
using the pattern table and translation probability 
model created in advance. The pattern table 
created by parsing English sentences and 
calculating counterparts in bilingual parallel 
corpus with word alignment. The translation 
probability model is created by the alignment 
probability of each English and Chinese word pair 
with consideration of not only the word itself but 
also related words.

At the runtime, our system starts with an 
English-Chinese bilingual sentence pair submitted 
by the user. The system parses the English 
sentence and extracts English patterns and 
phrases, and retrieves the counterpart of the 
pattern from the table created in advance to be 
Chinese pattern. Then, the system extracts the 
counterpart of words in the English phrase by the 
probability model created in advance. Finally, The 
system combines the Chinese pattern and the 
counterpart of words in the English phrase to form 
a Chinese phrase.

The system can assist language learning or be 
used to generate training data for machine 
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translation research, especially research related to 
phrases. The rest of the article is organized as 
follows. We review the related work in the next 
section. Then we present our method for 
automatically identifying bilingual phrases from a 
bilingual sentence pair in section 3. The 
experiment and an evaluation based on human 
judgment are described in Section 4. Finally, we 
summarize our conclusions in Section 5.

2 Related Work 

Machine Translation is a time-honored and yet 
active research area. Shifting from the rule-based 
approach toward data-intensive approach after the 
seminal paper by Brown et al.,1990, an increasing 
number of bilingual corpora have made statistical 
machine translation more and more feasible. In 
our work we address an aspect of machine 
translation is not a direct focus of Brown et al. 
(1990). We also consider on more general 
linguistic class of units in translation where the 
translation may not be litateral and may need a 
presentation that reflects the similarity and 
differences between two languages involved, and 
the user might be interested in multiple ways 
(structures) of translating a phrase (e.g., consider 
the phrase “harmful to the ocean” and its 
translation).

More recent researches concentrate on learning 
word translation and extracting bilingual word 
translation pairs from bilingual corpus, and then 
calculate the degree of mutual relationship 
between word pairs in parallel sentences, thereby 
deriving the precise translation (Catizone et al. 
(1989); Brown et al. (1990); Gale and Church 
(1991); Wu and Xia (1994); Fung (1995); 
Melamed (1995); Moore (2001)).

In our system, we focus on identifying patterns 
and phrases by a patterns table and a word 
translation model which are created using 
statistical methods in bilingual corpora with word 
alignment.

In the area of phrase alignment, Ko (2006) 
proposed a method for verb phrase translation. 
For specific verb fragments (e.g. make a report to 
police), automatic alignment is applied to 
calculate the collocation relationship across two 
language (e.g. when make and report appear 
together, report often corresponds to ), 
then word and phrase correspondences are 
generated (e.g. make a report to police correspond 

to    ) ,to tally translations and 
counts. Chen et al. (2020) focus on the translation 
of noun prepositional collocations. Using 
statistical methods to extract translations of nouns 
and prepositions from bilingual parallel corpora 
with sentence alignment, and then adjust the 
translations with additional information of 
Chinese collocations extracted from a Chinese 
corpus.

3 Methodology 

We attempt to identify bilingual grammar patterns 
and phrases in an English-Chinese sentence pair 
using a lexical translation model and bilingual 
grammar patterns. Our identification process is 
shown in Figure 1.

(1) Create Bilingual Grammar Patterns and Phrases 
Table (section 3.1)
(2) Create Word Translation Probability Model 
(section 3.2)
(3) System Runtime - Extracting Pattern Grammar 
and Phrases in Sentence Pair  (section 3.3)

Figure 1. Identification process

3.1 Creating Bilingual Grammar Patterns 
and Phrases Table

In the first stage of the identification process 
(Step (1) in Figure 1), we extract Chinese 
grammar patterns for each English grammar 
pattern. For example, the verb “use” has a 
grammar pattern “use n to inf”, our goal is to 
extract Chinese counterparts such as  n  
v  and  n  v  for use n to inf .

The input to this stage is English-Chinese 
sentence pairs in a word-aligned bilingual parallel 
corpus. We parse each English sentence into a tree 
structure to reveal the dependency of words in the 
sentence and use a recursive approach to extract 
the grammar pattern and the phrase for each verb 
in the sentence. Then, we extract Chinese 
counterparts of the English grammar pattern in the 
Chinese sentence according to the word 
alignment, and convert them into Chinese 
grammar patterns according to the English word 
in English pattern each Chinese word corresponds 
to.

For example, for the sentence pair We use 
computers to solve the problem.  and  

    , we extract the 
English grammar pattern use n to inf  and 
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English phrase use computer to solve problem  
for the verb use . Then, we extract the 
Chinese counterparts      
and convert it into Chinese pattern  n  v  
with converting  into n  and 
converting   into v  according 
to their correspondence to English phrase and 
pattern.

For each English grammar pattern, we compute 
the frequency of Chinese patterns, and filter 
patterns with high frequency. Then, we sort the 
patterns by counts and by pattern length as shown 
in table 1. 
English 
Grammar 
Pattern

Chinese 
Grammar 
Pattern

Count Rank

use n to inf  n  v 180 1
use n to inf  n  v 157 2
use n to inf  n  v 70 3
use n to inf  n  v 41 4
use n to inf  n v 287 5
use n to inf  n v 186 6
Table 1. Chinese grammar pattern for English pattern 
“use n to inf”, ranked based on frequency count and 
pattern lengths. Note that the English are based on a 

pre-determined templates and the Chinese patterns are 
automatically derived through word alignment.

The output of this stage is a table which 
contains sorted Chinese patterns for each English 
grammar pattern.

3.2 Creating Word Translation Probability
In the second stage of the identification process 
(Step (2) in Figure 1) , we calculate lexical 
translation probability for each English word and 
Chinese word pair.

The input to this stage is English-Chinese 
sentence pairs in a word-aligned bilingual parallel 
corpus. We calculate the counts and probability of 
each Chinese word aligned to each English word 
in the bilingual corpus. For each English-Chinese 
word pair in the bilingual corpus, we compute 
weighted translation probability of the Chinese 
word to the English word. We also take into 
consideration the tense, synonym and derivative 
words of English words. We set weight for these 
English words according to their degree of 
relevance to the English word in the pair. Then, 
we multiply the probability by their weight and 
sum up these weighted probabilities to generate 
an adjusted probability for the word pair to 

represent how likely they are to translate to each 
other.

For example, we calculate the probability of 
word pair ( , discussion) with consideration of  
the words related to discussion  such as  

discuss  and talk  and give them weight. 
Some words we consider for the pair  (

,discussion) are shown in Table 2. After 
multiplying the probability by their weight and 
summing up these weighted probabilities, we 
finally get a adjusted probability 0.62 to represent 
the probability of  as a translation of 

discussion .
word probability Weight
discussing 0.29 1
discussed 0.24 1
talk 0.03 0.5
Table 2. Word forms related the pair ( ,discussion) 
and weights according to morphology and synonyms

Note that because there are many errors in 
automatic word alignment, we only consider 
words with original alignment probability more 
than 0.01. This approach makes the adjusted 
probabilities of most word pairs with unrelated 
meanings will be zero. For example, the word pair 
( , you ) has zero probability as shown 
in Table 4.

Beside creating the translation probability 
model, for each English word, we also filter some 
Chinese words with high translation probability to 
it to be its translations. Translations of some 
English words are shown in table 3.
Word Translations
use

 
discuss
mate

Table 3. Translations of some English words

The output of this stage is a model which gives 
adjusted estimation of lexical translation 
probability of English and Chinese words in the 
bilingual corpus, and translations of each English 
word. A sample of the translation probability 
model is shown in table 4.

Chinese Word English Word Adjsuted 
Probabilty

play 0.43
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attract 0.51
product 0.79
product 0.02
you 0

Table 4. A sample of the translation probability model

3.3 System Runtime - Extracting Pattern 
Grammar and Phrases in Sentence Pair

Once the bilingual grammar pattern table and 
weighted word translation probability model are 
created, our system then evaluates a given 
sentence pair using the procedure in Figure 2.
(1) Extract English Pattern Grammar and Phrase in 
English Sentence
(2) Find Suitable Counterparts for Words in English 
Phrase
(3) Select Chinese Grammar Pattern and Compose 
Chinese Phrase

Figure 2. Runtime evaluation procedure

The input to the system is an English-Chinese 
sentence pair such as Peacocks use their 
beautiful tails to attract mates  versus   

     .
In the first step (Step (1) in Figure 2), we parse 

the English sentence and extract the grammar 
pattern and phrase as described in section 3.1. For 
example, the pattern grammar “use n to inf” and 
the phrase “use tail to attract mate” will be 
extracted from Peacocks use their beautiful tails 
to attract mates”.

In the second step (Step (2) in Figure 2), for 
each word in the English phrase except those in 
the grammar pattern, we find its suitable 
counterpart in the Chinese sentence using the 
weighted word translation probability model 
described in Section 3.2. For each English word w 
in English phrase, if there are some words in 
Chinese sentence that have non-zero translation 
probability to w, we choose the one with the 
highest probability to be the counterpart of w.

For example, in the sentence pair Peacocks 
use their beautiful tails to attract mates  versus 

       , for 
word tail  in phrase use tail to attract 
mates , we consider the weighted translation 
probabilities of word pairs ( , tail ), 
( , tail ), ( , tail ), ..., (

, tail ). Because the word pair ( ,
tail ) has highest probability, we select  
to be the counterpart of tail .

If there are not any Chinese words that have 
non-zero translation probability to w, we consider 
their similarity to the translations of w selected in 
advance by using word embedding. For each 
word c in the Chinese sentence, we multiply its 
similarity to each translation c_pre of w by the 
weighted translation probability of c_pre to w and 
sum up to be the new probability of c. Then, we 
choose the one with the highest new probability to 
be the counterpart of w.

In the final step (Step (3) in Figure 2), we 
consider the sorted Chinese grammar patterns of 
the English grammar pattern extracted in Step (1) 
according to the table created in advance 
(described in Section 3.1) and the counterparts of 
words in the English phrase selected in Step (2). 
We check each Chinese pattern in order whether it 
is contained in the Chinese sentence and whether 
the position of the counterpart of each word in 
English phrase is reasonable. If so, we select the 
grammar pattern to be the counterpart of the 
English grammar pattern and combine it with the 
counterpart of each word in English phrase to 
form a Chinese phrase.

For example, the Chinese pattern  n  v  
is contained in sentence      

   and the most suitable counterpart 
of tail , attract  and mate  in the 
phrase use tail to attract mate  are , 

 and  and the position of 
counterparts is reasonable. We combine pattern 

 n  v  and words ,  
and  to form the phrase    

 .
For a verb in the pattern such as the v  in 

the  n  v , we also consider its own 
bilingual pattern to find its counterparts instead of 
only by translation probabilities of its words.  For 
example, in the sentence pair she want to send 
her son to the school  versus     

  , there is English pattern 
want to inf  with Chinese pattern  v  

for verb want , and English pattern send n1 
to n2  with Chinese pattern  n1  n2  
for verb send . By replacing the inf  in 

want to inf  by send n1 to n2  and 
replacing the v  in  v  by  n1  
n2 , the bilingual pattern pair want to send n1 
to n2  versus   n1  n2  is generated 
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and then the bilingual phrase pair want to send 
son to school  versus      
can be extracted from the sentence pair.

The output of the system is bilingual grammar 
patterns and phrases extracted from the bilingual 
sentence pair. For example, the grammar patterns 

use n to inf  versus  n  v  and the 
phrases use tail to attract mates  versus  

    are the output of the input 
sentence pair Peacocks use their beautiful tails 
to attract mates  versus     

   .

4 Evaluation and Discussion 

The purpose of our system is to allow users to 
retrieve the bilingual patterns and phrases from a 
bilingual sentences pair. Therefore, in this section, 
we report the results of preliminary evaluations on 
the extraction of bilingual patterns and phrases. 
The evaluation process was conducted on a set of 
bilingual sentence pairs along with their patterns 
and phrases extracted.
4.1 Experimental setting

The bilingual parallel corpora we used are the 
Minutes of Legislative Council of the Hong Kong 
Special Administrative from the legislative 
council of Hong Kong with 1,640,007 bilingual 
sentence pairs, and the UM-corpus (Liang, 2014) 
from university of Macau with 1,827,014 
bilingual sentence pairs. We used CKIP (Ma and 
Chen, 2003) which is a Chinese knowledge and 
information processing system developed by 
academic sinica to process Chinese word 
segmentation and used fast-align (Dyer et al., 
2013) to process word alignment of bilingual 
parallel sentences.
We used Spacy (Honnibal and Montani, 2017) to 
parse English sentences and extract patterns with 
their counterparts to create a bilingual patterns 
table as we described in section 3.1. Then, we 
calculate and create a probability model for 
bilingual word pairs as we describe in section 3.2. 
Finally, we get the result by using our system to 
evaluate given sentence pairs as we describe in 
section 3.3.

4.2 Evaluation Metrics
The output of our method are bilingual grammar 
patterns and phrases of all verbs in sentence pairs. 
To evaluate our approach, we randomly selected 

50 valid sentences (66 verb patterns) from 
examples in Cambridge dictionary and Macmillan 
dictionary. The grammar patterns and phrases in 
each sentence are evaluated by a linguist. Note 
that the verb “be'' and the verb “have” are 
excluded from our evaluation since they often 
don't have a direct translation in the Chinese 
sentence. In some English sentences, there are not 
any verb grammar patterns with length greater 
than 1. We treat such sentence pairs as invalid and 
they would not be included in the 50 sentence 
pairs. There are totally 66 verb patterns and 
phrases with length greater than 1 in the 50 
English sentences. We evaluated the correctness 
of Chinese patterns and phrases of these 66 verb 
patterns. Some patterns and phrases successfully 
identified are shown in table 5. The overall 
accuracy is 79% and the overall recall is 29%. 
4.3 Discussion
The results of evaluation has high precision rate 
and low recall rate. It shows that most of the 
Chinese patterns and phrases identified by our 
method are correct, but there are many phrases 
that have not been successfully identified. 
Because of the limit of the amount of data of 
parallel corpora, many correct and common 
patterns are not successfully extracted to put into 
the pattern table, and then cannot be identified 
from the sentence pairs submitted at the runtime. 
It may be the main reason that causes the low 
recall.

English 
Pattern

English 
Phrase

Chinese 
Pattern

Chinese 
Phrase

fall on n fell on floor   n   

word for 
n

work for 
company

 n   

agree to 
inf

agree to form 
league

 v   

provide n provide 
evidence

 n  

commit 
n

committed 
crime

 n  

Table 5. Some patterns and phrases successfully 
identified

Counterparts of words in an English phrase are 
extracted by a probability model which is a 
weighted probability model adjusted from word 
alignment probability in the parallel corpora. That 
means, only words which appear and have 
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sufficient frequency in the parallel corpora are in 
the model. Although we also design methods by 
word embedding to process words which are not 
in the model, they still brought a relatively high 
error rate.

5 Conclusion and Future Work
Many avenues exist for future research and 
improvement of our system. As we mentioned in 
section 4.3, lack of bilingual patterns in our table 
created in advance causes that many phrases 
cannot be identified. One such avenue is to design 
methods to expand the amount of the patterns. For 
example, we can consider collocations calculated 
in the Chinese monolingual corpus which 
contains a larger amount of sentences, or consider 
the synonyms of the words in the pattern by using 
word embedding or dictionaries like WordNet, to 
generate more bilingual patterns.

In summary, we have introduced a method for 
identifying patterns and phrases that allow users 
to submit an English-Chinese sentence pair and 
get bilingual patterns and phrases in the sentence 
pair. The method involves parsing English 
sentences and extracting counterparts of English 
patterns and phrases by using a bilingual pattern 
table and word translation probability model 
created in advance. The result of the evaluations 
show that our method is highly accurate.
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摘摘要 

本研究為 Rocling 2021 共同任務：教育

文本的維度式情感分析之成果報告。

為了分析中文文本的情緒效價(Valence)
與喚起程度(Arousal)，本研究基於當前

流行的預訓練語言模型 BERT 與近期基

於全詞遮蔽(Whole Word Masking)進行

預訓練的 MacBERT，觀察模型在不同

設定下的預測成果，並比較 BERT 與

MacBERT 在中文文本情緒預測效能的

差異。我們發現，相較於 BERT，
MacBERT 可以在驗證集上獲得些許的

效能提升。因此，我們將數個使用不

同訓練方法所得的預測模型進行預測

結果平均，作為最終的輸出。 

Abstract 

This technical report aims at the 
ROCLING 2021 Shared Task: 
Dimensional Sentiment Analysis for 
Educational Texts. In order to predict the 
affective states of Chinese educational 
texts, we present a practical framework by 
employing pre-trained language models, 
such as BERT and MacBERT. Several 
valuable observations and analyses can be 
drawn from a series of experiments. From 
the results, we find that MacBERT-based 
methods can deliver better results than 

BERT-based methods on the verification 
set. Therefore, we average the prediction 
results of several models obtained using 
different settings as the final output. 

關鍵字：情感分析、預訓練語言模型、BERT、
MacBERT 

Keywords: Sentiment Analysis, Pre-trained 
Language Model, BERT, MacBERT 

1 緒論 (Introduction) 

情緒分析已經是自然語言處理中備受矚目的

任務之一，屬於文本分類的子任務，目標在

於面對不同的文本時，能夠辨識出文本所欲

表達的各類情緒量值，比如：正面、負面、

情緒高漲、情緒低落等(Wei et al., 2011; 
Malandrakis et al., 2013; Wang et al., 2016; Du and 
Zhang, 2016; Wu et la., 2017; Yu et al., 2020, Kim 
et al., 2010; Paltoglou et al, 2013; Goel et la., 2017; 
Zhu et al., 2019; Wang et al., 2019; 2020)。情緒

辨識可以廣泛地應用在我們的生活中，比如：

分析網路上的社群評論、售後產品的相關回

饋、客服機器人的應答等。 
  此次的共同任務：教育文本的維度式情

感分析，其目標在於分析出中文教育文本中

的喚起程度(Arousal)以及效價程度(Valence) 
(Russell, 1980)，其中喚起程度的高低意味著

語者是興奮或是平靜，而效價程度則是代表

ntust-nlp-1 at ROCLING-2021 Shared Task:  
Educational Texts Dimensional Sentiment Analysis  

using Pretrained Language Models 
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語者自身處於積極或是消極的態度(Patricia E. 
G. Bestelmeyer, 2017)。預訓練語言模型，能夠

為文本萃取出含有豐富語意資訊的特徵向量，

而這個特徵向量可被應用於其它下游任務中，

完成各式不同的自然語言處理任務。因此在

本次任務中，我們將會使用 BERT (Jac ob 
Devlin, 2018)與 MacBERT (Yiming Cui, 2020)作
為文件的編碼器，透過編碼器產生具有語意

資訊的特徵向量，接著將其輸入至下游任務

的模型內，讓模型在預測喚起程度以及效價

程度時，可以獲得更佳精確的結果。 

2 研研究背景 (Research Background) 

在本章節中，我們將會介紹在自然語言處理

任務中，處理文本資料時常會使用到的重要

技術-詞嵌入。此外，由於本次任務為分數預

測，屬於回歸任務的一種，因此在本章節中

也會對回歸任務進行介紹。最後，在本章節

的末段，我們將會介紹近年來在各項自然語

言處理任務中大放異彩的預訓練語言模型-
BERT 及其衍生模型 MacBERT。 

2.1 詞嵌入 (Word Embedding) 

詞嵌入的核心概念為「將一個單詞透過一個

向量進行表示」。近年來較為熟悉的相關研究

有 word2vec (Tomas Mikolov, 2013)、fast-text 
(Armand Joulin, 2016)和 Glove (Jeffrey 
Pennington, 2014) 。上述的這些研究都使用各

自的方法將文字表達成向量，也成功地在很

多自然語言處理任務上達到優秀的成果。不

過這些詞嵌入的方法在「相同單詞但是不同

語意」的時候，其表示向量卻是一樣的，為

了解決此一問題，後續研究提出各式「動態」

的詞嵌入表示法，比如：Cove (Bryan McCann, 
2017)、ELMo (Matthew E. Peters, 2018)和BERT 
(Jacob Devl൴n, 2018)。這種類型的詞嵌入方法

會透過一個語言模型，將輸入文本根據其內

容的語意，給予每一個詞一個基於上下文的

詞嵌入表示向量(Enkhbold Bataa, 2019)。 

2.2 回歸任務 (Regression) 

回歸任務是讓機器根據訓練集的資料，學習

如何為輸入的資料抽取特徵，並利用這些特

徵資訊，轉換成正確的標記數值。本次的任

務是分析輸入文本的喚起程度(Arousal)以及效

價程度(Valence)，因此我們將這個任務視為一

個回歸任務。 

2.3 BERT 

BERT 為 B൴d൴rect൴onal Encoder Representat൴on 
from Transformer 的簡稱，為相當經典的預訓

練語言模型，其架構為多層的 B൴d൴rect൴onal 
Transformer層，而BERT在訓練上分為預訓練

(Pre-tra൴n൴ng)與微調(f൴ne-tun൴ng)兩個步驟。在

預訓練步驟裡，會使用大量的無標記文本來

訓練 BERT 模型，而訓練方式則包括遮罩語言

模型(Masked Language Model)以及下一句預測

任務(Next Sentence Pred൴ct൴on)。在遮罩語言模

型的任務中，會有一部分的字符(token)隨機的

被遮罩或是替換成類似的字符，而模型必須

去預測遮罩處的正確字符為何。下一句預測

則是讓模型去判斷兩個連續的句子，後一句

是否確實是接在前一句之後。在微調階段，

模型將被訓練於解決目標任務。相較於預訓

練，模型微調使用少量的標記資料，來對模

型參數進行調整，使其得以符合下游任務的

需求。 

2.4 MacBERT 

MacBERT(MLM as correlation BERT)是一個特

別針對中文語言處理所設計的中文預訓練模

型，跟 BERT 不同的地方在於： 

 MacBERT 在填空部分使用全詞遮蔽

(Whole Word Masking)，也就是在進行遮

罩的時候，是以詞為遮罩單位而非單一

個字符(token)為單位，避免一些連貫性

很強的字符序列，就算被遮罩一部分，

模型仍可輕易地預測出被遮罩的部分。 

 在遮罩方式上，追加使用 N 元遮罩(N-
gram Masking)以 及 Mac 遮 罩(Mac-
Masking)。N元遮罩即將連續的 N個字符

一起遮罩；Mac 遮罩則是將所有被遮罩

的字符都以向量上相近的字符作為替代，

而非單純的< >符號，這是考慮到< >是不會出現在下游任務的。 

 MacBERT 並非選擇使用預測下一句作為

預訓練的任務，而是以語句順序判斷

(Sentence Order Prediction)作為訓練目標。

在語句順序判斷的任務中，模型必須辨

識出兩句連續句子之間的先後關係。 
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以上三種與 BERT 不同的預訓練方式，使得

MacBERT 更能夠彌補預訓練階段與下游任務

的差異性，也使得 MacBERT 在不同任務的中

文資料集上都能夠得到比 BERT 還要優秀的成

績。 

3 方方法 (Methods) 

有鑑於近年來人工智慧、深度學習相關技術

的蓬勃發展，尤其是 BERT 及其衍生模型在各

式自然語言處理相關任務上大放異彩，刷新

了各項成績。因此，在本研究中，我們將使

用 BERT 及其衍生模型 MacBERT 進行後續實

驗與討論，探究預訓練語言模型在中文教育

文本的維度式情感分析任務上的成效。 

3.1 模型架構 (Model Architectures) 

圖 1為本研究所使用之模型架構。在模型的輸

入方面，我們在字符序列的最前面加上一個

特別的字符[ ]，在後續的分數預測時，我

們則將這個特別字符的向量輸入至全連接層，

分別得到輸入句子所對應之情緒效價與喚起

程度的預測分數。 

3.2 模型訓練 (Model Training) 

由於本次任務屬於回歸任務，因此在誤差函

式的設計方面，我們使用均方誤差(Mean 
Square Error, MSE)計算模型預測出的情緒效價

分數 、喚起程度分數 ，與正確答案 與

的誤差，並透過此誤差來優化模型的參數，

完成模型的訓練： 

 = ( ) + ( )    (1) 

在模型訓練方面，我們使用多種方法來對模

型進行訓練，方法包括將多個模型參數進行

平均、多個模型預測結果平均、使用模型預

測的結果當作虛擬標籤，並將虛擬標籤資料

與原始訓練資料結合，進行二次訓練等方

法。我們將於第四章節中詳細描述各個訓練

方法的實作細節，並且比較各個方法所訓練

出來的模型在驗證資料及測試資料上的效能

表現。 

1 https://huggingface.co/bert-base-chinese 
2 https://huggingface.co/hfl/chinese-macbert-base 

4 實驗 (Experiments) 

在實驗的部分，我們使用了 5種不同的設定方

法，訓練出了 5個子模型。而最終的輸出，則

是這 5個子模型的預測數值之平均。在本節中，

我們將展示實作細節以及在測試集上模型集

成（Ensemble）的結果。 

4.1 訓練資料 (Training Data) 

我們將 CVAW 4.0的 5,512個詞及 CVAP 2.0的
2,998 個片語以及從 CVAT 2.0 的 2,969 個句子

中抽取出 80%（2,375 筆）的句子合併作為訓

練集；CVAT 2.0剩餘的 20%（594筆）個句子

作為驗證集。經上述處理後，訓練集共有

10,885筆文件，驗證集則有 594筆資料。 

4.2 子模型 (Sub-models) 

各式子模型架構皆如表 1 所示，我們採用

BERT 或 MacBERT 作為基礎，藉由不同的訓

練方法與設定，產生六個不同的子模型。 

 方法 1：使用BERT-base1作為基礎模型，

採用Adam做為模型優化器，共迭代訓練

20 次，並使用 Noam(Ashish Vaswani, 
2017)學習率調整器，再將 warmup_steps
設定為 25,000 來調整訓練時的學習率。

最終，我們將訓練過程中，在驗證集上

誤差最低的 5 個模型參數進行平均，作

為最終的模型參數。 

 方法 2：與方法 1 相同，只是基礎模型用

MacBERT-base2。  

 方法 3：與方法 2 一樣使用 MacBERT-
base 作為基礎模型，選擇 SGD 作為優化

器，並迭代 5次，而學習率固定為 1e-3。
之後，我們額外加入 dianping3資料集做

3 https://github.com/zhangxiangxiao/glyph 

圖 1. 模型架構圖。 
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偽標籤（Pseudo Labeling），迭代 5次，

學習率固定為 1e-4。 

 方方法 4：與方法 2 一樣使用 MacBERT-
base 作為基礎模型，迭代 20 次後，選出

在驗證集上誤差最低的 4 個模型，我們

將這四個模型的輸出結果取平均，作為

最終的輸出。與方法 2不同的是，方法 4
是對輸出結果做平均，而方法 2 是對模

型參數做平均。 

 方 法 5： 使用 BERT-base-uncased 4 、

RoBERTa-wwm-ext 5 、MacBERT-base 作

為基礎模型，三種基礎模型皆使用 Adam
優化器，學習率 2e-5，各自迭代3次後，

選出在驗證集上誤差最低的模型參數。

我們將 BERT、RoBERTa與 MacBERT 輸

出的結果取平均，作為最終的輸出。 

4 https://huggingface.co/bert-base-uncased 
5 https://huggingface.co/hfl/chinese-roberta-wwm-ext 

 方法 6：使用MacBERT-large6作為基礎模

型，採用 SGD為優化器迭代 12次，學習

率固定為 1e-4。我們將訓練集透過 word
軟體分別翻譯成英文、法文、德文、日

文、俄語、義大利文後再翻譯回中文，

因此相較於其他方法，方法 6 的訓練資

料量擴增至原本的 7 倍。 

4.3 實驗結果 (Experimental Results) 

表1為各子模型在驗證集上的實驗結果。由於

共同任務最終僅能繳交兩組系統，因此我們

保留方法 1，作為一組系統；此外，我們將方

法2至方法6的預測結果取平均，作為一個集

成系統，當成第二組輸出。表2為方法1以及

集成模型在測試集上的結果。 

  從表 2 中的數據可以發現，集成模型的

均方誤差比方法 1 還要高，我們推測原因可

能來自於： 

6 https://huggingface.co/hfl/chinese-macbert-large 

 Mean Absolute Error Pearson Correlation Coefficient 
Sub-models Valence Arousal Valence Arousal 

方法 1 0.463 0.614 0.890 0.674 
方法 2 0.442 0.634 0.895 0.659 
方法 3 0.514 0.679 0.880 0.624 
方法 4 0.487 0.649 0.885 0.664 
方法 5 0.469 0.623 0.888 0.667 
方法 6 0.477 0.662 0.900 0.637 

表 1：驗證集結果 

 

 Mean Absolute Error Pearson Correlation Coefficient 
 Valence Arousal Valence Arousal 

方法 1 0.586 0.885 0.901 0.585 
集成模型 0.684 0.906 0.912 0.607 
CYUT-run1 1.695 1.177 -0.017 0.040 
CYUT-run2 1.685 1.252 0.007 -0.021 
NCU-NLP-run1 0.625 0.938 0.900 0.549 
NCU-NLP-run2 0.611 0.989 0.904 0.582 
ntust-nlp-2-run1 0.654 0.880 0.905 0.581 
ntust-nlp-2-run2 0.667 0.866 0.913 0.616 
SCUDS-run1 0.953 1.054 0.694 0.375 
SCUDS-run2 0.975 1.039 0.667 0.354 
SoochowDS-run1 2.421 1.327 0.073 0.051 
SoochowDS-run2 1.073 1.125 0.584 0.228 

表 2：測試集結果 
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 方法 2 至方法 6 所訓練出來的子模型效

能表現參差不一，觀察表 1，除了方法 2

之外，其餘方法的結果皆明顯比方法 1

差，因此即便進行預測結果整合，也無

法彌補模型效能上的缺陷，導致預測結

果不盡理想。 

 經觀察測試資料後，我們發現測試資料

中的句子與訓練資料中的句子形式上有

所差異。測試資料中的句子長度普遍較

短，且內容相較於訓練資料差異較大。

因此我們認為另一個照成集成模型效能

較差的原因是集成模型的預測結果過於

overfitting 在訓練資料上，因此在測試資

料上的預測表現不是很好。 

5 結結論 (Conclusions) 

在 Rocling 2021共同任務：教育文本的維度式

情感分析的任務中，我們的方法 1在情緒效價

與喚起程度的均方誤差分別為 0.586與 0.885，
他們的皮爾森相關係數則分別為 0.901與 0.585。
與其他隊伍相較，我們成功取得本次共同任

務裡最低的情緒效價均方誤差。因而證實我

們所提出的方法能在教育文本的維度式情感

分析的任務上擁有較好的效能表現。 
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α 0.5
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摘摘要

在這次的挑戰賽中，本研究提出結合

BERT-based 詞向量模型和 LSTM 預測

模型進行文本Valence和Arousal數值預

測。其中 BERT-based 詞向量為 768 維，

並依序將文句中每個詞向量依序輸入

LSTM 模型中進行預測。實驗結果得知

我們所提出的 BERT結合 LSTM模型遠

優於 Lasso Regression 回歸模型的結果。

Abstract

In this shared task, this paper proposes a 
method to combine the BERT-based word 
vector model and the LSTM prediction 
model to predict the Valence and Arousal 
values in the text. Among them, the BERT-
based word vector is 768-dimensional, and 
each word vector in the sentence is 
sequentially fed to the LSTM model for 
prediction. The experimental results show 
that the performance of our proposed 
method is better than the results of the 
Lasso Regression model.

關鍵字：BERT、LSTM、Lasso Regression
Keywords: BERT、LSTM、Lasso Regression

1 Introduction

情緒分析是一個非常熱門的研究領域，學者

們提出許多創新方法去分析和預測。公司可

以根據資料(如產品留言)，進行顧客對產品的

評價分析或尋找產品銷售問題，以便提高銷

售量等。在文字情緒分析中，學者們採用兩

大指標，別是 Valence 和 Arousal，進行文本情

緒分析。其中 Valence 主要是區別情感正向與

負向，而 Arousal 則是判斷情感是沉靜還是喚

起。這兩大指標普遍用於檢測與識別文本情

感訊息。如”最近上課遇到很多問題，情緒低

落”對應的 Valence 和 Arousal 分別為 1.75 和

5.64。
會議紀錄對市場走勢起著重要作用，因為

它們提供了對市場走勢的鳥瞰圖。 因此，人

們越來越有興趣從大型金融文本中分析和提

取各個方面的情緒以進行經濟預測。然而由

於 缺 乏 大 型 標 記 數 據 集 ，Aspect-based 
Sentiment Analysis (ABSA) 並未廣泛用於金融

數據。於是 Wang [1] 提出一個模型來訓練

ABSA 的金融文件，並分析其對各種宏觀經濟

指標的預測能力。Wang [1] 運用 FinBERT技術

合併文字來達到文件級別的分析。其實驗結

果顯示 Federal Open Market Committee (FOMC)
的報告文件可以解釋63%市場的成長率，員工

的情緒與通貨膨脹能解釋47%和19%相對應的

經濟因數。

網路的普及創造了一個振興的數位媒體。

隨著新聞點擊次數驅動的貨幣化，在網路新

聞競爭激烈的氛圍中，記者們調整他們的報

告以適應這樣的氛圍。由此產生的消極偏見

是有害的，會導致焦慮和情緒障礙。Kumar 等
人 [2] 在各種數據集上訓練 4 個管線化情感分

析模型(Sequential、LSTM、BERT 和 SVM 模
型)。 經過組合後，行動裝置 APP 只顯示會鼓

舞人心的故事供用戶閱讀。結果顯示有 1,300 
名用戶對該 APP評價為 4.9 星，85% 的用戶回

饋通過使用此 APP改善了心理健康。

由於來自不同文化和教育背景的人對網路

的使用呈指數增長，具仇恨攻擊的線上言論

偵測已成為當今的一個關鍵問題。區分文本

消息是否屬於仇恨言論和攻擊性語言是自動

檢測文本內容的關鍵挑戰。Bencheng 等人 [3]
提出一種將推文自動分類為三類的方法：仇

恨、攻擊性和兩者都不是。他們利用公共推

文數據集，首先進行實驗構建 BERT-based 
embedding 結合 Bi-Directional Long Short-Term 
Memory (BI-LSTM) 模型，然後他們也嘗試使

SoochowDS at ROCLING-2021 Shared Task: 
Text Sentiment Analysis Using BERT and LSTM
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用預訓練的 Glove-based embedding結合相同的

神經網絡架構。實驗考慮不同的神經網絡架

構、學習率和歸一化方法，對他們所提之 BI-
LSTM 模型進行超參數調整分析。在調整模型

並使用最佳參數組合後，在測試數據上對其

進行評估時達到了 92% 以上的準確率。在參

考上述研究後，本研究提出結合 BERT-based 
詞向量模型和 LSTM 模型進行訓練，以完成

Valence 和 Arousal 文本預測。

2 資資料集說明

本研究第一個採用的是 CVAT 1.0 及 CVAT 2.0
中文維度情感語料庫 [4]，是一個情感語料庫。

其中包含從網路中提取的 2,969 的條列句子

(CVAT 2.0)及 2,009 的條列句子(CVAT 1.0)，並

且分為六個不同類別：新聞文章、政治論壇、

汽車論壇、酒店評論、書評和筆記本電腦評

論。每個句子都用人工分類的方式標明了

Valence 和 Arousal 之維度的實值分數。這兩個

維度的範圍從 1（高度消極或平靜）到 9（高

度積極或興奮）。本研究第二個採用的是

CVAW 4.0中文維度情感詞典，包含了 5,512 個
單詞。每個單詞都使用人工分類的方式標明

Valence 和 Arousal 維度的實值分數。本研究第

三個採用的是 CVAP 2.0 中文維度情感片語，

包含 2,998 個多詞短語。每個短語由一個情感

詞和一個或多個修飾詞組成，例如修飾詞的

否定詞、情態詞和程度副詞。最後再使用測

試資料來完成 Valence 和 Arousal 文本預測。

3 System framework

在系統架構說明中，本研究首先使用 Jiba斷詞

工具將 CVAT 1.0 及 CVAT 2.0 這兩個資料集進

行斷詞處理。本研究使用了中文維度情感辭

典 CVAW、中文維度型情感片語 CVAP資料集、

地名或人名等加入 Jiba的字典裡，使斷詞更加

正確。接著本研究以 word2vector, doc2vector
和 BERT 進行詞向量模型訓練。最後分別進行

Lasso Regression 和 LSTM 模型對 Valence 和

Arousal 進行訓練，並用以預測測試集得到

Valence 和 Arousal 的結果。

3.1 斷詞模型

目前中文有兩個斷詞模型可用，一個是 Jieba
斷詞工具，而另一個是中研院的 CKIP 斷詞工

具。本研究分析使用 Jieba 斷詞工具，這個工

具有 python 的介面，使用上非常容易，可輸

入繁體字典。 因 Jiba 的本身斷詞效果有限，

因此本研究加入中文維度情感辭典 CVAW、

中文維度型情感片語 CVAP資料集。實驗結果

發現加入字典的地名、人名、專業名稱並無

有效修正，因此本研究再整理出應修正的名

稱加入字典，得到正確的斷詞結果。

3.2 詞向量模型

Word2Vector [5]是輕量級的神經網絡，其模型

僅僅包括輸入層、隱藏層和輸出層，模型框

架根據輸入輸出的不同，主要包括 CBOW 和

Skip-gram 模型。CBOW 的方式為知道詞 的

上下文 , , , 的情況預測當前

詞 ，而 Skip-gram 則是知道了詞 的情況，

對詞的上下文 , , , 進行預測。

首先介紹 Simple CBOW Mode，在我們的設

置中，詞彙量大小為 隱藏層大小為 。輸入

是一層 one-hot representation vector，這意味

著對於給定的輸入上下文詞{ … }，裡面共

個單元，其中只有一個為 1，所有其他單元

為 0。例如 = [0, … ,1, … ,0]。輸入層和輸出層

之間的權重可以用一個V × N矩陣W表示。× = { }的每一行是輸入層關聯詞的 維

向量表示 。給定一個上下文（一個詞），假

設 = 1, = 0, ，得= = ( , ) (1)
這只是將 的第 行複製到 。 是輸入詞wI的向量表示。從隱藏層至輸出層，權重矩

陣為 × = { } (2)
這是一個N × V的矩陣。使用這些權重，我們

可以計算詞彙中每單詞的分數 ，= (3) 
其中 是矩陣 的第 列。然後我們可以使

用 softmax 得到詞的後驗分佈，這是一個多項

式分佈。= = = exp ( )exp ( ) (4)

其中 是輸出層中第 個單元的輸出。對於損

失函數，在訓練目標是在給定輸入上下文詞

的權重的情況下，最大化觀察實際輸出詞

將其在輸出層中的相應索引表示為 的條

件概率 max ( | ) (5)
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= exp
而 = ( | )為損失函數，其中 是

輸出層中實際輸出詞的索引。

而在 Skip-gram Model 中，我們仍然使用

Simple CBOW Mode 對隱藏層輸出 h 相同的定

義。在輸出層，我們不是輸出一個多項式分

佈，而是輸出 個多項式分佈，

, = , = exp ( , )exp ( ) (6)

其中 , 是輸出層第 c 個面板上的第 個單詞；, 是實際第   個輸出上下文詞中的詞； 是

唯一的輸入詞； , 是第 個的輸出輸出層第

個面板上的單元； , 是第 個單元在第 個單

元上的淨輸入輸出層面板。其中因為輸出層

面板共享相同的權重，因此 , = =, = 1,2, … , ，其他參數如同 Simple CBOW 
Mode。損失函數與 Simple CBOW Mode 沒有

太大差別，= , , , , … , ,= exp ( , )exp ( ) (7)

最後詞向量模型為 BERT 模型(Bidirectional
Encoder Representations from Transformer)，是

Google 以無監督的方式利用大量無標記文本

的模型。訓練資料來源于 Wikipedia (2.5B 字)
加上 Book coupus (800M字)。批量大小為 1024
序列*128長度或 256序列*512 長度。BERT分

為兩種 BERT-Base (12-layer, 768-Hidden, 12-
head)和 BERT-Large (24-layer, 1024hidden, 16-
head)。BERT 無需標記好的資料或解釋即可進

行分析。Transformer 是 BERT的核心模組，而

Attention是 transformer的核心部分，主要是增

強語義向量，在不同的字結合中，代表識別

字所帶來的意思。

3.3 Lasso Regression

線性回歸(linear regression)，為用線性函數

(hypothesis) ( ) = +   去擬合一組數據= {( , ), ( , ), … ( , )} ，找到一組( , )，使損失 = ( ( ) ) (mse)
最小。Lasso 的全稱 Least Absolute Shrinkage 
and Selection Operator，又譯最小絕對值收斂

和選擇算子、套索算法，其 cost function 為  

= 1 ( ( ) ) + (8) 

其中 為乘子。目標為 , ，因此也將它

寫成 ,  ( ( ) ) , . . (9) 

其中   可理解為正規化力度。以 為例，

對 w 的 限 制 空 間 為 正 方 形 ， 因 此,  ( ( ) ) 的解容易切在

w 某一維為 0 的點可解決過度擬和問題以及來

做 feature selection。

3.4 LSTM 

LSTM 是為了解決 RNN 的缺點，如不能準確

處理長期序列、時間的資料。LSTM 是由四個

結構所組成，輸入門 (Input Gate)，儲存細胞

（Memory Cell），遺忘門 (Forget Gate)，輸出

門 (Output Gate）。Input gate 主要負責控制這個

值輸入，Memory Cell 儲存值，下階段在使用，

Output Gate輸出 output，Forget Gate 是否保留

或刪除特徵(feature)。LSTM 操作思路就是把

輸入到類神經網路層處理產生出結果，過程

當中，記住某些特徵，然後會跟著這些經驗

來判斷或學習。其中 (10)-(15)分別為 Input
Gate, Forget Gate 和 Output Gate 計算公式。=  ( [ , ] + ) (10)=  ( [ , ] + ) (11)=  ( [ , ] + ) (12)=  × + × (13)=  ( [ , ] + ) (14)=  × ( ) (15)

4 實驗結果

4.1 皮爾遜相關係數

皮 爾 遜 相 關 係 數 (Pearson product-moment 
correlation coefficient) [6]，又稱作 PPMCC 或

PCCs，常用 r 或 Pearson's r 表示。在統計學上，

用於度量兩個變數 和 之間的相關程度（線

性相依），其值介於-1 與 1 之間。於自然科學

領域中，該係數廣用於度量兩個變數之間的

線性相依程度。本使用的 為( , )樣本點的

標準分數的均值估算：= 1 ( )( ) (16) 
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其中   為   樣本的標準分數， 為 樣本的

平均值， 為 樣本的標準差。

4.2 平平均絕對誤差

平均絕對誤差（Mean Absolute Error, MAE），
對同一物理量，進行多次測量時，其各次測

量值和其絕對誤差不會相同，因此把各次測

量的絕對誤差取絕對值後再求平均值，稱為

平均絕對誤差，由於離差被絕對值化，不會

出現正負相抵消的情況，因能更佳地反映預

測值誤差的實際情形。指各個變量值平均數

的離差絕對值的算術平均數。 為預測值，

為真實值， = | |為絕對誤差，MAE = 1 = 1 | | (17) 

從上可知， MAE 就是指你的預測值與真實值

之間平均相差多大。

4.3 實驗參數設定

詞向量模型部分，使用的 Word2Vec 為 CBOW 
Multi-Word Context Model 的採用均值的方

式。在表示當前詞與預測詞在一個句子的最

大距離設為 10，對字典做截斷的詞頻次數少

於 1 的單詞會被丟棄。訓練並行數為 4。使用

negative sampling 的 技 巧 ， 採 用 negative 
sampling 設置 5 個 noise words，初始化權重則

使用 python的 hash函數。替代次數為 5，在分

配 word index 的時候會先對單詞基於頻率降序

排序，每一批的傳遞單詞數量為 10000，學習

速率為 0.025。特徵向量的維度為 200。
使用的 Lasso Regression 的替代次數固定為

10000，調整調整正則化的強度的值(alpha)來
尋找最佳模型，再使用預測出的數值和正確

數值本身算出 MAE 和皮爾遜相關係數。

Alpha(A)為 Arousal Lasso regression(簡 Arousal 
LR)模型參數的數值，Alpha (V) 為 Valence
Lasso regression (簡 Valence LR) 模型參數的數

值。

而 LSTM 模型中，我們設定一層 LSTM 和

一層 Neural Network，作為預測模型，其中輸

入為 BERT 所輸出之詞向量串接 Loss 
Function 是 Mean Square Error Optimizer 是

Adam 訓練  epochs 是 200。

4.4 實驗模型選擇

分析數值後，我們對 Arousal LR 模型以及

Valence LR 模型，每個取 Alpha=0.00001 和

Alpha=0.0001 去預測正確結果。結果發現無論

在 Arousal LR 模型或 Valence LR 模型，對於

Alpha=0.00001 所預測出的結果有些超過

Arousal 和 Valence 維度限制範圍 (1~9) 過多，

因此最後使用 Alpha=0.0001 的數值作為

Arousal LR 模型和 Valence LR模型的參數，並

以之預測結果。其中 Table 1 和 Table 2為 Lasso 
Regression 模型實驗結果，Table 3 為不同模型

實驗結果，最後我們選擇 BERT+LSTM model 
作為最終架構。

Table 1:  Arousal Lasso Regression Evaluation
Alpha( ) MAE Pearson's r

0.00001 0.5338 -0.192
0.0001 0.8099 -0.052
0.001 0.8142 -0.046
0.01 0.8205 -0.033
0.1 0.8361 -

Table 2:  Valence Lasso Regression Evaluation
Alpha( ) MAE Pearson's r

0.00001 0.6842 0.837
0.0001 1.1199 0.241
0.001 1.1346 0.211
0.01 1.1509 0.172
0.1 1.1702 0.081

Table 3:  Model Evaluation
Model MAE Pearson's r

Arousal Lasso Regression 1.0107 -0.046
Valence Lasso Regression 1.3176 0.211
BERT+LSTM 0.052 0.998

5 Conclusion and Future Work

在這次的挑戰賽中，我們提出結合 BERT-
based 詞向量模型和 LSTM 預測模型進行文本

Valence 和 Arousal 數值預測。實驗結果得知我

們所提出的模型遠優於 Lasso Regression 回歸

模型的結果。在未來的研究中，我們將持續

修正模型中的參數設定和字典的擴增，以期

能提升整體系統的效能。
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Abstract

This paper presents the ROCLING 
2021 shared task on dimensional sen-
timent analysis for educational texts 
which seeks to identify a real-value 
sentiment score of self-evaluation 
comments written by Chinese students 
in the both valence and arousal dimen-
sions. Valence represents the degree of 
pleasant and unpleasant (or positive 
and negative) feelings, and arousal 
represents the degree of excitement 
and calm. Of the 7 teams registered for 
this shared task for two-dimensional 
sentiment analysis, 6 submitted results. 
We expected that this evaluation cam-
paign could produce more advanced 
dimensional sentiment analysis tech-
niques for the educational domain. All 
data sets with gold standards and scor-
ing script are made publicly available 
to researchers.

1 Introduction

The goal of sentiment analysis is to automatically 
identify affective information within texts. There 
are two major models to represent affective states: 
categorical and dimensional approaches (Calvo 
and Kim, 2013). The categorical approach repre-
sents affective states as several discrete classes 
(e.g., positive, negative, neutral), while the dimen-
sional approach represents affective states as con-
tinuous numerical values on multiple dimensions, 
such as valence-arousal (VA) space (Russell, 
1980), as shown in Fig. 1. The valence represents 
the degree of pleasant and unpleasant (or positive 

and negative) feelings, and the arousal represents 
the degree of excitement and calm. Based on this 
two-dimensional representation, any affective 
state can be represented as a point in the VA coor-
dinate plane by determining the degrees of va-
lence and arousal of given words (Wei et al., 2011; 
Malandrakis et al., 2013; Wang et al., 2016a; Du 
and Zhang, 2016; Wu et la., 2017) or texts (Pal-
toglou et al, 2013; Goel et la., 2017; Zhu et al., 
2019; Wang et al., 2019; 2020; Cheng et al, 2021; 
Wu et al., 2021, Xie et al., 2021). In 2016, we 
hosted a first dimensional sentiment analysis task 
for Chinese words (Yu et al., 2016b). In 2017, we 
extended this task to include both word- and 
phrase-level dimensional sentiment analysis (Yu 
et al., 2017). This year, we explore the sentence-
level dimensional sentiment analysis task on edu-
cational texts (students’ self-evaluated comments).

Structured data such as attendance, homework 
completion and in-class participation have been 
extensively studied to predict students’ learning 
performance. Unstructured data, such as self-
evaluation comments written by students, is also a 
useful data resource because it contains rich emo-
tional information that can help illuminate the 
emotional states of students (Yu et al., 2018). Di-
mensional sentiment analysis is an effective tech-
nique to recognize the valence-arousal ratings 
from texts, indicating the degree from most nega-
tive to most positive for valence, and from most 
calm to most excited for arousal. This shared task 
provides an evaluation platform for the develop-
ment and implementation of advanced techniques 
for dimensional sentiment analysis in the educa-
tional domain.
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2 Task Description

In this task, participants are asked to provide a re-
al-valued score from 1 to 9 for both valence and 
arousal dimensions for each self-evaluation com-
ment. The input format is “sentence_id, sentence”, 
and the output format is “sentence_id, val-
lence_rating, arousal_rating”. Below are the in-
put/output formats of the example sentences. 
Example 1:

Input: 1,

Output: 1, 6.8, 5.2
Example 2:

Input: 2,

Output: 2, 3.0, 4.0

3 Datasets

Training set: There are three datasets annotated 
with valence-arousal ratings for training: 1) Chi-
nese Valence-Arousal Words (CVAW)1 (Yu et al., 
2016a), which contains 5,512 single words; 2) 
Chinese Valence-Arousal Words (CVAP)2 (Yu et 
al., 2017), which contains 2,998 multi-word 
phrases; 3) Chinese Valence-Arousal Words 
(CVAT)3 (Yu et al., 2016a), which contains 2,969 
sentences. 

Test set: A total of 1,600 sentences were collected 
from the self-evaluated comments written by uni-
versity students. Each sentence was then annotat-
ed with valence-arousal ratings by seven annota-

1 http://nlp.innobic.yzu.edu.tw/resources/cvaw.html
2 http://nlp.innobic.yzu.edu.tw/resources/cvap.html
3 http://nlp.innobic.yzu.edu.tw/resources/cvat.html

tors and the average ratings were taken as ground 
truth. Once the rating process was finished, a cor-
pus clean-up procedure was performed to remove 
outlier ratings that did not fall within the mean 
plus/minus 1.5 standard deviations. They were 
then excluded from the calculation of the average 
ratings for each sentence. 

The policy of this shared task was implemented 
as is an open test. That is, in addition to the above 
official datasets, participating teams were allowed 
to use other publicly available data for system de-
velopment, but such sources should be specified 
in the final technical report.

4 Evaluation Metrics

Prediction performance is evaluated by examining 
the difference between machine-predicted ratings 
and human-annotated ratings, in which valence 
and arousal are treated independently. The evalua-
tion metrics include Mean Absolute Error (MAE) 
and Pearson Correction Coefficient (r), as shown 
in the following equations. 

Mean absolute error (MAE)

                    
1

1 | |
n

i i
i

MAE A P
n

                 (1)

Pearson correlation coefficient (r)

1

1 ( )( )
1

n
i i
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          (2)

where Ai is the actual value, Pi is the predicted 
value, n is the number of test samples, A  and P  
respectively denote the arithmetic mean of A and 
P, and σ is the standard deviation. The MAE 
measures the error rate and the PCC measures the 
linear correlation between the actual values and 
the predicted values. A lower MAE and a higher 
PCC indicate more accurate prediction perfor-
mance.

5 Evaluation Results

5.1 Participants
Table 1 summarizes the submission statistics for 7 
participating teams (CYUT, NCU-NLP, DeepNLP, 
NTUST-NLP-1, NTUST-NLP-2, SCUDS and 
SoochowDS). In the testing phase, each team was 
allowed to submit at most two runs. Six teams 
submitted two runs, yielding a total of 12 runs for 
comparison.

neutral positivenegative

Excited

Arousal

Valence

I
High-Arousal,

Positive-Valence

II
High-Arousal,

Negative-Valence

III
Low-Arousal,

Negative-Valence

IV
Low-Arousal,

Positive-Valence
low

high

Delighted

Happy

Content

Relaxed

CalmTired
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Tense

Angry

Frustrated

Figure 1: Two-dimensional valence-arousal 
space.
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5.2 Baseline
We implemented a baseline using a lexicon-based 
method to calculate the VA ratings of texts by av-
eraging the VA ratings of affective words match 
between the texts and CVAW 4.0 (Yu et al., 
2016a). For the test instances that contain no af-
fective words in the lexicon, their VA ratings will 
be assigned with 5. 

5.3 Results
Tables 2 shows the results of valence-arousal pre-
diction on the test set. Most of the results outper-
formed the baseline. The three best performing 
systems are summarized as follows.

Valence MAE: NTUST-NLP-1-run2, NCU-
NLP-run2 and NCU-NLP-run1

Valence r: NTUST-NLP-2-run2, NTUST-NLP-
1-run1 and NTUST-NLP-2-run1

Arousal MAE: NTUST-NLP-2-run2, NTUST-
NLP-2-run1 and NTUST-NLP-1-run2

Arousal r: NTUST-NLP-2-run2, NTUST-NLP-
1-run1 and NTUST-NLP-1-run2

There is a late submission for the CYUT team 
because the order of their scores in the initial 
submission is not consistent with that of the test 
set, thus yielding a negative correlation. The re-
sults of the late submission show the actual per-
formance of their proposed method.

Team Affiliation #Run
CYUT Chaoyang University of Technology 2

NCU-NLP National Central University 2

DeepNLP Nanjing University 0
NTUST-NLP-1 National Taiwan University of Science and Technology 2
NTUST-NLP-2 National Taiwan University of Science and Technology 2

SCUDS Soochow University 2

SoochowDS Soochow University 2

Table 1: Submission statistics for all participating teams.

Team Valence MAE Valence r Arousal MAE Arousal r
Baseline 1.143 0.457 0.954 0.278

CYUT-run1 1.695 -0.017 1.177 0.040
CYUT-run2 1.685 0.007 1.252 -0.021

NCU-NLP-run1 0.625 0.900 0.938 0.549
NCU-NLP-run2 0.611 0.904 0.989 0.582
ntust-nlp-1-run1 0.684 0.912 0.906 0.607
ntust-nlp-1-run2 0.586 0.901 0.885 0.585
ntust-nlp-2-run1 0.654 0.905 0.880 0.581
ntust-nlp-2-run2 0.667 0.913 0.866 0.616

SCUDS-run1 0.953 0.694 1.054 0.375
SCUDS-run2 0.975 0.667 1.039 0.354

SoochowDS-run1 2.421 0.073 1.327 0.051
SoochowDS-run2 1.073 0.584 1.125 0.228

Late-CYUT-run1 0.674 0.870 0.901 0.531
Late-CYUT-run2 0.600 0.900 0.877 0.565

Table 2:  Comparative results of valence-arousal prediction on the test set.

The 33rd Conference on Computational Linguistics and Speech Processing (ROCLING 2021) 
Taoyuan, Taiwan, October 15-16, 2021. The Association for Computational Linguistics and Chinese Language Processing

387



6 Conclusions

This study describes an overview of the RO-
CLING 2021 shared task on dimensional senti-
ment analysis for educational texts, including task 
design, data preparation, performance metrics and 
evaluation results. We hope the data sets collected 
and annotated for this shared task can facilitate 
and expedite future development in this research 
area. Therefore, all data sets with gold standard 
and scoring script are publicly available4.

Acknowledgments
This work was supported by the Ministry of Sci-
ence and Technology, Taiwan, ROC, under 
Grant No. MOST 110-2628-E-155-002.

References 
Rafael A. Calvo and Sunghwan Mac Kim. 2013. 

Emotions in text: dimensional and categorical 
models. Computational Intelligence, 29(3):527-
543.

Yu-Ya Cheng, Yan-Ming Chen, Wen-Chao Yeh, and 
Yung-Chun Chang.2021. Valence and Arousal-
Infused Bi-Directional LSTM for Sentiment Anal-
ysis of Government Social Media Management. 
Applied Sciences, 11(2):880.

Steven Du and Xi Zhang. 2016. Aicyber's system for 
IALP 2016 shared task: Character-enhanced word 
vectors and Boosted Neural Networks. In Proc. of 
IALP-16.

Pranav Goel, Devang Kulshreshtha, Prayas Jain and 
Kaushal Kumar Shukla. 2017. Prayas at EmoInt 
2017: An Ensemble of Deep Neural Architectures 
for Emotion Intensity Prediction in Tweets. In 
Proc. WASSA-17, page 58–65.

Nikos Malandrakis, Alexandros Potamianos, Elias 
Iosif, and Shrikanth Narayanan, 2011. Kernel mod-
els for affective lexicon creation. In Proc. of IN-
TERSPEECH-11, pages 2977-2980.

Georgios Paltoglou, Mathias Theunis, Arvid Kappas, 
and Mike Thelwall. 2013. Predicting emotional re-
sponses to long informal text. IEEE Trans. Affec-
tive Computing, 4(1):106-115.

James A. Russell. 1980. A circumplex model of affect. 
Journal of Personality and Social Psychology, 
39(6):1161.

Jin Wang, Liang-Chih Yu, K. Robert Lai and Xuejie 
Zhang. 2016a. Community-based weighted graph 
model for valence-arousal prediction of affective 

4 https://rocling2021.github.io/

words, IEEE/ACM Trans. Audio, Speech and Lan-
guage Processing, 24(11):1957-1968.

Jin Wang, Liang-Chih Yu, K. Robert Lai, and Xuejie 
Zhang. 2016b. Dimensional sentiment analysis us-
ing a regional CNN-LSTM model. In Proc. of 
ACL-16, pages 225-230.

Jin Wang, Liang-Chih Yu, K. Robert Lai and Xuejie
Zhang. 2019. Investigating Dynamic Routing in 
Tree-Structured LSTM for Sentiment Analysis. In 
Proc. of EMNLP/IJCNLP-19, pages 3423-3428.

Jin Wang, Liang-Chih Yu, K. Robert Lai and Xuejie 
Zhang. 2020. Tree-Structured Regional CNN-
LSTM Model for Dimensional Sentiment Analysis. 
IEEE/ACM Trans. Audio, Speech and Language 
Processing, 28:581-591.

Wen-Li Wei, Chung-Hsien Wu, and Jen-Chun Lin. 
2011. A regression approach to affective rating of 
Chinese words from ANEW. In Proc. of ACII-11, 
pages 121-131. 

Chuhan Wu, Fangzhao Wu, Yongfeng Huang, Sixing 
Wu and Zhigang Yuan. 2017. THU_NGN at 
IJCNLP-2017 Task 2: Dimensional Sentiment 
Analysis for Chinese Phrases with Deep LSTM. In 
Proc. of IJCNLP-17, Shared Tasks, pages 47–52.

Jheng-Long Wu, Min-Tzu Huang, Chi-Sheng Yang, 
and Kai-Hsuan Liu. 2021. Sentiment analysis of 
stock markets using a novel dimensional valence–
arousal approach. Soft Computing, 25:4433–4450.

Housheng Xie, Wei Lin, Shuying Lin, Jin Wang, and 
Liang-Chih Yu. 2021. A multi-dimensional relation 
model for dimensional sentiment analysis. Infor-
mation Sciences, 579:832-844.

Liang-Chih Yu et al. 2018. Improving Early Predic-
tion of Academic Failure Using Sentiment Analysis 
on Self-evaluated Comments. Journal of Computer 
Assisted Learning, 34(4):358-365.

Liang-Chih Yu, Lung-Hao Lee, Shuai Hao, Jin Wang, 
Yunchao He, Jun Hu, K. Robert Lai, and Xuejie 
Zhang. 2016a. Building Chinese affective re-
sources in valence-arousal dimensions. In Proc. of 
NAACL/HLT-16, pages 540-545.

Liang-Chih Yu, Lung-Hao Lee and Kam-Fai Wong. 
2016b. Overview of the IALP 2016 shared task on 
dimensional sentiment analysis for Chinese words, 
in Proc. of IALP-16, pages 156-160.

Liang-Chih Yu, Lung-Hao Lee, Jin Wang and Kam-
Fai Wong. 2017. IJCNLP-2017 Task 2: Dimen-
sional Sentiment Analysis for Chinese Phrases. In 
Proc. of IJCNLP-17, Shared Tasks, pages 9-16.

Suyang Zhu, Shoushan Li and Guodong Zhou. 2019. 
Adversarial Attention Modeling for Multi-
dimensional Emotion Regression. In Proc. of ACL-
19, pages 471–480.

The 33rd Conference on Computational Linguistics and Speech Processing (ROCLING 2021) 
Taoyuan, Taiwan, October 15-16, 2021. The Association for Computational Linguistics and Chinese Language Processing

388


	The 33rd
	第三十三屆自然語言與語音處理研討會
	October 15-16, 2021, Taoyuan, Taiwan, R.O.C.
	ROCLING 2021: The 33rd Conference on Computational Linguistics and Speech Processing
	主辦單位：
	共同主辦單位：
	協辦單位：
	贊助單位：

	Organizing Committee
	Honorary Chair
	Conference Chairs
	Program Chairs
	Tutorial Chair
	Publication Chair
	Special Session Chair
	Shared Task Chair

	Program Committee
	Messages from Conference Chairs
	Messages from Program Chairs
	NLP Keynote by Prof. Vincent Ng
	Event Coreference Resolution: Successes and Future Challenges
	Speaker: Prof. Vincent Ng
	Biography
	Abstract

	Speech Keynote by Dr. Jinyu Li
	Advancing end-to-end automatic speech recognition
	Speaker: Dr. Jinyu Li
	Biography
	Abstract


