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Abstract
Computational humor generation is one of the
hardest tasks in natural language generation,
especially in code-mixed languages. Exist-
ing research has shown that humor generation
in English is a promising avenue. However,
studies have shown that bilingual speakers of-
ten appreciate humor more in code-mixed lan-
guages with unexpected transitions and clever
word play. In this study, we propose several
methods for generating and detecting humor
in code-mixed Hindi-English. Of the exper-
imented approaches, an Attention Based Bi-
Directional LSTM with converting parts of text
on a word2vec embedding gives the best re-
sults by generating 74.8% good jokes and In-
dicBERT used for detecting humor in code-
mixed Hindi-English outperforms other humor
detection methods with an accuracy of 96.98%.

1 Introduction

Humor is one of the most powerful tools of com-
munication capable of transforming negative senti-
ments and emotions to positive ones (Savage et al.,
2017, Castro et al., 2016). From the early 1990’s,
computer science researchers and linguistic schol-
ars have attempted to generate humor using com-
puters giving rise to the field of computational hu-
mor generation. However, the task of humor gen-
eration has proven to be one of the most difficult
tasks in natural language generation due to the lack
of fundamental knowledge of how brains perceive
and generate humor and its intimate link with the
inner workings of the brain (Binsted et al., 2006).

While the field of computational humor gen-
eration is nowhere near saturation, deep learning
techniques have shown promising results (Ren and
Yang, 2017). Meanwhile, studies have shown that
appreciating humor in jokes involves resolution
and incongruity-detection, both of which require
a strong command over the medium of commu-
nication of the joke (Ayçiçeği-Dinn et al., 2018).

The added element of surprise and clever word-
play by rhyming a logically apt word from another
language in a joke adds to its humor (Schröter,
2005). These studies and observations show that
code-mixed joke generation can prove effective in
creating humor. Code-mixing refers to the insertion
of words, phrases, and morphemes of one language
into a statement or an expression of another lan-
guage (Alex, 2008).

India has around 350 million people that speak
code-mixed Hindi-English (popularly known as
Hinglish) (GTS, 2019), and according to David
Crystal, a British linguist at the University of Wales,
the world’s Hinglish speakers may soon outnumber
native English speakers. This makes Hinglish one
of the most widely spoken code-mixed languages
worldwide.

In this paper, we aim to generate and detect hu-
mor in code-mixed Hindi-English. Although a lot
of work has been carried out on humor genera-
tion and detection in English (Zhang et al., 2020,
Petrović and Matthews, 2013, Winters et al., 2019,
Dybala et al., 2010, Winters et al., 2018), and hu-
mor detection in code-mixed Hindi-English (Khan-
delwal et al., 2018), humor generation in code-
mixed languages is relatively unexplored. To the
best of our knowledge, we are the first to attempt
humor generation in code-mixed languages.

The contributions of our work include

1. Exploration of novel methodologies to gener-
ate humor in code-mixed Hindi-English.

2. Using transformers and other deep learning
models to create classifiers to detect humor in
code-mixed Hindi-English.

2 Related Works

Early papers date back to 1994 when Graeme
Ritchie and Kim Binsted designed a computer
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program called JAPE (Joke Analysis and Produc-
tion Engine) which was used to generate question-
answer type of puns. It was in 2005 when Graeme
Ritchie introduced various pun generation mecha-
nisms. They divided puns into two major categories
of self-contained puns which are portions of text
that can be used as humorous objects in a wide
variety of situations. Their best preconditions to be
used are preferred know-how (of the surrounding
lifestyle, and so on) and contextually integrated
puns which are used with a broader discourse and
some more text (Ritchie, 2005).

Past endeavors using template-based approaches
depend on formats and several constraints which
intensely compel the quality and variety of gen-
erated sentences. Most past research is focused
towards using layouts which are helpful for gener-
ating template based jokes, but they are often rigid.
None of the frameworks intended to be innovative
as the skeletons of the sentences are fixed. Owing
to this, over time the quest of joke generation has
shifted from template-based approaches to neural
networks.

Various work has been done for pun generation
using the LSTM approach. The initial model was
proposed by Ren and Yang (2017)’s current af-
fair jokes generator which was trained on a joke
corpus along with news data for current affairs
using LSTM RNN as architecture and GloVe as
vector representation for training data (Amin and
Burghardt, 2020). The results however, were not
satisfactory. Another such attempt was made by us-
ing a conditioned neural language model that was
trained using general text corpus which was then
passed through a decoding algorithm (Yu et al.,
2018). Though these neural network techniques
gave creative outputs, they lacked humor in compar-
ison to template-based approaches which showed
fairly good humor despite lacking creativity. In
this paper we take a deeper dive into humor genera-
tion using neural networks and attempt to generate
humor using deep learning models in code-mixed
Hindi-English.

3 Proposed Methodology

The proposed methodology consists of two sec-
tions, each covering a major contribution of this
paper.

3.1 Humor Detection

For the purpose of humor detection, deep learning
models and transformers have been used. To create
embeddings, we have scraped a dataset of 412k
Hinglish tweets from Twitter and pre-processed
them by removing rare words, hashtags, mentions
and Uniform Resource Locators (URLs) to create
word embeddings. For better comparison of results,
we have used the dataset of 3453 jokes in code-
mixed Hindi-English created by Khandelwal et al.
(2018).

mBERT BERT is a bi-directionally trained lan-
guage model which helps it to obtain a deeper
sense of the language flow compared to single direc-
tion trained models (Devlin et al., 2019). mBERT
takes a multilingual dataset to train the model. It
uses a multi-layer bidirectional transformer en-
coder which is capable of learning deep bidirec-
tional representations and can easily be fine-tuned
for several tasks including humor detection. All
the more explicitly, given a sentence, our approach
first obtains its token representation which is fed to
the output layer which acts as a binary classifier by
using class labels. The final output layer generates
scores which are used to further train the model
by calculating the mean squared error between the
predicted score and label (Mao and Liu, 2019).

IndicBERT Just like mBERT, IndicBERT is also
used to solve a variety of NLP tasks in the multi-
lingual context. IndicBERT is a multilingual AL-
BERT model pre-trained solely on 12 significant
Indian dialects consisting of about 9 billion tokens
and evaluated using a variety of tasks. It has much
fewer parameters as compared to other multilin-
gual models like mBERT (Kakwani et al., 2020)
and performs better than mBERT on most tasks
involving Indic languages. The major advantage of
this model is that it performs well even with small
training datasets and excels in doing cross-lingual
learning which is beneficial while using Indian lan-
guages which lack these resources.

3.2 Humor Generation

We have explored humor generation in code-mixed
Hindi-English using two methods.

3.2.1 Training deep learning models on
Hindi-English jokes

The most direct method of generating humor in
code-mixed Hindi-English is by using deep learn-
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ing models to generate text on a dataset of code-
mixed Hindi-English jokes. However, training
deep learning models on Hindi-English jokes by
using English word embeddings leads to unintel-
ligible words and jokes due to lack of understand-
ing of Hindi words. To resolve this problem, we
have used the embeddings from the 412K Hinglish
tweets mentioned earlier. We have used Word2Vec
(Mikolov et al. (2013a), Mikolov et al. (2013b))
and FastText (Bojanowski et al., 2017, Joulin et al.,
2017) for generating word embeddings.

3.2.2 Converting English jokes to code-mixed
Hindi-English

For this method, we have used deep learning mod-
els trained on a dataset of 200K English jokes cre-
ated by Pungas (2017). The embeddings are cre-
ated using Word2Vec and FastText but only for
English text instead of Hindi-English text. The
generated jokes are purely in English. We have
experimented with two methods to convert this En-
glish text (jokes) to code-mixed Hindi-English:

1. Converting parts of text: Using a part-of-
speech tagger, singular and plural nouns have
been converted from each English joke to
Hindi. While converting multiple other parts-
of-speech have been tested, it often leads to
unintelligible results in the context of the en-
tire sentence.

2. Using Pre-trained Encoder and Transfer
Learning: A Semi-supervised Approach to
Generate Code-Mixed Text using Pre-trained
Encoder and Transfer Learning as proposed
by Gupta et al. (2020) is used to convert jokes
generated in English to code-mixed Hindi-
English jokes.

The jokes generated by these techniques contain
code-mixed elements of Hindi and English.

The following architectures have been used
to create models for each of the aforementioned
methods

1. LSTM: Hochreiter and Schmidhuber (1997)

2. Bi-directional LSTM: Schuster and Paliwal
(1997)

3. Attention Based Bi-directional LSTM: Zhou
et al. (2016)

For generating jokes using these models, the
first word or sentence could be provided as an in-
put or could be chosen randomly by the model.
While choosing a word would be ideal for generat-
ing jokes on a particular topic, randomly choosing
words would give room for creativity. Ideally, the
model should then pick the word with highest prob-
ability of occurring in a given context since that
would lead to a better joke based on its learning
from the training data. However, this could lead to
boring and conservative predictions (Ren and Yang,
2017). This can be countered by using weighted-
pick strategies that encourages the model to take
greater risks at the cost of getting poor jokes more
often. The model thus picks random words from
the vocabulary according to the weights, which
are the probabilities coming from the last softmax
layer.

4 Experimental Results

4.1 Humor Detection

The dataset of jokes in code-mixed Hindi-English
created by Khandelwal et al. (2018) is used for
training transformers and deep learning models for
detecting humor. Each transformer is trained for
a total of 5 epochs, and each deep learning model
has been trained for 20 epochs with a 15 percent
validation split for each.

The hyper-parameters used for all RNNs are:
dropout for recurrent state = 0.2, dropout for input
state = 0.2, number of LSTM units = 150

Each transformer and deep learning model per-
forms the task of binary classification to detect
whether a particular text is humorous or not. Deep
learning models have been given the word embed-
dings of Hindi-English text as described earlier.
As evident from Table-1, IndicBERT gives the best
classification results among the tested architectures,
and transformers significantly outperformed other
deep learning models.

Model Accuracy
LSTM 74.48%
Bi-Directional LSTM 74.80%
Attention Bi-Directional LSTM 79.31%
mBERT 95.37%
IndicBERT 96.98%

Table 1: Humor Detection Accuracies on the dataset of
jokes in code-mixed Hindi-English created by Khandel-
wal et al. (2018)
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Model Percentage of Good Jokes
Word2Vec FastText

LSTM 68.8% 67.2%
Bi-Directional LSTM 69% 68.9%

Attention Based Bi-Directional
LSTM

72.4% 71.3%

Table 2: Percentage of good jokes generated by training deep learning models on Hindi-English jokes

Thus, with a validation accuracy of 96.98%, In-
dicBERT outperforms mBERT that has a validation
accuracy of 95.37%.

4.2 Humor Generation

We have experimented with two different types of
humor generation techniques. In both techniques,
the hyper-parameters for the RNNs are: dropout
for recurrent state = 0.2, dropout for input state =
0.2, number of LSTM units = 300.

4.2.1 Training deep learning models on
Hindi-English jokes

For creating jokes using a dataset of Hindi-English
jokes, we experimented with Word2Vec and Fast-
Text embeddings created using a dataset of 412k
Hinglish tweets from Twitter. We generated 1000
jokes using each deep learning model and ran it on
the IndicBERT classifier created for humor detec-
tion to find the percentage of good jokes generated
by the deep learning model. Table-2 shows the
percentage of good jokes created using this joke
generation method for each deep learning model.

Among the tested architectures, Attention Based
Bi-Directional LSTM gives the best result with
72.4% good jokes with Word2Vec embeddings. It
is also observed that Word2Vec gives slightly bet-
ter results than the corresponding FastText embed-
dings. Possible reasons for this observation may
include the fact that code-mixed data does not allow
n-grams to be the primary criterion for classifica-

tion.

4.2.2 Converting English jokes to code-mixed
Hindi-English

For creating jokes in English and converting them
to code-mixed Hindi-English we again experi-
mented with Word2Vec and FastText embeddings
but only for English. From each deep learning
model, 1000 jokes are generated. These 1000
jokes in English are converted to code-mixed
Hindi-English by two methods- converting parts of
text, and using Pre-trained Encoder and Transfer
Learning. The obtained code-mixed Hindi-English
jokes are passed through the previously created In-
dicBERT classifier. The percentage of good jokes
generated are shown in Table-3.

It can be observed from Table 3 that Attention
Based Bi-directional LSTM created from English
jokes converted to code-mixed Hindi-English by
converting parts of text gives the best results by
creating 74.8% good jokes. It can be deduced that
usage of unexpected and unusual words adds to the
element of surprise in between an English joke and
adds to the element of humor more than converting
the entire sentence to a logical code-mixed joke.

Table-4 gives samples of good and bad jokes
generated from each of the methods. All Hindi
words are written in the Devanagari script to differ-
entiate between English and Hindi words used in a
joke. It is noteworthy that a substantial amount of
humor is lost in translation of the joke to English

Model
Percentage of Good Jokes

Converting Parts Of Text Using Pre-trained Encoder
and Transfer Learning

Word2Vec FastText Word2Vec FastText
LSTM 69.4% 69.1% 69.2% 68.8%

Bi-directional LSTM 71.5% 70.9% 70.7% 70.2%
Attention Based Bi-directional

LSTM
74.8% 73.2% 74.2% 73.6%

Table 3: Percentage of good jokes generated by converting English jokes to code-mixed Hindi-English
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Table 4: Samples of good and bad jokes generated by each method in native scripts

as presented in the table.

5 Conclusion and Future Work

In this paper, we propose novel approaches for hu-
mor generation in code-mixed Hindi-English and
explored the idea of using deep learning models for
generating and detecting humor in it. One of the
proposed approaches uses LSTM, Bi-Directional
LSTM and Attention Based LSTM for generating
jokes in code-mixed Hindi-English using Hinglish
word embeddings and the other uses the same deep
learning approaches to generate jokes in English
which are further transformed into code-mixed
Hindi-English by converting selective parts of text
or using a pre-trained encoder and transfer learning
method. The produced jokes were evaluated using
IndicBERT which performed better than other hu-
mor detection models with an accuracy of 96.98%.
The proposed conversion of parts of a joke gener-
ated in English gave the best results in humor gener-
ation by producing 74.8% good jokes on word2vec
embedding. Compared to the state of the art hu-
mor detection models, our proposed approach per-
formed better at detecting humor on code-mixed
Hindi-English data. Since humor generation in
code-mixed Hindi-English is unexplored, this pa-
per proposes a baseline for future work.
Future work may include extension of humor gen-
eration to other code-mixed languages, usage of
contextualized embeddings, and better deep learn-
ing techniques that understand humor more deeply.
Furthermore, better models can be built using iter-
ative data augmentation in such low-resource sce-

narios. Appropriate usage of phonetic models to
generate similar sounding words with contrasting
meanings in the parent code-mixed languages un-
der consideration could be another potential avenue
for future research.
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