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Abstract

We introduce a multi-label text classifier with
per-label attention for the classification of
Electronic Health Records according to the
International Classification of Diseases. We
apply the model on two Electronic Health
Records datasets with Discharge Summaries in
two languages with fewer resources than En-
glish, Spanish and Swedish. Our model lever-
ages the BERT Multilingual model (specifi-
cally the Wikipedia, as the model have been
trained with 104 languages, including Span-
ish and Swedish, with the largest Wikipedia
dumps1) to share the language modelling ca-
pabilities across the languages. With the per-
label attention, the model can compute the rel-
evance of each word from the EHR towards the
prediction of each label. For the experimental
framework, we apply 157 labels from Chap-
ter XI – Diseases of the Digestive System of
the ICD, which makes the attention especially
important as the model has to discriminate be-
tween similar diseases.

1 Introduction

Electronic Health Records (EHRs) are classified
by clinical experts for documentation, reporting
global health vital statistics, insurance billing, etc.
International Classification of Diseases (ICD) is
used world-wide to define diagnostic terms and
procedures and serves to encode EHRs. There
are thousands of terms encoded within the ICD
WHO (2016). For medical experts, reading EHRs,
lengthy and technical documents, finding explicit
and implicit mentions of diagnoses and procedures
for then assigning standard ICD codes is cumber-
some and requires specific training. In fact, it is
well-known that manual encoding is not error-free,
as an example, Jacobsson and Serdén (2013), es-
timated that 20% of them were either incorrect or

1https://github.com/google-
research/bert/blob/master/multilingual.md#list-of-languages

were missing. In this context, natural language
understanding brings opportunities to bridge the
needs of the society in terms of computer aided
coding approaches.

In 2006, it was argued that Natural Language
Processing (NLP) tools could quickly help iden-
tify codes in discharge summaries Kukafka et al.
(2006). Today NLP tools for classifying clinical
documents written in English are widespread. Even
more, languages with scarce resources for biomed-
ical NLP like Spanish, Italian, Swedish, etc., are
in the limelight in the last years to develop codi-
fication systems as has been done for English. In
the context of working towards the codification
of documents, in languages with a small number
of resources for NLP, different tasks have been
addressed. In 2018 CLEF Névéol et al. (2018b)
worked with Italian, French and Hungarian for the
automatic codification of death certificates. Each
death certificate consisted of a few words (on aver-
age 20 words) with at least one main diagnosis. In
2020 the CodiEsp task at CLEF Miranda-Escalada
et al. (2020) consisted on the automatic assignment
of ICD-10 codes to Spanish Clinical Records with
350 tokens on average. For Swedish Henriksson
et al. (2011) the authors mentioned that the corpus
was compiled with documents that on average had
a length of 96 words.

Admittedly, multi-label classification is chal-
lenging, particularly with extensive label-sets (as
it is the case of the ICD) and domain-specific cor-
pora, and even more when it comes to dealing with
clinical information extraction on languages other
than English Névéol et al. (2018a). Spanish and
Swedish researchers are striving to bridge this gap,
indeed, as the first and relevant step, they gathered
corpora conveying patient records Oronoz et al.
(2015); Dalianis (2018). Previous works showed
that the multi-label classification problem of EHRs
coded with ICD-10 can be tackled with an adapted
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BERT architecture Amin et al. (2019); Zhang et al.
(2020).

Moreover, we focused just on a sub-set of the
ICD, i.e. the Diseases of the Digestive System (the
ICD codes starting with the letter K). Focusing on
semantically related diseases poses an added chal-
lenge, since the Natural Language Understanding
(NLU) in charge of encoding the input EHR must
be able to cope with the nuances inherent to the
distinction of similar diseases. Unarguably, it is
easier to distinguish two diseases each belonging
to a different body-part than two diseases within
the same body-part (as it is this case distinguish-
ing diseases all within the digestive system). In
summary, distinguishing semantically different dis-
eases (e.g. gastrointestinal vs cardio-pulmonary)
would be easier than distinguishing two diseases
within the same speciality. To that end, the LM
and the attention mechanisms play the most criti-
cal role, so we opted for the transformers models.
BERT-based approaches have been tested in this
context, with attention mechanisms as a strength
towards finding relationships between input text
with output ICD codes. The attention is a mecha-
nism whose effectiveness has also been shown with
other architectures such as RNNs with LSTM units
Hochreiter and Schmidhuber (1997) or Convolu-
tional Neural Networks Du et al. (2017).

Nevertheless, in this context we are dealing with
scarce resources and relatively similar codes. In
this line, the main scientific contribution of this
paper rests on the implementation of a head adapted
for BERT with multiple label attention mechanisms
(instead of a generic one) in order to delve deeper
into the nuances of the understanding module. In
this work, we have implemented a per-label at-
tention mechanism, and given that regular BERT
models also have the self-attention mechanism, it
allowed us to compare the effect of different atten-
tion mechanisms. The per-label attention mecha-
nism allows the model to give a different relevance
to each word and ICD code pair, contrary to the reg-
ular attention mechanism. The experimental results
support the approach’s acceptable performance, so
we decided to release the head for the scientific
community.

2 Corpora

We have applied two datasets of languages with
scarce resources for this work, i.e., languages with
fewer resources than English, specifically, Spanish

and Swedish. Both datasets are Electronic Health
Records containing Discharge Summaries from pa-
tients. The Spanish EHRs are from the Emergency
Services of the Basque Health Public System, con-
veying records, and therefore labels, from all the
medical specialities Oronoz et al. (2015). How-
ever, the Swedish EHRs are only from the gastro-
surgery medical specialisation and comes from
the research infrastructure Health Bank - Swedish
Health Record Research Bank2, at Stockholm Uni-
versity. Therefore, to have equal label sets, we
have selected the ICD codes shared between both
datasets to carry out the experiments, obtaining 157
codes, all from the Chapter XI of the ICD-10, i.e.,
Diseases of the Digestive System. By selecting
the codes of some specialities the number of avail-
able EHRs is reduced but the label sets are easier
to handle. Training specific models on EHRs of
specialities improves the performance against train-
ing general models Blanco et al. (2020). For the
Swedish ICD-10 corpus data set the Swedish KB-
BERT model Malmsten et al. (2020) has been ap-
plied with good results, see (Remmer et al., 2021).

Here we present a quantitative description and
comparison between both datasets. Regarding the
input, the Swedish dataset is more than twice larger
in number of EHRs, with 8,909 records in contrast
to the 3,891 available Spanish EHRs. Nevertheless,
the vocabulary (i.e., number of unique words) is
around three times bigger for the Spanish dataset.
One explanation is that the Spanish EHRs come
from several specialities, and therefore there is a
higher lexical variability due to the specific terms
of each medical specialisation. Also, the Spanish
EHR contains lab tests, which could increase the
number of unique words significantly.

Regarding the output, both datasets are equiva-
lent, with the same set of 157 gastrointestinal ICD-
10 codes. Although this is just a subset of the labels,
there are still infrequent codes. For example, only
45 codes from the 157 appear in at least 1% of the
EHRs. This fact makes the task even more chal-
lenging, as, for around 28% of the labels, there are
only a few samples from where the model can learn.
Even though the number of labels is the same, the
distinct label sets (i.e., label combinations that are
unique) are larger in the Swedish dataset than in
the Spanish (1,288 and 558, respectively) due to
the higher number of records. The ratio between
the distinct label sets and the number of records

2http://dsv.su.se/healthbank
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is similar, 6.97 for Spanish and 6.91 for Swedish,
meaning that about the same number of EHRs lead
to the same number of unique label sets.

The most significant differences come when eval-
uating the length of the EHRs, as the Spanish EHRs
are significantly longer. While the Spanish records
convey 984 words on average, the Swedish only
have 74 words. The standard deviation is also
more prominent in proportion, with 491 for the
Spanish and 77 for the Swedish (note that the stan-
dard deviation is higher than the mean). Although
the records from both datasets are Discharge Sum-
maries, it seems that not all the Swedish records
are complete summaries, but instead a summary
or even one-sentence synopsis of the patient’s out-
come.

3 Methodological Approach

Focusing the attention on the methodology, in
Amin et al. (2019) the authors demonstrate the
effectiveness of transfer learning with pre-trained
language representation model BERT without at-
tention for the multi-label classification of German
non-technical summaries (NTSs) of animal exper-
iments. In e-Health 2020 the authors of López-
Garcıa et al. (2020) tackled the task as a multi-label
classification problem using BERT model Devlin
et al. (2019) for the automatic clinical coding of
medical cases in Spanish. NLU results crucial to
this task and Transformers-based Language Mod-
els (LM) are, doubtlessly, the key strength of most
recent approaches such as multi-label biomedical
text classification Gu et al. (2020). All this and
the inherent challenges related to our work (e.g.
the ability to distinguish concepts leveraging se-
mantically related diseases) motivated us towards
BERT-based approaches. Another fact in favour
to this choice rests on the ability to the transfer
learning between the two languages and, if possi-
ble, get benefits from one Language Model to the
other. That is, the resources from one language can
boost the LM of the other one, while the system
remains decoupled from the data.

In order to tackle the multi-label text classifica-
tion task, we applied a model with a Transformer-
based architecture. The problem to solve is the
mapping between the input of the EHRs (the raw
text, X) and a subset of ICDs from the entire la-
bel set, C, where |C| is the number of codes. The
Deep Learning model is trained for the downstream
task with pairs of input and output (i.e., EHR texts

and ICD codes). The Transformer-based neural
network model is trained with instances compris-
ing pairs of input (EHR text) and output (ICD
codes). The j-th instance is described formally
as (Xj , c

j) ⊆ Σ∗ × {0, 1}|C|. The input-output
pair is as follows: Xj is the string of any length
(comprised by tokens from the vocabulary Σ), i.e.
the EHR. cj is a presence-bits array. cji encodes
the absence or presence of each code Ci ∈ C linked
to the instance Xj , i.e. the ICDs assigned to the
EHR.

From the input text, Xj , fed to the Language
Model part of the model, a hidden document repre-
sentation is obtained. The importance of this rests
in that our multi-label classifier is built on top of
a BERT model (see Section 3.1). The LM is the
core of the Transformer-based NLP models. The
principal contribution of this work is the use of the
hidden representation to compute attention weights
that are label-specific for each input token. Af-
ter computing the attention, the final output (label
predictions) is computed with a fully connected
layer that is fed with another document representa-
tion got from the label-specific attention layers. To
support the reproducible research, we release the
code of the per-label attention mechanism with this
article.

3.1 Baseline: BERT to Boost LM

The Language Models based on Transformers,
specifically BERT models Devlin et al. (2019),
have been acknowledged due to their ability to
generate contextual representations. In this work,
we have to differentiate between very similar diag-
noses (all from the gastrointestinal service), which
motivated the chosen BERT model as the LM part
of our multi-label text classification system to gen-
erate the representation of the EHRs. A BERT
model is also suitable because of its built-in self-
attention function, which can connect different
locations of a single input sequence to one an-
other. We also turned to BERT because it has been
shown to expand Recurrent Neural Networks’ abil-
ity to model dependencies to long-distance patterns
Hochreiter and Schmidhuber (1997).

In an attempt to encompass Spanish and
Swedish, EHRs were represented with shared LMs.
The transfer learning approach of sharing the LM
poses two advantages. On the one hand, it allevi-
ates the training process for each language since
just the task-dependent module (i.e. ICD multi-



168

label classification) has to be trained. On the
other hand, this bypasses the lack of in-domain
data for languages other than English. Indeed, the
multi-lingual LM, with English, leverages other
languages such as Spanish and Swedish in a syn-
ergistic effect since cross-language regularities are
captured Pires et al. (2019).

The LM part is the core of the BERT models,
but coupling different heads on top of the LM is
what concedes the ability to tackle numerous down-
stream tasks, as multi-label classification. Since
there are many parameters to describe both the
LM and the head for the downstream task, training
a BERT model is challenging. The LM module
contains the broad majority of the parameters that
must be inferred during the training stage. The
ICD multi-label classification head built for this
study, for example, accounts for less than 1% of
the total model parameters (even though using the
smallest variant of BERT, which has 110M of pa-
rameters). With this in mind, we opted to train the
multi-label heads from scratch while fine-tuning
the LMs instead of training the LMs from scratch.

Because of memory and computational limita-
tions, we used the BERTBASE as the baseline
BERT model (our GPUs are limited to 8GB of
DRAM memory). The BERTBASE model com-
prises 12 Transformers blocks, 12 self-attention
heads, and an internal embedding layer size (d) of
768, totaling 110M parameters. The pre-trained
BERTBASE Multilingual model was used. The
downstream tasks’ attention and output layers are
connected to the output of LM, the hidden docu-
ment representation, (H), of the EHR.

3.2 Contribution: Per-ICD Attention Head

Having opted for the multilingual BERT to cope
with the LM, next we proposed to improve the
task-dependant head. The aim was to leverage
ICD-dependant attention mechanisms in an attempt
to enhance the model with added NLU capability
when it comes to distinguishing ICDs within the
same hospital-service (Digestive in our case).

Our multi-label classification head incorporates
a per-label (per-ICD) attention mechanism. The
model can classify the EHRs with respect to the
ICD labels that are present through the text while
also calculating the importance that each input to-
ken (word) has in relation to each of the ICDs.

Here, N is the number of tokens of the EHR
(length) and d is the BERT hidden layer dimen-

sion (i.e., the representation of documents, being
d = 768 for BERTBASE models). Then, rather
than perform the pool operation (across the docu-
ment length, N ), as in the original BERT Devlin
et al. (2019) for classification, our head uses a per-
ICD attention mechanism. The per-ICD attention
mechanism allows the classifier to discover the
correct relationships between the input tokens and
each label.

For each ICD label, Ci, the attention vector
αCi ∈ R|C|×N is computed from the learnable
vector parameter uCi ∈ Rd, following (1), where
C is the full set of ICD labels.

αCi = Softmax(HTuCi) (1)

The attention scores must be computed as a prob-
ability distribution, representing the importance
between each token and ICD label pair, and to
that end, the model leverages the Softmax func-
tion. The matrix multiplication between α and H
is calculated to get an ICD representation for each
class from the attention weights. In the end, the
maximum through the labels’ dimension is taken,
obtaining the document representation on the fi-
nal layer (v ∈ Rd), which combines the per-ICD
attention representation.

The final layer of the head for multi-label clas-
sification is a regular one that allows getting the
probabilities for each ICD label. It is a linear layer
that takes the document representation (v) as in-
put, which takes into account the attention weights
for each input token and label pair. After that, a
Sigmoid function is applied to get the actual proba-
bilities of each ICD, as in (2).

ŷi = σ(Wivi + bi) (2)

The probability of each ICD class (Ci ∈ C) be-
ing on the given input text is ŷi. The parameters of
the final layer are the weights matrix (W) and bias
(b). Regarding the training of the model, it is car-
ried out by minimising the loss function, precisely,
the Binary Cross-Entropy (BCE) loss, as in (3). On
this equation, the ŷ is the output of the previous
final layer, and y is the vector that encloses the ICD
codes present on the EHR (i.e., the appearance or
lack of ICD codes). Figure 1 shows an architectural
outline of the system.

BCE(ŷ,y) = −W [y log(ŷ)+(1−y) log(1−ŷ)]
(3)
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Figure 1: Architectural outline of the developed per-
ICD BERT model

4 Experimental Framework

We propose the following experimental setup to
evaluate our BERT model’s performance with per-
ICD attention compared to the benchmark (stan-
dard BERT model) on the multi-label ICD classi-
fication downstream task. The experimental setup
comprises the two minority languages (in terms
of in-domain clinical data available), Spanish and
Swedish, and a gastrointestinal label set of 157 la-
bels. Each experiment is carried out twice, with the
same experimental and training parameters, one
with the regular multi-label classification head (as
the baseline) and the other with our head with per-
ICD attention. We show the results from the exper-
imental results in Table 1 and Figures 2 and 3, for
Spanish and Swedish, respectively.

The model with our per-ICD attention head ob-
tains better results in both languages. It is important
to note that the results improve considerably even
in this context with a considerably large label set
(157 labels). This finding is consistent with the fol-
lowing hypothesis: many terms can be important
when dealing with a wide number of ICD codes at
once and long EHRs, but probably only a few of
them are relevant for each ICD code individually.

Multi-label ICD classification is often assessed
by means of the Area Under the ROC Curve (AUC)
micro averaging the metric for all the ICDs in-
volved (denoted as AUCm in Table 1). For Span-
ish, the per-ICD model surpasses the base BERT
model by 9.16 points, also improves slightly for the
Swedish, with an improvement of around 1 point.
In Figures 2 and 3 we show the confusion matri-
ces for each experiment. Each confusion matrix
is the average of the matrices of each ICD class,
and we have computed two versions, i.e. one with
arithmetic averaging (aka samples average) and
the other with weighted averaging. In both, the
darker the colour, the higher the metric, always in
the range [0− 100]. The weighted averaged matri-
ces are computed considering the support (relative
frequency) of each ICD class. Note that the TPR

(True Positive Rate) and FNR (False Negative Rate)
shown in Table 1 are also the arithmetic average
of each corresponding model, but the CM show
also the FPR (False Positive Rate) and TNR (True
Negative Rate), while the weighted average of each
metric. Regarding the per-class performance, there
is a positive association with the support; the more
frequent the label, the better are the results.

If we analyse the matrices, it can be observed
that the source of improvement of the per-ICD
model can be broken down; while the True Nega-
tives stay close (as with a large label set, the ma-
jority of classes are negative), the True Positives
improves considerably, with an increment of al-
most 100%. In the same way, the False Negatives
decrease by around 20%. Although the Swedish
results are in general weaker, this behaviour is ap-
preciated similarly for both languages. Therefore,
given the results, it seems that our per-ICD atten-
tion head is able to improve the Precision of the
regular BERT models for ICD multi-label classi-
fication with large label sets. Nevertheless, the
per-ICD model outperforms regular BERT in terms
of performance, but also in interpretability capa-
bilities, as it has the ability to export the attention
weights, allowing its visualisation.

L Model AUCm TPR FNR

SP

baseline 58.16 17.70 99.21
per-ICD 67.32 34.92 99.38

SW

baseline 54.92 15.49 92.24
per-ICD 55.96 27.91 82.45

Table 1: Comparison of results on the Spanish (SP) and
Swedish (SW) datasets (“L” stands for “Language”) ob-
tained with the baseline BERT and BERT enhanced
with per-ICD attention head. TPR is the True Positive
Rate and FNR the False Negative Rate.

5 Discussion

Within the clinical text mining field, the main weak-
ness tends to be the availability of corpora due to
the natural patient’s confidentiality policy Cohen
and Demner-Fushman (2014). As a result, for the
research to make progress, the so important com-
parability might get compromised. By contrast,
through this work the authors are glad to make
available their own implementation of the per-ICD
attention approach3 as a secondary contribution of

3To get the source code of the implementation, simply
e-mail the first author.
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Figure 3: Average heatmaps of Swedish models

this paper.
Another aspect related with the corpus is the

complexity and length of the input EHR. The av-
erage length of the input of the works mentioned
Névéol et al. (2018b); Cappellato et al. (2019) are
variable from a few words in the case of Italian,
Hungarian and French to 350 words for the docu-
ments written in Spanish Miranda-Escalada et al.
(2020). By contrast, in our paper we deal with doc-
uments in Spanish and Swedish with an average
length of 800 (exceeding the aforementioned ones)
and 70 respectively.

According to these results, the per-label atten-
tion mechanism improves Precision. While more
performance is still necessary for a fully automated
system, the results suggest that it is suitable for
multi-label classification of EHRs according to the
ICD standard, specifically applying it as a clinical
DSS, as the per-ICD attention can aid the expert in
the EHR codification process.

6 Conclusions

We have dealt with the codification of EHRs of the
gastrointestinal service for Swedish and Spanish
hospitals. We have developed a BERT model for
multi-label classification incorporating a per-label
attention mechanism.

The results obtained have revealed that the pro-
posed model outperforms the regular BERT. We
have proved this fact for two languages with minor-

ity resources in clinical NLP, showing that solutions
of language independent nature work. Moreover
our proposal generates an interpretable output that
helps to know the relevance of the tokens with re-
spect to each ICD assigned to the EHR. To sum up,
the per-label attention mechanism differentiates se-
mantically ICDs that are related and aids to explain
the core of each label. Future work may include
testing BERT models trained for the specific lan-
guages, as the BETO model Cañete et al. (2020)
for Spanish.
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Guillermo López-Garcıa, José M Jerez, and Francisco J
Veredas. 2020. ICB-UMA at CLEF e-Health 2020
Task 1: Automatic ICD-10 coding in Spanish with
BERT. In Working Notes of CLEF 2020 - Con-
ference and Labs of the Evaluation Forum, Thessa-
loniki, Greece, September 22-25, 2020.

Martin Malmsten, Love Börjeson, and Chris Haffenden.
2020. Playing with Words at the National Library of
Sweden – Making a Swedish BERT. arXiv preprint
arXiv:2007.01658.

Antonio Miranda-Escalada, Aitor Gonzalez-Agirre,
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