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MTA-PPKE Hungarian Language Technology Research Group,
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Abstract

In this paper, we present a major update to
the first Hungarian named entity dataset, the
Szeged NER corpus. We used zero-shot cross-
lingual transfer to initialize the enrichment
of entity types annotated in the corpus us-
ing three neural NER models: two of them
based on the English OntoNotes corpus and
one based on the Czech Named Entity Corpus
fine-tuned from multilingual neural language
models. The output of the models was auto-
matically merged with the original NER an-
notation, and automatically and manually cor-
rected and further enriched with additional an-
notation, like qualifiers for various entity types.
We present the evaluation of the zero-shot per-
formance of the two OntoNotes-based mod-
els and a transformer-based new NER model
trained on the training part of the final corpus.
We release the corpus and the trained model.

1 Introduction

1.1 Resources

Named entity recognition is a fundamental NLP
task that has played an important role in tasks like
information extraction, document deidentification,
conversational models, etc. Following the annota-
tion scheme used in the CoNLL 2002/2003 NER
annotation tasks, legacy named entity corpora usu-
ally contain annotation of four entity types: orga-
nizations (ORG), persons (PER), locations (LOC)
and general entity category covering all the rest
(MISC). This is the case for all named entity cor-
pora available for Hungarian, the Szeged NER cor-
pus (Szarvas et al., 2006), the silver-standard Hun-
garian hunNERwiki corpus (Simon and Nemeskey,
2012) automatically derived from Wikipedia, and
the recently published NerKor corpus.1 The En-
glish OntoNotes 5 corpus (Weischedel et al., 2013),

1https://github.com/nytud/NYTK-NerKor

on the other hand, contains a richer set of enti-
ties. Geopolitical entities (GPE: countries, settle-
ments, etc.) and facilities (FAC: buildings, roads,
airports etc.) are differentiated from geographi-
cal locations like continents or bodies of waters.
Within the MISC category, products (PROD), laws
and other norms (LAW), events (EVENT) and titles
of works of art (WORK OF ART) are differenti-
ated. In addition, the OntoNotes NER tagset also
encompasses time and numerical expressions dis-
tinguishing dates and times, cardinal and ordinal
numbers, quantities, percentages and amounts of
money. In addition, other categories covering non-
entities like languages (LANGUAGE) and national-
ities, religions and political affiliations (NORP ‘na-
tionality/other/religion/political’) are covered, pre-
sumably just because English orthography happens
to prescribe capitalization for words (adjectives in
the case of NORP) belonging to this category.

Some resources in languages other than English
also use NER tagsets richer than the basic four-
class tagset. Although the NoSta-D resource used
in the GermEval2014 shared task targeting German
NER (Benikova et al., 2014) maintains a four-class
distinction, words (especially adjectives) derived
from names as well as compounds containing them
are marked as such. This corpus, similarly to other
resources like the GENIA corpus (Kim et al., 2003)
containing biomedical entities and the Spanish and
Catalan newspaper text corpus AnCora (Taulé et al.,
2008), also features nested named entities. One of
the most richly annotated NER corpora is the Czech
Named Entity Corpus (Ševčı́ková et al., 2007). It
contains both a rather rich set of entity types and
nested entities.

1.2 Architectures for Sequence Tagging and
Cross-lingual Transfer

Legacy data-driven statistical machine learning al-
gorithms based on Hidden Markov Models (Baum

https://github.com/nytud/NYTK-NerKor
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and Petrie, 1966), Maximum Entropy models (Rat-
naparkhi, 1996) and CRF (Lafferty et al., 2001)
provided then state-of-the-art performance for se-
quence tagging, however they relied on data and
features pertaining strictly to the target language.
This meant that a significant amount of annotated
training data in the target language was required to
attain acceptable performance using these models.

The paradigm shift to neural models offered the
possibility of changing this situation. Already the
simplest non-contextual distributional word em-
bedding models like word2vec (Mikolov et al.,
2013a,c) were discovered to have some kind of
inherent language-independent property. It was
found that models trained on different languages in-
dependently can be mapped to each other with high
accuracy using a rather limited bilingual vocabu-
lary (Luong et al., 2015) or even in an unsupervised
manner (Mikolov et al., 2013b).

It was also discovered that, with neural machine
translation models, it is possible to improve per-
formance in specific lower-resource languages sim-
ply by training the encoder and the decoder of the
model in a shared manner on multiple languages.
This resource-sharing also made direct translation
between all of the represented languages possible,
and resulted in savings in resources concerning
both training, storage and inference, i.e. using the
model in production. The models offering state-
of-the-art performance in machine translation per-
formed similarly well in other NLP tasks. Pre-
training the encoder of models used in NMT (es-
pecially the now-ubiquitous transformer architec-
ture (Vaswani et al., 2017)) for simple mask-filling
tasks on high amounts of (monolingual) plain text
resulted in contextual language models that could
be fine-tuned for specific tasks in a much more ef-
ficient manner than training similar models from
scratch (Devlin et al., 2019). These models sig-
nificantly improved the state-of-the-art for nearly
all NLP-related tasks even for high-resource lan-
guages like English. The improvement is even
more significant in the case of lower-resource lan-
guages.

Multilingual training turned out to be fruitful not
only in the domain of machine translation. The pub-
lication of multilingual contextual language models
like multilingual BERT (Devlin et al., 2019) and
XLM-RoBERTa (Conneau et al., 2019) made cross-
lingual knowledge transfer efficient for other NLP
tasks as well. It is possible to fine-tune the lan-

guage model for e.g a token classification task, like
named entity recognition in one language and apply
it to another language. Even in a zero-shot scenario,
where the token classification model has not seen
any training data in the target language, it can pro-
vide a reasonable performance, especially if the
target language is included among the languages
covered by the underlying language model.

On the other hand, models trained on multiple
languages were found not to provide state-of-the-
art performance if a significant amount of training
data is available for the given task in the target lan-
guage. Fine-tuning a monolingual language model
for a specific task usually results in better perfor-
mance than using a heavily multilingual model like
multilingual BERT, because the target language is
usually relatively underrepresented in the underly-
ing multilingual model (Martin et al., 2020). In
this paper, we present a data annotation scenario
in which we used zero-shot transfer to preanno-
tate a language resource, which was then manually
corrected and enriched to create a resource that
can then be used to train a monolingual model to
optimize performance.

2 Method

In the project presented in this paper, we signifi-
cantly enriched the annotation in the first Hungar-
ian named entity dataset, the Szeged NER corpus
(Szarvas et al., 2006).

2.1 Zero-shot Preannotation

When preannotating the corpus, we fed the tokens
to two models trained on the English OntoNotes 5
NER corpus. The first model was created by the
DeepPavlov team fine-tuning multilingual BERT
(Burtsev et al., 2018). The other model is based
on XLM-RoBERTa, a multilingual contextual lan-
guage model trained on a significantly bigger mul-
tilingual corpus than multi-BERT. The latter model
is part of the FLAIR tool set (Akbik et al., 2019).

The two models use different tokenization fol-
lowing the tokenization scheme of the underlying
contextual language model. The token sequence in
the output of the models was thus different from
the original input token sequence. This had to be
taken into account when merging the annotation
from the models with the original annotation. The
merging procedure was automatic. While merging
the annotations, in the case of overlapping entity
spans, we considered the spans in the input anno-
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tations gold standard, and if the zero shot model
suggested a compatible entity subtype, we updated
the entity type. E.g. an entity of type location
(LOC) in the original annotation is compatible with
any of geographical location (LOC), facility (FAC)
and geopolitical entity (GPE). Annotation of non-
entities, like dates, quantities and nationalities not
present in the original annotation were introduced
based on the output of the models.

2.2 Error Analysis and Automatic Error
Correction

We identified typical errors of the zero-shot models
that could be corrected automatically using regular-
expression-based patterns. We have found that, in
the case of transfer from English to Hungarian, a
typical problem is that for many named entity types
like names of organizations, bodies of waters, titles
of works of art etc., a definite article is present in
most but not all cases in Hungarian, while there is
no article in English. This resulted in the model
including definite articles for these types of enti-
ties in the annotation, an error that could be easily
eliminated from the output.

While cross-lingual mapping resulted in some
anomalies like inclusion of definite articles, it had
other side-effects that we found to be useful. The
output of the models also included annotation for
adjectives derived from named entities like londoni
‘of London’. In contrast to the German NoSta-D
corpus, words like this remained unannotated in
all legacy Hungarian named entity corpora in spite
of the fact that the identification of these words
as references to named entities would be desirable
in practical applications like information retrieval.
We thus decided to keep this kind of annotation as
part of our annotation enrichment effort.

After automatic correction of entity spans and
types, we manually merged the outputs of the two
models by checking the differences of the two an-
notations.

2.3 Considering a Third Model
We also applied a third model to the corpus. We
used he Czech model of the NameTag 2 neu-
ral named entity tagger (Straková et al., 2019)
trained on the Czech Named Entity Corpus CNEC
2 (Ševčı́ková et al., 2007). The underlying cor-
pus and thus also the model contains a very fine-
grained set of entity classes offering many sub-
classes within the broader categories like a dis-
tinction of companies vs. governmental/political

institutions vs. academic/educational/cultural insti-
tutions and conferences/contests (the latter are also
considered a subclass of organizations). NameTag
2 is capable of returning nested annotations (with
a maximal depth of two overlapping entities). The
model can be accessed via a web service. However,
at least in the zero-shot cross-lingual setting, the
annotation generated by this model seemed to be
less accurate than those generated by OntoNotes-
based models. Since there are no definite articles in
Czech, this model had a similar problem including
definite articles for the types of entities (e.g. orga-
nizations) that often appear with a definite article in
Hungarian. It often generated two overlapping an-
notations for these types of entities differing only in
whether the article is included. More importantly,
the different occurrences of the same entity were
often assigned different classes (usually this was an
error rather than real ambiguity due to metonymic
use). Also the extent of the span of the entities was
less accurate than in the annotation generated by
the English-based models. The subclassification
itself also introduces problems of its own. It is not
clear where sports clubs or central banks like the
Bank of England should belong in this taxonomy.

2.4 Introduction of New Entity Types

Nevertheless, we found good use of the annota-
tion generated by NameTag 2. As Hungarian is an
agglutinating language and thus words appear in
many different suffixed forms in the corpus, we ap-
plied lemmatization to the entity annotations gen-
erated by all models and aggregated the results
listing the frequency of alternative annotations for
the same entity. Tags generated by the FLAIR
OntoNotes model and NameTag2 for the most fre-
quent organizations in the corpus are shown in Ta-
ble 1. Tags containing a hyphen in columns 3 to 8
were assigned by NameTag2, the rest by the FLAIR
OntoNotes model. The list features the Budapest
Stock Exchange (Budapesti Értéktőzsde = BÉT),
the Budapest Commodity Exchange (Budapesti
Árutőzsde), Nasdaq, Wall Street, the Hungarian
Central Bank (Magyar Nemzeti Bank) and news
agencies (MTI, MTI-ECO, Reuters). It is obvious
that NameTag 2 struggles trying to assign them the
right category. We thus refrained from adopting the
taxonomy in CNEC 2.

On the other hand, the automatically generated
gazetteer helped us identify entities really belong-
ing to certain well-distinguishable entity classes
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Table 1: Most frequent organizations in the corpus
with several different annotations generated by the
NameTag 2 tagger (labels containing a hyphen).

(like media) and also often mistagged entities. We
generated regular-expression-based automatic cor-
rection patterns using manually marked entries
from this automatically generated gazetteer (cover-
ing also suffixed forms), and mass-corrected anno-
tations using these patterns.

We also discovered that certain types of expres-
sions are mistagged by the zero-shot models due
to lack of distinction in the original underlying
OntoNotes annotation. One such example was ex-
pressions referring to time durations like ‘for five
minutes’ or ‘six-day-long’. While other types of
quantities are annotated in the OntoNotes NER re-
source as quantities resulting in sensible annotation
also for the Hungarian input, the model mistagged
duration expressions as time or date, which should
only refer to expressions anchored to the time-
line. We thus introduced a new entity type DUR
to annotate unanchored duration expressions, and
the annotation of many occurrences of this type
of expressions could also be automatically intro-
duced/corrected. We also annotated relative date
expressions like days of week.

The Szeged NER corpus consists of business
news, and due to its genre, it contains many oc-
currences of certain entity types not covered by
the OntoNotes NER tagset: e.g. names of securi-
ties and stock exchange indexes. We introduced
new tags for these entity types. They were also
easy to identify in the generated gazetteer. We
also introduced a tag for media like newspapers,
broadcasting services and online news portals but
refrained from distinguishing subtypes. This type
of entities are somewhat similar to but can eas-
ily be distinguished from books (covered by the
work of art category). On the other hand, they
also involve an entity of the organization type (the
publisher/redaction).

2.4.1 Metonymic Use of Names
Metonymic use of entities like referring to coun-
tries or other geopolitical entities as actors is usu-
ally annotated according to the actual metonymic
sense. In the recently published NerKor corpus an-
notated with the coarse-grained ORG-PER-LOC-
MISC tagset, references to countries as actors like
Germany invaded France are annotated as ORG
rather than LOC. This kind of metonymy is com-
pletely productive for all types of geopolitical enti-
ties, and annotating them as such solves the prob-
lem in a more elegant way than what the coarse-
grained tagset makes possible. Incidentally, this



1064

specific sort of metonymy is less prevalent in the
business news genre than in certain other genres.
On the other hand, Wall Street, one of the top en-
tries on the organizations list in Table 1, is an exam-
ple of an expression typically used in a metonymic
sense referring to the New York Stock Exchange
(and related financial institutions).

2.4.2 Qualifiers and Relations
In addition to the annotation mentioned above,
we introduced two more tags that could be
used to annotate qualifiers of named entities:
QUAL and REL. These were used in situations
where the named entity had a nominal modi-
fier like in Ante VulinPER épı́tészQUAL ‘archi-
tect Ante Vulin’ or it was part of an appositive
structure like in Jurij LvovPER pénzügyminiszter-
helyettesQUAL, Vlagyimir PutyinPER elnökQUAL

bizalmasaREL ‘Yuri LvovPER, Deputy Minister
of FinanceQUAL, confidantREL of PresidentQUAL

Vladimir PutinPER’. REL was used in situations
where the phrase expresses a relation between
named entities (if both are part of the same noun
phrase), QUAL for other modifiers. We used this
type of annotation to mark nominal phrases that are
not named entities but as qualifiers of named enti-
ties have the same type of reference as the related
named entity. We pregenerated and later refined
this annotation using syntactic dependency parses
of the sentences. The dependency structure could
be used to identify the modified entities and thus
their type, e.g. that elnök ‘president’ is a quali-
fier of persons and being a confidant is a relation
between persons.

2.5 Filtering and Manual Annotation

We also filtered the corpus for repetitive boilerplate-
like content: we removed identical sentences and
ones differing only in numerical/date expressions.
After creating the preannotation using the zero-shot
models, automatically merging them with the orig-
inal annotation and applying pattern-based correc-
tions, we used the INCEpTION annotation frame-
work (Klie et al., 2018) to correct and augment the
annotations. Two researchers and five MA students
of theoretical linguistics participated in the manual
annotation process. Each document was revised
by at least two annotators. Curation and final pro-
cessing of the results was performed by a single re-
searcher. In the current version, we refrained from
generating nested annotation although currently
the development of nested entity classifiers gained

momentum, and some open-source neural nested
entity taggers are available e.g. (Shibuya and Hovy,
2020) or (Wang et al., 2020). Although these
models have sub-SOTA performance on flat NER
datasets (we also found Nametag 2 to generate
much less accurate annotation than the OntoNotes
5-based models), we will consider updating the
dataset to have nested entities in a possible future
release of the corpus. On the other hand, this re-
sulted in ambiguities concerning the extent of entity
spans and types, especially with the introduction of
tags that mark non-names like qualifiers, nationali-
ties etc.

225972 tokens 14467 annotations
LOC 1294
MISC 1662
ORG 10529
PER 982

Table 2: The distribution of entity types in the original
corpus

2.6 Properties of the Corpus
The size of the corpus is 206722 tokens, smaller
than the original corpus due to the removal of re-
peated boilerplate content. On the other hand, it
contains 40158 annotated spans, almost 2.8 times
as much as in the original version. The distribu-
tion of entity types in the original Szeged NER
corpus and the final version is shown in Tables 2
and 3. We conflated relational qualifiers with non-
relational qualifiers of the same entity type. The
MISC category in the final corpus covers only
abbreviations annotated in the original corpus as
MISC not referring to named entities. ORG-inf
denotes entity mentions that refer to unique enti-
ties like names but use some informal reference
instead of a name. This includes e.g. references to
US departments, the FED and other governmental
organizations which are referred to in Hungarian as
ministries, offices etc., to central banks, stock ex-
changes etc. Note that there are more GPE entities
than there were LOC entities in the original version
due to adjectival forms also annotated and EU an-
notated as GPE rather than ORG. Many MEDIA
entities were also ORG in the original corpus.

Entity types have an obviously skewed distribu-
tion with organizations, dates, money, nationalities
and percentages (including ratios) dominating due
to the genre of the corpus, while some tags are
rather underrepresented. We plan to address this
issue by adding text in other genres to balance the
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206722 tokens 40158 annotations
AGE 7
CARDINAL 1264
DATE 9230
DUR 301
EVENT 58
FAC 182
FEAST 4
GPE 2608
LANGUAGE 5
LAW 36
LOC 381
MEDIA 1517
MISC 56
MONEY 2485
NORP 2325
ORDINAL 408
ORG 9060
ORG-inf 483
PER 985
PERCENT 1883
PRIZE 7
PROD 306
PROJ 29
QUAL EVENT 12
QUAL FAC 15
QUAL GPE 12
QUAL MEDIA 114
QUAL ORG 1427
QUAL PER 947
QUAL PROD 165
QUAL PROJ 5
QUAL SEC 2
QUAL STX 228
QUAL URL 2
QUAL WORK OF ART 15
QUANTITY 1599
SEC 345
STX 643
TIME 967
URL 2
WORK OF ART 38

Table 3: The distribution of entity types in the final cor-
pus

corpus.

3 Models and Performance

We tested the zero-shot performance of the orig-
inal OntoNotes-based models on the final cor-
pus disregarding entity types not covered by the
OntoNotes annotation. The FLAIR model achieves
F1 = 75.20 with a great proportion of the errors
coming from erroneously included definite arti-
cles. Considering all tag types, the performance
is F1 = 67.46. A simple fix of the definite article
problem boosts performance on common tags to
F1 = 87.91, and F1 = 80.63 on the full tagset.

The DeepPavlov model trained on the same
dataset fared much worse achieving only F1 =
58.26 on common tags and F1 = 53 on the full

tagset.
We trained a vanilla neural sequence tagger us-

ing the HuggingFace Transformers library (Wolf
et al., 2020) fine-tuning the monolingual Hungar-
ian huBERT language model (Nemeskey, 2021)
using a 9:1 train:test split of the corpus. It achieved
F1 = 92.69, performing significantly better than
the zero-shot models.

4 Conclusion

In this paper, we presented the procedure we fol-
lowed to enrich the annotation in a legacy Hungar-
ian NER resource by applying NER models based
on multilingual language models and fine-tuned on
NER corpora in other languages. We then made a
significant effort identifying errors and correcting
the annotation using automatic and semi-automatic
methods, providing a solid base for the final man-
ual annotation correction. We trained a neural se-
quence tagger on the final corpus achieving a solid
F1 = 92.69 performance.
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