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Abstract

We study the problem of domain adaptation
in Neural Machine Translation (NMT) when
domain-specific data cannot be shared due to
confidentiality or copyright issues. As a first
step, we propose to fragment data into phrase
pairs and use a random sample to fine-tune a
generic NMT model instead of the full sen-
tences. Despite the loss of long segments
for the sake of confidentiality protection, we
find that NMT quality can considerably benefit
from this adaptation, and that further gains can
be obtained with a simple tagging technique.

1 Introduction

The availability of in-domain data remains essential
to ensure the quality of Neural Machine Translation
(NMT), especially in technical domains (Koehn
and Knowles, 2017). However, obtaining such data
is often challenging, and in many real-world scenar-
ios this is further aggravated by data confidentiality
or copyright concerns. In fact, when data content
is sensitive, the owner may simply deny providing
its Translation Memories to the translation com-
pany it is hiring (Cancedda, 2012). This can lead to
considerably worse MT quality, higher post-editing
efforts, and subsequently higher translation costs
for the data owners themselves.

When the complete data cannot be shared in
its original form, releasing fragmented data can
be considered as a compromise. The most well-
known example of releasing fragmented data is
Google N-gram (Michel et al., 2011). N-gram ta-
bles consisting of sequences of n words and their
counts in a given corpus were routinely used to
train count-based language models (Kneser and
Ney, 1995; Brants et al., 2007) before the advent
of neural methods. However, N-grams are not opti-
mal for training state-of-the-art NLP models such
as sequence-to-sequence LSTM (Bahdanau et al.,
2015) or Transformers (Vaswani et al., 2017). In
fact, one of the main strengths of these models

is the ability of handling arbitrarily long contexts,
which would be hindered by the use of fragmented
data. In this paper, we take a pragmatic approach
and ask: If the data owner can only release frag-
mented data due to confidentiality issues, can this
still benefit downstream NMT quality in any way?

Motivated by the brittleness of NMT in out-of-
domain settings (Koehn and Knowles, 2017) and
the increasing availability of large pre-trained mod-
els (Ng et al., 2019), we focus on the task of adapt-
ing a strong-performing general-domain NMT sys-
tem to various technical domains. We show that
fine-tuning on phrase pairs can be a viable solution
to exploit confidential data, but the scale of im-
provements varies strongly across target domains.

2 Background

To our knowledge, the use of confidential data in
MT has not received much attention recently. Can-
cedda (2012) proposed an encryption-based (one-
time pad) method for phrase-based statistical ma-
chine translation (PB-SMT). However, PB-SMT
is nowadays clearly outperformed by NMT (Ben-
tivogli et al., 2016), which function completely
differently and therefore require new solutions to
preserve data confidentiality.

In the broader context of NLP, secure multi-
party computation (Feng et al., 2020) and homo-
morphic encryption (Al Badawi et al., 2020) have
been used to provide strong privacy guarantees.
Since these cryptographic methods incur high per-
formance penalties (see (Riazi et al., 2019) for an
overview of their performance in deep learning),
more recent proposals have focused on the care-
ful use of simpler cryptographic primitives while
training a model over encrypted text due to confi-
dentiality reasons. For instance, TextHide (Huang
et al., 2020) allows to perform natural language un-
derstanding tasks while requiring the participants
to complete an encryption step in a federated set-
ting. The aforementioned studies mostly focus on
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Figure 1: Motivating scenario: a Translation Company
(TC) uses confidential data from its clients to adapt a
pre-trained generic NMT system to different technical
(e.g. medical, legal) domains.

preventing explicit/implicit leakage of partial infor-
mation while training the models. By contrast, we
explore the possibility of using fragmented data to
improve state-of-the-art NMT applications.

Scenario As illustrated in Figure 1, we consider
a common case where a translation company (TC)
provides professional services based on a pipeline
of NMT and human post-editing. TC wants to im-
prove the quality of its NMT models by training or
adapting them on the clients’ previously translated
data. Due to confidentiality concerns, the clients
only provide their data in a fragmented form as
a compromise. If this kind of data can be used
to improve the NMT model, both the clients and
the company will benefit by abating human post-
editing costs. Thus, we want to study the possibil-
ity of sharing fragmented data for improving utility
while preserving the confidentiality of data.

Threat Model We assume an honest but curious
model in which the receiver of the partial data (e.g.
the translation company) is untrusted or only par-
tially trusted. The main threat we focus on is the
full reconstruction of the original text from a list
of given n-grams of phrases rather than the protec-
tion of partial information (e.g. key phrases (Hard
et al., 2018), names, social security numbers). This
setting is useful in various contexts where only
partial data release is desired such as copyright
protection. Examples of text where sensitive infor-
mation is encoded in long sequences (sentences or
paragraphs) include patent applications, as well as
not (yet) publicly available product analysis reports
or drug reaction reports.

3 Approach

Releasing fragmented data in the form of N-grams
has a long tradition in NLP (Michel et al., 2011).
However, fixed-size N-gram extraction is not di-
rectly applicable to parallel data because it breaks
translation equivalence with the target side. As a
solution, we propose to use phrase pairs (Koehn
et al., 2003) as a text fragmentation method.

3.1 Phrase Pairs
Like N-grams, phrases are short sequences of con-
secutive words extracted from the input sentences.
Unlike N-grams, phrases are always extracted in
pairs from source-target sentence pairs in a way that
is consistent with their word-level alignment. For-
mally, a phrase pair (f̄ , ē) is consistent with word
alignment A if all source words f1, · · · , fn in f̄
that have alignment points in A are connected with
target words e1, · · · , em in ē and viceversa (Koehn
et al., 2003; Koehn, 2009). As Figure 2 illustrates,
the words of the target language (German) are first
automatically aligned (grey connecting lines) with
the words of the source language (English) by a
statistical alignment model. Then, phrase pairs of
various lengths (denoted by boxes) are extracted.

Phrase pairs and their statistics constitute the
main component of PB-SMT systems, together
with the target language model. In this work, how-
ever, we only use phrase extraction as a text frag-
mentation technique. After extraction, we shuf-
fle the large set of phrase pairs extracted from the
whole dataset and, finally, discard a random sample
of phrase pairs (e.g. 50%) to preserve confidential-
ity. In the example of Figure 2, this would mean
protecting the hypothetically sensitive connection
between the drug name (Abraxane) and its reported
side effect (tiredness).

Figure 2: Example sentence pair from the EMEA cor-
pus with extracted phrase pairs of maximum length 3
(every black box is a phrase). Grey lines denote word
alignment. Shorter phrases imply more data protection.

3.2 Domain Adaptation
NMT models are trained on full sentences, and their
ability to capture large context is one of their main
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strengths compared to classical SMT approaches.
As a result, training NMT on fragmented data is
likely to lead to a very poor performance. Nonethe-
less, we postulate that phrase pairs may still contain
very valuable information for the adaptation of a
general-domain system to a specific target domain.
In fact, much of domain adaptation has to do with
learning new words or short phrases, as well as new
senses for known words and phrases (Irvine et al.,
2013). As the domain adaptation technique, we
choose fine-tuning (Luong et al., 2015; Sennrich
et al., 2016b) which consists of continuing training
a previously trained model on a, typically smaller,
in-domain dataset.

We start by directly fine-tuning a general-domain
NMT system on a random sample of phrase pairs
(occurrences, not types) extracted from the in-
domain dataset. Since this is expected to bias the
model to produce shorter sentences, we also ex-
periment with a simple phrase tagging technique
(Sennrich et al., 2016a) so that the model may learn
to represent the special nature of phrases and be
less inclined to produce short outputs when trans-
lating full sentences in the test phase.

4 Experimental setup

We evaluate our approach on German-English in
the domains of medicine descriptions, software
manuals, and EU legislation. To simulate a realistic
production setup, we start from a strong NMT sys-
tem pre-trained on large amounts (28M sentences)
of publicly available data.

Baseline NMT We use the Transformer-based
system (Vaswani et al., 2017) pre-trained by Face-
book for the WMT’19 news translation task (Ng
et al., 2019)1 and released as part of the Fairseq
toolkit (Ott et al., 2019). This model was ranked
first in the WMT’19 news competition (Barrault
et al., 2019) with a BLEU score of 40.8.

Datasets We simulate confidential translation
data by using publicly available datasets from three
technical domains:2 EMEA (medical), GNOME
(software) and JRC-Acquis (legal) (Tiedemann,
2012; Steinberger et al., 2006).3 Data statistics

1https://github.com/pytorch/fairseq/
tree/master/examples/translation

2To simulate a professional translation scenario,
we split the datasets by documents. We release the
benchmarks at https://github.com/Sohyo/
Using-Confidential-Data-for-NMT

3https://opus.nlpl.eu

Type Domain #sent #tok(DE) #tok(EN)

Train
EMEA

10k
199k 209k

GNOME 179k 194k
JRC 279k 396k

Valid
EMEA

150
3k 3k

GNOME 3k 3k
JRC 4k 5k

Test
EMEA

2k
38k 42k

GNOME 29k 30k
JRC 53k 82k

Table 1: Size of datasets used in our fine-tuning exper-
iments. The baseline NMT model was pre-trained on a
separate corpus of 28M sentence pairs, not shown here.

are shown in Table 1. Following the Fairseq model
pipeline, we segment our data with FastBPE byte-
pair encoding (Sennrich et al., 2016c).4

Phrase extraction We first word-align the in-
domain datasets using FASTALIGN (Dyer et al.,
2013)5 and compute the union of source-to-target
and target-to-source word alignment links (known
as union symmetrization heuristic) to obtain the
alignment A. Then we use the phrase extraction
utility from the MOSES phrase-based SMT toolkit
(Koehn et al., 2007)6 to extract all phrases consis-
tent with A. After the phrase extraction step, our
dataset has been fragmented into a list of aligned
phrases of various lengths. We experiment with a
maximum source-side phrase length of either 4 or 7
words, and in both cases we randomly discard 50%
of the extracted phrases (occurrences, not types).

Fine-Tuning During fine-tuning, we provide
phrase pairs to the models as if they were sentence
pairs. Note that this data is shuffled and has many
duplicates. Additionally, we experiment with a sim-
ple tagging technique by adding <P> and </P> at
the front and end of each phrase respectively, in
both source and target side. During testing, full
sentences with no tags are given to the model.

We apply the hyper-parameters described by Ng
et al. (2019) with only a few adjustments inspired
from previous work on fine-tuning regularization
(Miceli Barone et al., 2017) and tuned on a small
(full-sentence) validation set in each domain (150
sentences, see Table 1). Specifically, learning rate
is divided by 4 (0.000175), weight decay rate is set
to 0.0001 and dropout probability to 0.2. The same
small validation set is used for early stopping.

4https://github.com/glample/fastBPE
5https://github.com/clab/fast_align
6http://www.statmt.org/moses

https://github.com/pytorch/fairseq/tree/master/examples/translation
https://github.com/pytorch/fairseq/tree/master/examples/translation
https://github.com/Sohyo/Using-Confidential-Data-for-NMT
https://github.com/Sohyo/Using-Confidential-Data-for-NMT
https://opus.nlpl.eu
https://github.com/glample/fastBPE
https://github.com/clab/fast_align
http://www.statmt.org/moses
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Baseline
Fine-Tuning

Max length 4 Max length 7 Original data
(Full sentences)(No fine-tuning) No tag Tag No tag Tag

EMEA 35.5 39.1 40.5 41.5 37.2 45.2
GNOME 29.8 36.0 37.0 35.8 36.8 38.9

JRC 29.0 29.4 30.0 29.2 29.7 54.7

Table 2: BLEU scores of German-English NMT in three different domains: medical (EMEA), software (GNOME),
and legal (JRC). The baseline is the pre-trained Fairseq WMT19 news system (Ng et al., 2019) based on Trans-
former (Vaswani et al., 2017) and ranked first in the WMT19 competition.

5 Results

We evaluate the quality of NMT models by BLEU
(Papineni et al., 2002) computed with SACRE-
BLEU (Post, 2018). The phrase-adapted models
are compared to the non-adapted baseline (Ng et al.,
2019), and to fine-tuning on the original (non frag-
mented) dataset in order to determine the maximum
possible gains. Results are reported in Table 2.

Our main finding is that phrase pairs can indeed
be used to fine-tune a NMT model without any
changes to the architecture or the need of specific
fine-tuning algorithms. The BLEU gains over the
non-adapted baseline vary between +7.0 on EMEA
and +1.0 on JRC. This is relevant for our scenario
because even translation companies without signif-
icant in-house NMT expertise could easily apply
our solution to their workflow. Our approach is
also applicable in cases where TC uses NMT as an
outsourced (cloud-based) service, by sending the
provider phrase pairs instead of full sentences for
model adaptation.

Effect of phrase tagging The addition of tags
appear to improve NMT quality in most cases. Fig-
ure 3 shows that tagging yields slightly longer sys-
tem outputs, suggesting the model indeed learned
to associate the <P> tag with shorter training sam-
ples. While differences look small, they have
a large impact on BLEU because of the Brevity
Penalty (Papineni et al., 2002). As a notable excep-
tion to this positive trend, BLEU score decreases
with tagging on EMEA (max length 7). We are
currently investigating this result further.

Effect of phrase length We expected longer
phrases to be considerably more useful for fine-
tuning, at the expense of less confidentiality protec-
tion. By contrast, increasing the maximum length
from 4 to 7 does not have a positive effect on BLEU
but actually lowers it in the GNOME and JRC do-
mains. This counter-intuitive result may be due to

the fact that increasing the maximum length leads
to a much larger number of extracted phrases that
are redundant and overlapping. Previous work on
lexicon-augmented NMT also reported negative re-
sults when fine-tuning on very large numbers of
segments (Thompson et al., 2019b). In future work,
we plan to experiment with minimum phrase length
as a way to reduce the total number of phrase pairs.

Domain differences The benefits of fine-tuning
on phrases appear to vary strongly across domains:
on EMEA we obtain large gains but there is still
space for improvement, on GNOME our approach
nears the ceiling of fine-tuning on the original data,
whereas on JRC gains are small and scores remain
very far from the ceiling. To explain these results,
we inspected our datasets and specifically looked
for peculiarities of the JRC dataset. We find that
JRC is rather different in terms of sentence length
distribution, with much longer sentences on aver-
age. As shown in Figure 3, only fine-tuning on
the original data leads to reasonably long outputs,
whereas baseline and phrase-adapted systems all
generate sentences that are, on average, about 10
words shorter than they should be. This suggests
that our tagging technique is not sufficient to ad-
dress the shorter-output bias in a robust way. Re-
cent techniques to prevent overfitting during fine-
tuning (Kirkpatrick et al., 2017; Thompson et al.,
2019a) may overcome this problem in future work.

6 Conclusions

We have studied the problem of domain adaptation
of NMT models when domain-specific data can-
not be shared due to confidentiality or copyright
concerns. Inspired by a common NLP practice of
sharing confidential data in the form of N-grams
(Michel et al., 2011), we propose to use phrase
extraction (Koehn et al., 2003), shuffling and sub-
sampling as a data fragmentation technique for
translation data. Our experiments on three different
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Figure 3: Average length (in tokens) of reference trans-
lations and outputs of different NMT systems, includ-
ing a non-fine-tuned baseline and four differently fine-
tuned systems.

domains show that this type of data can be used
to fine-tune NMT models leading to considerable
improvements on top of a strong baseline and fur-
ther gains when a simple phrase tagging technique
is used. We also find that the magnitude of these
gains varies largely across domains, which we ten-
tatively attribute to the different length profiles of
our datasets (e.g. legal domain has much longer
sentences than the other domains).

While our results show that text fragmentation
is indeed compatible with modern machine trans-
lation systems adaptation, more work needs to be
done before our method can be applied on actual
sensitive data. To this end, we plan to determine
metrics for the quantification of confidentiality pro-
tection (or violation) when an adversary tries to
reconstruct the original documents. Our starting
point for this direction would be Gallé and Tealdi
(2015), who presented a technique for this purpose
only in the context of (monolingual) N-grams.
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