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Abstract

This study proposes a new supervised atten-
tion mechanism for grammatical error correc-
tion, which is trained to focus the encoder-
decoder attention to each word in the corrected
sentence on words adjacent to corresponding
words in the error sentence. Experiments on
the CoNLL 2014 test set show that the per-
formance of a Transformer-based grammati-
cal error correction model, Copy-Augmented
Transformer, can be improved by 0.73 F0.5

points by incorporating our proposed attention
mechanism.

1 Introduction

Extensive research has taken place on grammati-
cal error correction techniques which automatically
correct grammatically erroneous sentences (error
sentences) into accurate sentences (corrected sen-
tences), due in part to their usefulness as tools for
foreign language learning. A variety of methods
have been proposed in the past. In recent years,
methods using neural networks have achieved the
highest accuracy and have become mainstream in
the field. Among grammatical error correction mod-
els using neural networks, those based on Trans-
former (Vaswani et al., 2017) architecture have per-
formed well. Transformer-based models’ character-
istics include a self-attention mechanism that grasps
relationships between words within the same sen-
tence (error sentence or corrected sentence), as well
as an encoder-decoder attention mechanism that
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identifies the error sentence words on which to fo-
cus when producing the words of the corrected sen-
tence (relationship between the words of the error
sentence and those of the corrected sentence). In
general, the relationships between words captured
by these attention mechanisms are learned automat-
ically.

Chollampatt and Ng (2018) compare and ana-
lyze encoder-decoder attention automatically cap-
tured via grammatical error correction models based
on CNN and LSTM. They consider the attention
given to each word in the corrected sentence, con-
cluding that focusing on the words adjacent to cor-
responding words in the error sentence may be more
beneficial than focusing on corresponding words in
the error sentence themselves.

Using a Copy-Augmented Transformer (Zhao et
al., 2019) — a model of grammatical error correc-
tion based on Transformer architecture — this study
proposes a method of machine learning whereby one
of the heads of a multi-head encoder-decoder atten-
tion mechanism is programmed to focus the atten-
tion given to each word in the corrected sentence
only on words adjacent to corresponding words in
the error sentence. Through the proposed method,
the model is expected to be able to learn a gram-
matical error correction model by focusing on error-
adjacent words.

An evaluation experiment on grammatical error
correction was conducted using the CoNLL-2014
test-set (Ng et al., 2014). A Copy-Augmented
Transformer was programmed to focus its attention
only on words adjacent to corrected words, resulting
in a confirmed increase in F0.5 by 0.73 points.



Figure 1: Schematic diagram of the Transformer

2 Copy-Augumented Transformer

This section illustrates the Copy-Augmented Trans-
former (Zhao et al., 2019) on which the proposed
model is based. This model achieves high error cor-
rection performance by introducing a Copy Mecha-
nism and a pre-training method into the Transformer
model.

2.1 Transformer

A Transformer is an encoder-decoder model com-
prising an encoder that transforms an input sequence
X = (x1, x2, · · · , xn) into an intermediate rep-
resentation Z = (z1, z2, · · · , zn) and a decoder
that transforms the intermediate representation Z
into an output sequence Y = (y1, x2, · · · , ym). A
schematic diagram of the transformer is shown in
Figure 1.

The encoder-decoder is composed of a stack ofN
individual encoder layers and decoder layers. Each
encoder layer is composed of two sublayers: a multi-
head self-attention mechanism and a position-wise
fully connected layer. The decoder layer is com-
posed of three sublayers: a multi-head self-attention
mechanism, a position-wise fully connected layer,

and a multi-head encoder-decoder attention mech-
anism. Residual connection and normalization oc-
cur between sublayers. Each head in the multi-head
self-attention and multi-head encoder-decoder atten-
tion mechanisms calculates its attention according
to Equation 1, using a scaled dot-product attention
mechanism.

Attention(Q,K, V ) = AV,

A = softmax(
QKT

√
dk

),
(1)

where A is called attention matrix and the elements
of A are called attention weights, Q, K and V are
hidden states of an encoder/decoder, and dk is the
number of dimensions of Q, K and V . Q, K and
V stand for query, key and value. In the scaled dot-
product attention mechanism, dot-products ofQ and
K calculates the degree of association between ele-
ments. A softmax function is applied to the resulting
values, which are then multiplied by V to calculate
the weight sum value of the elements, i.e. their rel-
ative strength and importance. In the self-attention
mechanism, a single input source (the hidden state of
the encoder or the decoder) is used forQ, K, and V ,
making it possible to calculate the relative strength
of words within the same sentence. In the encoder-
decoder attention mechanism, the most recent hid-
den state of the decoder is used as Q, and the hidden
states of the encoder are used asK and V , making it
possible to calculate the strength of the relationship
between single words in the input sentence and out-
put words. Then the representations yielded by each
head are concatenated and converted into embedded
dimensions via linear transformation.

MultiHead(Q,K, V ) = Concat(h1, ..., hh)WO

(2)

hi = Attention(Qi,Ki, Vi) (3)

Here, WO is the weight matrix.
The output of the N th decoder layer is converted

into a vocabulary-size dimension via linear transfor-
mation, and an output word probability distribution
is calculated by applying the softmax function. Then
the output sentence is generated on the basis of the
probability distribution. The loss function for the



training data is expressed as

−
D∑
i=1

logP (Y i | Xi), (4)

where D is the size of the training data, and the i-th
training data is (Xi, Y i).

2.2 Copying Mechanism
Zhao et al. (2019) introduce the Copying Mecha-
nism (See et al., 2017) and the pre-training method
to the Transformer model for grammatical error cor-
rection. The Copying Mechanism is a mechanism
that sequentially determines, when the decoder is
generating a sentence, whether words are to be
copied from the input sentence or generated anew.
Specifically, the mechanism determines each output
word at sequence point t according to the probability
calculated using Equation 5 below.

P (yt|X) =(1− αcopy
t )P gen(yt|X)+

αcopy
t P copy(yt|X)

(5)

P gen is the probability of an output word gener-
ated by the decoder of the Transformer; P copy is the
probability of an output word copied from the input
sentence; and αcopy

t is the weight of the adjustment
of either generating or copying the word. P copy and
αcopy
t are calculated on the basis of encoder-decoder

attention as shown below.

qt = htrgt W T
Q , K = HsrcW T

K , V = HsrcW T
V

(6)

At = qTt K (7)

P copy(yt|X) = softmax(At) (8)

αcopy
t = sigmoid(W T

∑
(AT

t · V )) (9)

Here, htrgt is the hidden state of the decoder of time
step t, Hsrc is the hidden state sequence of the en-
coder (hsrc1 , ..., hsrcn ), and WQ, WK , WV , and W
are the weight matrices of each.

2.3 Pre-training
Pre-training was conducted using a noise-reduction
self-encoder to augment training data quantity, fol-
lowing Zhao et al. (2019). Specifically, One Bil-
lion Word Benchmark data (Chelba et al., 2013) sen-
tences were used to create pseudo-error sentences

by eliminating sentence words with 10% proba-
bility, inserting words with 10% probability, re-
placing sentence words with dictionary words with
10% probability, and changing positional relation-
ships between words with 70% probability. The
copy-augmented Transformer parameters were then
trained using these pseudo-error sentences.

3 Proposed Method

This section proposes a method whereby one of the
heads of the multi-head encoder-decoder attention
mechanism of the Transformer is trained to con-
strain each word in the corrected sentence to attend
to words adjacent to the corresponding word in the
error sentence. Figure 2 is an example of the cre-
ation of supervision data for learning the constraints
on encoder-decoder attention.

The proposed method first analyzes word align-
ment between words in the corrected sentence and
error sentence using an alignment tool (Process 1).
Next, using the alignment results of Process 1, it
identifies for each word in the corrected sentence
the two words that precede and the two words that
follow its corresponding word in the error sentence
(Process 2). Finally, it assigns an attention weight of
“1/number of identified words” to each word identi-
fied in Process 2, and an attention weight of 0 to the
other words in the error sentence (Process 3). For
example, in Figure 2, the word “to” in the corrected
sentence corresponds to the single word “in” in the
error sentence, where the two preceding and follow-
ing words are the four words “I,” “went,” “Tokyo,”
and “by.” Therefore, each of these four words is as-
signed an attention weight of 0.25(= 1/4), whereas
the other words in the error sentence (“Yesterday,”
“,,” “in,” “bus” and “.”) have an attention weight of
0.

The grammatical error correction model is trained
using the attention weight thus obtained for each
word in the corrected sentence as supervision data
for learning the attention matrix in Equation 1 in one
of the heads of the multi-head encoder-decoder at-
tention mechanism. Specifically, when training the
grammatical error correction model, the following
loss function, which introduces the constraints for
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Figure 2: Example of creation of training data for learning the constraints on encoder-decoder attention.

Method Precision(%) Recall(%) F0.5(%)
Baseline Model 68.30 37.93 58.87
Proposed Method 69.10 38.02 59.60
Chollampatt and Ng (2018) 60.9 23.7 46.4
Junczys-Dowmunt et al. (2018) - - 53.0
Grundkiewicz and Junczys-Dowmunt (2018) 66.8 34.5 56.3
Junczys-Dowmunt et al. (2018) 65.5 37.1 56.8
Kiyono et al. (2019) 67.9 44.1 61.3
Omelianchuk et al. (2020) 77.5 40.1 65.3
Lichtarge et al. (2020) 69.4 43.9 62.1
Kaneko et al. (2020) 69.2 45.6 62.6
Wan et al. (2020) 69.5 47.3 63.5
Stahlberg and Kumar (2021) 72.8 49.5 66.6
Zhao et al. (2019) (Baseline model article value) 68.97 36.98 58.80
Zhao et al. (2019) (Baseline model + multi-task article value) 67.74 40.62 59.76

Table 1: Experiment Results

the encoder-decoder attention mechanism, is used.

−
D∑
i=1

logP (Y i | Xi) + λ∆(Ai, Âi) (10)

Here, λ is the hyper-parameter and ∆ is the error
between the word correspondence relationship cap-
tured via the encoder-decoder attention matrix Ai

and the word correspondence relationship provided
as supervision for attention matrix Âi. ∆ is calcu-
lated as follows.

∆(Ai, Âi) = −
∑
m

∑
n

Âi
m,n logAi

m,n (11)

Here, Âi
m,n and Ai

m,n are attention weights that ex-
press the relationship between m-th word in the cor-
rected sentence and n-th word in the error sentence.

Specifically, Âi
m,n equals the attention weight found

through the encoder-decoder attention constraints of
Process 3, and Ai

m,n equals the attention weight as
in the sum weight value calculated by the encoder-
decoder attention mechanism via Equation 1.

4 Experiment

The experiment used approximately 1.2 million sen-
tences from the NUS Corpus of Learner English
(NUCLE) (Dahlmeier et al., 2013), Lang-8 learner
Corpus (Mizumoto et al., 2011), and FCE (Yan-
nakoudakis et al., 2011) as training data. CoNLL-
2013 test data (Dahlmeier et al., 2013) was used as
development data, and the CoNLL-2014 test-set was
used as evaluation data. The pre-processing of each
dataset followed Zhao et al. (2019).

This experiment conducted a comparative perfor-



Error Sentence Sometimes some family structure and cultural beliefs can influ-
ence the pattern of communication .

Corrected Sentence Sometimes some family structures and cultural beliefs can influ-
ence the pattern of communication .

Baseline Model Sometimes family structure and cultural beliefs can influence the
pattern of communication .

Proposed Method Sometimes some family structures and cultural beliefs can influ-
ence the pattern of communication .

Table 2: Example of Precision Improvement

Error Sentence Some people fake their identities in media sites so that they can
know more people or some may even cheat others .

Corrected Sentence Some people fake their identities on media social sites so that they
can know more people or some may even deceive others .

Baseline Model Some people fake their identities in media sites so that they can
know more people or some may even cheat others .

Proposed Method Some people fake their identities on media sites so that they can
know more people or some may even cheat others .

Table 3: Example of Recall Improvement

mance analysis of the proposed method using the
Copy-Augmented Transformer (Zhao et al., 2019)
as a baseline. The baseline model used was imple-
mented by Zhao et al.1. The proposed method is a
model trained applying the constraints of encoder-
decoder attention to the baseline explained in Sec-
tion 3. Error correction performance was evalu-
ated according to F0.5 values calculated via Max-
Match (M2) scorer (Dahlmeier and Ng, 2012). F0.5

is standardly used for evaluating grammatical error
correction performance because precision is consid-
ered more important than recall for grammatical er-
ror correction.

Both the baseline model and the proposed model
had 6 stacks of encoder and decoder layers, featured
8 heads, and used dmodel = 512 and dff = 4096 as
hidden state dimensions. Further, both used the Nes-
terovs Accelerated Gradient for optimization and set
the learning rate at 0.02, the weight decay at 0.5,
and the edit-weighted MLE at Λ = 1.2. During
decoding, a beam size of 12 was used. The pro-
posed method set the λ hyper-parameter at 0.05, and
introduced conditions to the encoder-decoder atten-
tion mechanism of the 5th layer, following (Garg et

1https://github.com/zhawe01/fairseq-gec

al., 2019). Further, when introducing the conditions,
it used GIZA++ as an alignment tool to create the
training data.

The results of the experiment are shown in Ta-
ble 1. The table shows CoNLL-2014 test-set accu-
racy scores for the baseline model and the proposed
method, as well as other existing methods that do
not use ensembles. In Table 1, F0.5 for the proposed
method is 0.73 points higher than the baseline. This
result empirically confirms that error correction per-
formance can be improved by training an encoder-
decoder attention mechanism to focus the attention
of each word in the corrected sentence on words ad-
jacent to corresponding words in the error sentence.
The table also introduces accuracy scores for other
existing methods that do not use ensembles as fur-
ther points of comparison. The proposed method
and the baseline of this study do not use multi-task
learning. Therefore, they both score lower than the
multi-task learning method proposed by Zhao et al.
(2019).

5 Discussion

The experiment compared correction accuracy for
the baseline model and the proposed method. The



results empirically confirm a 0.8-point increase in
precision and a 0.09-point increase in recall. These
results succeed in demonstrating that the introduc-
tion of the proposed constraints determines an in-
crease in grammatical error correction accuracy and
error position detection.

The increase in error correction precision may be
due to a decrease in unnecessary corrections of al-
ready correct points, because the encoder-decoder
attention mechanism is programmed, when gener-
ating the corrected sentence, to identify the adjacent
words in addition to the error itself in the error sen-
tence, thus becoming able to determine whether or
not to make a correction while taking into account
the adjacent words. Table 2 shows an example of
this. The error sentence in Table 2 is “some fam-
ily structure, ” and the error position is “structure.”
With the baseline model, “some” is identified as
an error and corrected, whereas with the proposed
method, the correct sentence “some family struc-
tures” is generated by taking into account the word
“some,” as confirmed by the experiment. This result
is likely due to the proposed model becoming able
to take into account adjacent words when generat-
ing correction words.

The increase in error correction recall is proba-
bly caused by an improved ability to detect error
positions that could not be identified by focusing
only on erroneous words (e.g. articles or preposi-
tions). Table 3 shows an example of this. In Ta-
ble 3, “in” must be corrected to “on,” to produce
the correct sentence. The preposition error, which
remains uncorrected in the baseline model, is cor-
rected with the proposed method, as confirmed by
the experiment. This is likely due to the fact that,
whereas the baseline model devotes more attention
to the erroneous words due to automated learning of
the encoder-decoder attention mechanism, the pro-
posed method is able to identify preposition errors
on the basis of data from adjacent words, such as
“media sites” in this case.

6 Related Work

Supervised learning of attention has been recently
studied in various NLP tasks such as semantic role
labeling (Strubell et al., 2018), word alignment
(Garg et al., 2019) and machine translation (Deguchi

et al., 2019; Bugliarello and Okazaki, 2020). They
basically use automatic NLP tools, such as depen-
dency parsers for learning self-attention and word
alignment tools for learning encoder-decoder atten-
tion, for generating supervision data because anno-
tating dependencies or word alignment is a laborious
and expensive task. Attention is trained as multi-
task learning by minimizing the difference between
an attention matrix and its supervision data in the
loss function.

As a closely related work to ours, Garg et al.
(2019) proposed supervised encoder-decoder atten-
tion for word alignment and machine translation by
using word alignment tools for generating supervi-
sion data. The difference between our method and
theirs is that (i) their task is different from our task
and (ii) their attention mechanism is trained to attend
to the aligned source word, but ours is trained to at-
tend to the positions in the vicinity of the aligned
source words. We consider that grammatical er-
ror correction, unlike machine translation, can be
improved by training an encoder-decoder attention
mechanism to focus the attention of each word in the
corrected sentences on words adjacent to the aligned
words in the error sentence.

7 Conclusion

This study proposes a method whereby an encoder-
decoder attention mechanism is trained to focus the
attention of each word in the corrected sentence on
words adjacent to corresponding words in the er-
ror sentence. It empirically confirms that F0.5 val-
ues can be improved by 0.73 points by training one
of the heads of the multi-head encoder-decoder at-
tention mechanism of a Copy-Augmented Trans-
former with the proposed constraints. Going for-
ward, the efficacy of the proposed method must be
tested against other datasets and grammatical error
correction models.
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