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Abstract 

Searching for legal documents is a 
specialized Information Retrieval task that 
is relevant for expert users (lawyers and 
their assistants) and for non-expert users. 
By searching previous court decisions 
(cases), a user can better prepare the legal 
reasoning of a new case. Being able to 
search using a natural language text snippet 
instead of a more artificial query could help 
to prevent query formulation issues. Also, 
if semantic similarity could be modeled 
beyond exact lexical matches, more 
relevant results can be found even if the 
query terms don’t match exactly. For this 
domain, we formulated a task to compare 
different ways of modeling semantic 
similarity at paragraph level, using neural 
and non-neural systems. We compared 
systems that encode the query and the 
search collection paragraphs as vectors, 
enabling the use of cosine similarity for 
results ranking. After building a German 
dataset for cases and statutes from 
Switzerland, and extracting citations from 
cases to statutes, we developed an 
algorithm for estimating semantic 
similarity at paragraph level, using a link-
based similarity method. When evaluating 
different systems in this way, we find that 
semantic similarity modeling by neural 
systems can be boosted with an extended 
attention mask that quenches noise in the 
inputs.  

 

1 Introduction 

Retrieving and understanding legal documents can 
take a considerable amount of time, even for legal 
professionals. Searching a large database of 
previous cases (court decisions) that apply to a 
particular situation is an important part of legal 
work, as performed by lawyers and their legal 
assistants (Bhattacharya et al. 2019, Bhattacharya 
et al. 2020, Draijer 2019, Hafner 1980, Xiao et al. 
2019, Zhong et al. 2020). Such a retrieval system 
may not only help expert users with deep expertise 
in the domain but can also benefit non-expert users. 
The latter can, for example, try to develop a 
preliminary understanding of a situation, when 
selecting or approaching a lawyer, to better 
navigate the justice system (Bhattacharya et al. 
2019, Boniol et al. 2020, Chen et al. 2013, Tran et 
al. 2020). Both expert and non-expert users may 
then be interested in a) identifying where the legal 
problem fits in regarding legal concepts, b) what 
legal actions are potentially relevant, and c) what 
were the outcomes of similar cases (Bhattacharya 
et al. 2019, Hafner 1980, Zhong et al. 2020).  
 
The above problem can therefore be formulated as 
a specialized Information Retrieval task that 
involves searching through a corpus of legal 
documents, before ranking them according to their 
relevance. While the concept of relevance in this 
context is conceptually and practically complex, 
we will focus our attention on a key aspect, the 
semantic similarity between a query and a 
candidate hit (Shao et al. 2020). Early attempts at 
developing such systems often involved the use of 
Boolean expressions as queries, where a document 
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either matches or does not match a query, in 
accordance with the Boolean logic of a statement 
being either True or False (Manning et al. 2009). 
In the case of large document collections, the 
resulting number of matching documents can then 
easily exceed the number a human user could 
possibly sift through, resulting in the need to offer 
a rank ordering of results (Manning et al. 2009). 
The Boolean approach also suffers problems 
related to human error and cognitive load in query 
formulation, as the user must translate a 
meaningful query formulated in natural language 
into a Boolean expression such as ‘theft AND 
(repeated OR sustained) AND employee’, by 
guessing the exact terms used in the database in the 
documents of interest (Hafner 1980, Ter et al. 
1996). Such guesswork about the terms likely to be 
used in relevant documents, through the resulting 
errors, can prevent the discovery of the most 
relevant documents in the database, for example if 
those documents used slightly different terms that 
those that were selected by the user. 
 
As efforts to remedy such issues using linguistics 
and / or ontology-based approaches that explicitly 
model domain knowledge and language are rather 
expensive and difficult to keep up-to-date (Silveira 
et al. 2004), the research community is actively 
searching for new approaches to those problems, in 
particular the semantic similarity aspect of 
document relevance, as it enables improved 
document ranking.  
 
Recently, data-driven neural approaches have 
emerged as promising components of a new 
generation of increasingly automatic systems that 
may require less human interference, curation or 
updating effort (Tran et al. 2020, Zhong et al. 
2020). While this trend is in its early stages, its 
maturation could help to deal with some of the 
above-mentioned limitations. However, it was 
observed by many authors (Alberts et al. 2020, 
Bhattacharya et al. 2020, Chalkidis et al., 2020, 
Draijer 2019, Raghav et al. 2016, Shao et al. 2020, 
Van Opijnen & Santos 2017, Xiao et al. 2019, 
Wang et al. 2019, Zhong et al. 2020) that current 
neural systems for natural language understanding 
that perform very well in non-legal domains do not 
transfer easily to tasks in the legal domain, for a 
variety of reasons that make this domain especially 
challenging (see Table 1).  
 

Such research efforts can then be further 
complicated by the need to adjust such systems to 
legal documents written in non-English languages, 
as much of the research in the public domain has 
been performed on English language texts.   
 
By performing the legal Information Retrieval task 
at the level of paragraphs rather than whole case 
documents, the modeling of semantic similarity is 
then focused on a more limited number of 
important legal concepts contained in such a 
paragraph, or query. For a user it can be helpful to 
first find the most semantically similar paragraphs 
with a few relevant legal concepts in a lengthy and 
complex case document, before reading the whole 
document. This way of defining the task also has 
another practical advantage, in the sense that many 
state-of-the-art (neural) models would struggle to 
encode the semantics of a very long text with 
hundreds of sentences in a useful way, while text at 
the level of one or a few sentences will be a more 
realistic input text to such models (Alberts et al. 
2020, Shao et al. 2020). In the best case, such 
semantic similarity models at paragraph level 
should be invariant to differences in the input that 
do not matter for approximating relevance in this 
task, while they will be more selective to 
differences that do matter (Neculoiu et al. 2016).  
 
The ability for a user to express a query in natural 
language rather than more artificial queries such as 
Boolean expressions could carry many advantages, 
if implemented successfully. By omitting the step 

Challenge  Description 
Length Documents are often long and 

complex, with a large number of legal 
concepts that need to be modeled 

Relevance Domain-specific notions of relevance 
go beyond general concepts of 
document similarity  

Language A language that differs from regular 
language in terms of syntax, 
semantics, vocabulary and 
morphology 

Accessibility Accessibility of legal datasets is 
rather restricted, hindering research 

Labels Expert judgements of relevance or 
similarity is difficult and expensive to 
obtain 

Models Most current semantic similarity 
models (above the word level) 
struggle with out-of-domain data 

Table 1:  Domain adaptation challenges  
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of asking the user to translate their natural language 
query into such a query language, human errors 
linked with query formulation can be avoided. The 
potential ability of neural systems to enable a 
flexible data-driven modeling of semantic 
similarity, beyond the ranking of exact lexical 
matches between a candidate hit and a query, is 
highly relevant for enabling a wider variety of 
searches using natural language for expert and non-
expert users with different degrees of domain 
knowledge. For the non-expert users, this aspect is 
likely to be even more important, due to their lack 
of familiarity with legal language and topics. In 
other words, progress in this area could help to 
further increase the accessibility of the legal system 
itself.  
 
We have therefore identified the following three 
fundamental challenges for enabling German 
natural language queries in a collection of Swiss 
federal court decisions, namely a) how to best 
encode paragraph text as vectors that enable a good 
ranking of search hits (semantic modeling), so that 
the most relevant paragraphs would be scored 
highly, b) how to assess the semantic similarity 
between a query and a candidate hit in the absence 
of expensive expert judgements of relevance, using 
an automated mechanism that approximates such 
human judgement, c) the generation of relevant 
datasets for enabling such work, in particular Swiss 
cases and statutes that will be relevant for different 
tasks, including the extraction of relationships 
between cases and statutes. We also investigate the 
possibility of combining neural systems with some 
well-established components of non-neural 
systems in a way that would enhance the ability of 
the combined system to focus on the most 
important parts of the input, while modeling 
semantic similarity.  
 

2 Related Work 

Understanding the central concept of relevance in 
Information Retrieval tasks can depend on the 
particular user, task and other contextual factors 
(van Opijnen & Santos 2017), hindering the 
emergence of a clear consensus on this topic. Also, 
the construction of datasets that capture relevance 
as determined by human experts is challenging and 
expensive, leading to a paucity of such datasets in 
the public domain (Shao et al. 2020). Therefore, 

algorithms that could help to estimate important 
aspects of relevance could therefore help to enable 
more research on the challenges outlined above. 
With semantic similarity as a key aspect of 
relevance, and the paucity of human expert 
annotations in the field, the question of the 
automated generation of labels that can 
approximate such human judgement poses itself.  

 
On a conceptual level, the computation of 
similarity between objects can not only be based on 
their context, but also on the link structure of a 
graph that describes relationships between those 
objects (Lu et al. 2006). Such link-based similarity 
can often complement content-based similarity 
measures. The application of this principle can be 
found in an area that is related to our task, namely 
a field called context-aware citation 
recommendation, which builds on link-based 
similarities between scientific publications using 
citations between them (He et al. 2020, Jeong et al. 
2019). In the legal domain, citation networks can 
be described as linking case documents with 
relevant statutes, thereby generating a directed 
graph with two types of nodes (cases and statutes). 
The number of common out-citations can then be 
defined as bibliographic coupling (Kessler 1963), 
indicating link-based similarity between two case 
documents (Bhattacharya et al. 2020, Kumar et al. 
2013, Raghav et al. 2015, Raghav et al. 2016). 
Bhattachyarya et al. (2020) have noted that the 
notion of semantic similarity is domain-specific, 
and not completely defined, as they developed a 
framework for the comparison of content-based 
with link-based similarity methods. Again, 
bibliographic coupling is used by calculating the 
number of common out-citations as a way of 
estimating semantic similarity between case 
documents.  
 
As semantic similarity modeling of text at 
paragraph level (beyond a ranking of hits that is 
solely based on exact lexical matches with terms in 
the query), is a key challenge in this domain, 
lessons learned from the comparison of systems 
that model semantic similarity at sentence level (in 
various domains) may be relevant. For example, 
SentEval is an effort to evaluate sentence-to-vector 
encoders on a variety of tasks, including sentence 
similarity (Conneau et al. 2018). Bhattacharya et al. 
(2020) describe a dataset of 47 pairs of Indian 
Supreme Court case documents where similarity 



117
4 

 
 

between each pair of documents is annotated on a 
scale from 0-10 by law experts, which the authors 
use to compare methods for modeling legal 
document similarity. However, it is important to 
keep in mind the many known domain-specific 
challenges (see Table 1), in addition to language-
specific and legal system-specific challenges. In 
other words, we cannot assume that systems that 
did well in those benchmarking efforts will also do 
well in our task, even if such systems have shown 
great potential across languages, in other domains.  

 
The most widely used classic non-neural model is 
often referred to as a bag-of-words model, with 
every word in the modeled vocabulary represented 
as a separate dimension in a vector space. Note that 
while such vector space models can enable a user 
to use natural language as a query, it will be unable 
to model an important aspect of semantic 
similarity, namely contributions based on word 
order (Mitchell & Lapata 2010). As semantically 
similar words are represented as distinct 
dimensions in that vector space, such similarities 
are not captured in bag-of-word models. These 
non-neural systems can provide useful baseline 
systems for comparisons with (neural) systems that 
aim to model these aspects of semantic similarity.  

 
Neural systems for Natural Language 
Understanding published in recent years have 
demonstrated promising abilities in this regard, in 
terms of their ability to model both word order 
aspects as well as other aspects of semantic 
similarities in natural language text (Zhang et al. 
2020, Bhattacharya et al. 2019).  
 

3 Materials and Methods 

3.1 Datasets 

German language case documents published after 
the year 2000 that contain citations of Swiss law 
articles (statutes) were obtained from the website 
of the Swiss Federal Court (‘Bundesgericht’) 1 . 
Using the Python library urllib we developed a 
dedicated Web crawler to download the HTML of 
2168 case documents for paragraph and citation 
extraction. Paragraph extraction was then 
performed on those HTML files, filtering for case 
paragraphs that contain citations, resulting in a set 

 
1 https://www.bger.ch 

of 7562 case paragraphs for further processing. 
Swiss federal statutes cited by those case 
paragraphs were obtained from the official Swiss 
government website (‘Systematische 
Rechtssammlung’) 2, also in HTML format. Again, 
paragraphs were extracted, creating a hierarchy of 
documents containing many articles, and those 
articles containing one or more paragraphs 
(‘Absatz’). In total, 38994 statute paragraphs were 
extracted from 109 statute documents.  

3.2 Triples 
Here, triples are directed relations that link a single 
case paragraph (the source) to specific statute 
articles (the target). To qualify, a citation needs to 
match one of two citation styles that 
unambiguously identify at least a specific article of 
that law: style 1 (e.g. ’Art. 1 Abs. 3 StGB’) or style 
2 (e.g. ’Art. 3 StGB’). Note that style 1 is more 
specific, as it points to a single paragraph (‘Abs.’ = 
‘Absatz’) in that article, which will then consist of 
a single sentence or multiple sentences. Citations 
expressed in the case paragraphs were identified 
using regular expressions, in an automated way. 
Each of the resulting 14299 triples then contained 
a citation in the form of either style 1 (10998 
triples) or style 2 (3301 triples), the full text of the 
statute paragraph the citation refers to, the case 
paragraph in which the citation was found, and the 
relevant case document ID (‘caseName’).  

3.3 Baseline models 

A random baseline was implemented as a minimal 
performance reference, to estimate the 
performance achieved by a random ranking of 
paragraphs in the search collection. This system 
omits the actual similarity model by generating 
random numbers for use in ranking the search 
results. To estimate the distribution of results from 
this random baseline, ten independent runs were 
performed.  

 
Idf scores (Manning et al. 2009), that represent the 
number of documents in which a particular token 
occurs in the search collection, were calculated for 
all tokens in the vocabulary. Here, a document 
corresponds to a concatenation of all texts from all 
case paragraphs in the triples collection that 
originated from the same HTML-formatted case 
document.  

2 https://www.fedlex.admin.ch 
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Using the above idf values, a non-neural baseline 
(NNB) that performs exact lexical matching at 
paragraph level was implemented. As in other bag-
of-words models, the vectorization of an individual 
paragraph creates a separate dimension for each 
token in the vocabulary, with the final tf-idf score 
calculated by multiplying the frequency of that 
token in the paragraph with its idf value (Manning 
et al. 2009). A boosted version of that non-neural 
baseline (Boosted NNB) uses an additional token 
filter that reduces the final vocabulary, by 
accepting only tokens that start with a sequence of 
three alphabetical (non-numeric) characters and 
have a minimal length of 5 characters. This filter 
was motivated by the observation that many 
semantically non-informative tokens started with 
various non-alphabetical characters. The 
alternative of using each paragraph in the search 
collection as a document for tf-idf calculation using 
the standard Python module ‘sklearn’ was also 
tested. In that case, idf values were not based on all 
case paragraphs in the triples collection, but on a 
smaller search collection of 69 case paragraphs 
used in the model evaluation.  

 

3.4 Neural models 

We tested different neural approaches for the 
semantic modeling of paragraphs. If not mentioned 
otherwise, default parameters were applied.  
 
Two different implementations of the Universal 
Sentence Encoder (USE, Cer et al. 2018) were 
tested, a) the model ’xx use md’ from the ’spacy’ 
Python library, and b) the huggingface (huFace) 
implementation ’distilUSE’. Note that the huFace 
variant is a knowledge-distilled, smaller version of 
the original 15-language USE model.  

 
The doc2vec model (Le & Mikolov 2014) was 
applied after training the model on our case 
paragraphs using a vector size of 100, a window 
size of 5 tokens, 12 epochs for training, and a 
maximal vocabulary size of 500, after an effort to 
optimize its hyper-parameters for maximal 
performance in the task outlined below.  

 
Pre-trained BERT-based transformers that were 
tested include DistilBERT (German model) and 
GermanBERT (trained on German text including 
20% legal documents), including standard 

WordPiece word segmentation on the input. As a 
vector that aggregates information from all input 
tokens, the hidden state of the ‘CLS’ token of the 
final BERT layer was used, without further fine-
tuning of the pre-trained model. Such transformers 
offer the use of an attention mask for padding, to 

 
Fig. 1: Generation of the Extended Attention Mask, by 
multiplying a classic BERT attention mask for padding 
batch inputs with a focus mask we developed. 
 
mask empty token positions after the last token in 
the input, when a batch of input sequences has 
varying length of sequences (Fig. 1). This attention 
mask represents a vector of binary ‘hard gates’ that 
cancel positions that should not get any attention 
calculated on them.  

 
To combine the idf score aspect of the non-neural 
baseline systems with the neural models, tokens 
with low idf values were also assigned a zero value 
in that attention mask, resulting in what we call an 
Extended Attention Mask. This mask can suppress 
less informative tokens (with low idf values) in the 
input, changing the encoding of the paragraph as a 
result. At a more granular level, this Extended 
Attention Mask is generated as follows: before 
tokenization by WordPiece, tokens are screened 
against the idf threshold for masking. Tokens that 
do not pass are replaced by an underscore 
character, which in a second step, after using 
WordPiece for tokenization and subword 
segmentation, is replaced by a zero  
value instead of the original value of 1, in the focus 
mask. This means that transformer self-attention 
cannot be calculated on that token, even if the 
surrounding tokens receive self-attention. With the 
use of the underscore, subword segmentation is 
also avoided for the masked token.  

3.5 Automated labels and model evaluation 
An evaluation approach was designed using a set 
of queries that represent information needs and a 
set of case paragraphs as a search collection to 
match with those queries. To approximate the 
judgement of a human expert on the relevance of a 
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search hit based on semantic similarity, an 
automatically generated, link-based similarity 
definition was developed.  This link-based 
similarity definition uses case pairs that are 
deemed to be sufficiently similar as proxies for true 
hits, when calculating precision values for each 

query. Such case pairs are defined as a pair of case 
paragraphs that share at least two different out-
going citations to the same statute articles in the 
triple collection. With the employed citations filter 
used in the generation of those triples, a sufficient 
level of specificity in terms of the statute target is 
ensured, thereby selecting a limited number of 
legal concepts as the semantic scope. To qualify, 
these two citations need to point to two different 
laws, or to two different law articles in the same 
law. A single shared citations was found 
insufficient in our exploratory work, to guarantee 
that most case pairs would indeed share a similar 
meaning that enables an approximation of 
relevance in this task, for non-experts. With those 
at least two shared citations as outlined above, we 
observed that the desired level of semantic 
similarity between case paragraphs was well 
approximated. Note that this definition of semantic 
modeling includes semantics encoded by word 

order, which cannot be modeled by (the baseline) 
bag-of-words models.  
 
As a diversity of information needs is represented 
by a set of 69 queries (Fig. 2) with a large number 
of case pairs we selected for model evaluation, the 

average of the precision calculated for each query 
is then informative of a model’s performance 
across this set of diverse queries. For calculating 
precision, the number of case pairs for a query is 
then used as an approximation of the number of 
true hits. As case paragraphs that are semantically 
similar may not always fulfil the selection criteria 
we defined for generating case pairs, the obtained 
average precision values may constitute an under-
estimation of the number of true hits.  

 
When comparing different models, each of the 69 
queries selected from the 7562 case paragraphs was 
then encoded as a single vector by the tested model 
and compared with the vectors of the other 68 
queries using cosine similarity. In other words, for 
each query, the other 68 queries were used as the 
search collection, representing paragraph texts in a 
database of legal documents.  

 

4 Results and Discussion 

For ten independent runs of the random baseline, 
the mean average precision (AP) was 13.15%, with 
a standard deviation of 1.06.  The non-neural 
baselines performed considerably better, with a 
performance of 24.09% achieved by the simple 
sklearn baseline, and 41.30% by the basic non-
neural baseline (NNB v1). The performance of the 

 

Fig. 2: A projection of the 69 query vectors used for 
model evaluation, using t-SNE to reduce 100-
dimensional doc2vec-generated vectors to a 
position on this 2D map. Each vector is identified 
by an integer that represents its position in this list 
of query texts. Some case pairs are illustrated using 
red ellipses.  

 
Fig. 3: Schematic overview of our method for model 
evaluation. From 7562 case paragraphs and 14299 
triples, 15348 case pairs were identified (automated 
label generation). Those case pairs are then used to  
a) estimate ‘true hits’ for each query, as a basis for 
calculating an average precision over all 69 queries, 
b) as a filter for defining queries based on the triples.  
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basic NNB can be further enhanced by applying a 
token filter using idf values calculated at case 
document level, up to a maximal level of 42.75% 
at an idf threshold of 2.12 (NNB v2). The curve in 
Fig. 4 shows a fine-grained analysis of the optimal 
idf threshold values, while Table 2 offers an 
overview of results obtained for different neural 
and non-neural models tested. The optimal 
threshold value of 2.12 for the idf score fits a 
human inspection of the relative importance of 
different words in case pairs (Fig. 5). 

 

The ability of the neural models to outperform the 
best non-neural baseline (Boosted NNB) was then 
tested. The USE implementation huFace reached a 
performance of only 39.13%, so did not show a 
clear benefit over the Boosted NNB baseline. The 
spacy implementation, however, achieved 42.41 
%, a gain of more than 3 percentage points. This 
difference between the two USE implementations 
may be explained by the fact that the huFace 
variant is not the full USE model, but a smaller, 
distilled version.  
 
A clearly improved performance over the Boosted 
NNB was observed with GermanBERT, the model 
that was trained on 20% legal documents (cases 
and statutes in German language). This BERT-
based model achieved a performance of 44.38%. 
With the use of the Extended Attention Mask, a 
maximal performance of 48.19% was reached at an 
optimal idf threshold of 2.0. For all tested BERT-
based transformers, the use of the Extended 

Attention Mask resulted in clear improvements, at 
idf threshold values around 2 (compare Fig. 5), 
while distilled, smaller models (of USE and 
DistilBERT) did not perform well. In comparison, 
doc2vec achieved a performance of 45.47%, above 
NNB, but nowhere near the performance we saw 
 

with the Extended Attention Mask-boosted 
GermanBERT. While both DistilBERT and 
GermanBERT were trained solely using German 
data, only GermanBERT had legal documents in 
the training data. Note that this performance of 
GermanBERT was observed on a pre-trained 
model without any finetuning to the task.  
 

 5   Conclusions 

In the described semantic similarity modeling task, 
we found that the best neural model that was 
trained not only in the relevant language, but also 
in-domain data, offered a clear added value over 
the best non-neural model. This top performance 
was obtained by extending the use of the 
transformer attention mask to quench signals from 
less informative tokens (using idf scores), so they 
would not be considered in the model. The 
generated datasets of paragraphs extracted from 
Swiss cases and statutes, as well as citations in 
cases that point to statutes, when published can 
facilitate further research in this domain and task, 
which currently lacks such datasets.  With the link-
based automated labeling method we developed, 

 

Fig. 4: Determination of the optimal idf threshold for 
non-neural and neural models. The performance at 
the optimal idf value corresponds to the v2 variant of 
the model shown in Table 2. idf threshold values are 
shown on the X axis, while the achieved %AP is 
shown on the Y axis. In dark grey, the sklearn model 
(left panel only). Non-neural baseline in light grey, 
and its boosted version (the best-performing non-
neural model) in gold. DistilBERT in green, and 
GermanBERT (the best-performing neural model) in 
orange. The right panel shows a zoomed-in view, for 
the models that achieved a %AP of at least 38.  

Model  %AP (v1) %AP (v2) Opt. idf 
    sklearn 23.55 24.09 2.5 
NNB 41.30 42.75 2.12 
Boosted NNB 42.39 44.38 2.45 
    doc2vec 45.47 - - 
USE (huFace) 39.13 - - 
USE (spacy) 42.21 - - 
DistilBERT 42.75 44.02 2 
GermanBERT 44.38 48.19 2 

 
Table 2: Summary of model evaluation results. Some 
models are listed as two variants, one (v1) using a 
threshold of zero for idf scores (resulting in no 
filtering), and another (v2) that uses the optimal idf 
threshold. The performance of the best neural and 
non-neural models is shown in bold. A double line 
separates the non-neural (top) from the neural models 
(bottom). For BERT-like transformers that allowed 
the use of our Extended Attention Mask, the optimal 
idf value (see Fig. 4) is shown in the column ‘Opt. idf’ 
for the v2 variant of the model.  
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the challenge of obtaining costly human expert 
annotations in this domain becomes less of an 
obstacle, aiding research into improved models 
(and their finetuning) that could help to reveal 
semantically similar paragraphs that may have 
been missed with the models we tested. Therefore, 
with this new framework, a new generation of 

improved models can now be developed, for the 
task of searching Swiss court decisions using a 
wide range of natural language queries that 
represent information needs from expert and even 
non-expert users. The ability to model semantic 
similarity beyond exact lexical matching could 
then help a larger audience of non-expert users who 
may struggle with query formulation, to better 
access, understand and navigate the legal system.  
 
 
Supplementary Material 
The created datasets and Python code will be published 

on GitHub at https://github.com/lilytang2017 
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