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Abstract

E-commerce has grown substantially over the
last several years, and chatbots for intelligent
customer service are concurrently drawing at-
tention. We presented AliMe Assist, a Chi-
nese intelligent assistant designed for creat-
ing an innovative online shopping experience
in E-commerce. Based on question answer-
ing (QA), AliMe Assist offers assistance ser-
vice, customer service, and chatting service.
According to the survey of user studies and
the real online testing, emotional comfort of
customers’ negative emotions, which make up
more than 5% of whole number of customer
visits on AliMe, is a key point for providing
considerate service. In this paper, we propose
a framework to obtain proper replies to cus-
tomers’ emotional questions. The framework
takes emotion classification model as a core,
and the final reply selection is based on topic
classification and text matching. Our exper-
iments on real online systems show that the
framework is very promising.

1 Introduction

A chatbot is considered as a question answering
system in which experts provide knowledge on
users’ behest. Meanwhile, chatbots are not just
question answering systems, since they can carry
out a lot of tasks depending on how you design
it (Zhu et al., 2018). As chatbot has become an
important solution to rapidly increasing customer
service demands in recent years, many companies
have recently launched their own intelligent cus-
tomer service (ICS) chatbots for providing cus-
tomer service, such as Lenovo (Li et al., 2018),
Fujitsu (Okuda and Shoda, 2018), JD.com (Zhu,
2019) and Alibaba (Li et al., 2017).

For customers’ emotional questions, proper emo-
tional comfort can help improve the service. This
is not only applicable to customer service staffs,
but also a key point of ICS chatbots, while demon-
strating human-like service is the ultimate goal of

ICS chatbots. Emotional quotient (EQ) has been
a core competence of chatbot (Zhou et al., 2020),
and about EQ, we can roughly categorize it into
two key components: identifying users’ emotions
and giving users proper emotional responses. Be-
sides, chatbots’ EQ is domain-specific, since it is
mainly based on emotion analyzing, and emotion-
analyzing technologies are mostly domain specific.

In this paper, we introduce an emotional com-
fort framework for the e-commerce chatbots. E-
commerce customers usually complain of slow de-
livery, poor quality of goods and difficulty of con-
tacting sellers, etc. Traditional question answering
based ICS chatbots may just reply customers with
some pieces of ‘knowledge’ such as ‘how to speed
up the delivery’, ‘how to report the quality issues
of goods’ and ‘how to contact sellers’. Without
responses that are emotionally appropriate, ICS
robots are too ‘robotic’ to users. Human-like em-
pathy and appropriate emotional reply can help the
users regain their confidence and move forward
with a positive attitude. Besides, in our framework
we don’t consider emotional response generation
models, such as (Huo et al., 2020) and (Zhou et al.,
2018), since we should meet the high Queries-per-
second (QPS) needs of real online applications.

Figure 1 gives two simple examples for the com-
parison of traditional ICS chatbots and emotional
ICS chatbots, which are without or with emotional
comforts. Without emotional comfort, the response
appears abruptly.

2 Related Work

Classification model: classification model train-
ing is strongly based on extraction of textual seman-
tic features, and textual semantic features can be
roughly separated into word- (or character-) level
features (Wang et al., 2018; Song et al., 2017; Kus-
ner et al., 2015) , n-gram level features (Yin et al.,
2016; Wan et al., 2016) and sentence level features
(Shen et al., 2018; Arora et al., 2016).
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(a) Without comforts (b) With comforts

Figure 1: Comparison of conversations with or without
emotional comforts.

1) Word-level features: Kusner et al. (Kus-
ner et al., 2015) proposed word mover’s distance
(WMD), a distance function between two docu-
ments, which measures the minimum traveling dis-
tance from the embedded words of one document
to another one. WMD achieved good performance
in the document classification task (Ma et al., 2018).
Referring to WMD, Song et al. (Song et al., 2017)
proposed Word Similarity Maximization (WSM),
which is a faster method for calculating similarity
between two short texts with word embeddings, and
WSM can achieve even better results than WMD
on short text classification task. Wang et al. (Wang
et al., 2018) proposed a novel classification model
that considers correlation between embeddings of
category labels and word embeddings (LEAM),
which has further enriched the word-level features
of text classification.

2) N-gram level features: Yin et al. (Yin et al.,
2016) proposed Attention based CNN (ABCNN)
model to extract n-gram features of each of two
texts, and then combine those features as input of
Logistic regression model to obtain semantic sim-
ilarity between two texts. Wan et al. proposed a
MV-LSTM model, which utilize Bi-LSTM model
to obtain multiple positional sentence representa-
tions as a kind of ‘dynamic’ n-gram features.

3) Sentence level features: Arora et al. (Arora
et al., 2016) represent a sentence with a weighted
average of word embeddings, with their projection
onto the first principal component across all sen-
tences in the corpus removed. Shen et al. (Shen

et al., 2018) thoroughly analyzed the effect of pool-
ing mechanisms on representing sentences with
simple word embeddings. With those sentence-
level features, classification task, text sequence
matching task and some other feature based tasks
can all achieve good performance.

In our sentiment classification model and topic
classification model, we combine those multiple-
level features, and prove that our model can achieve
significantly improved results.
Emotional chatbot: the most famous emotional
chatbot is Xiaoice (Zhou et al., 2020), which was
designed about 6 years ago. Understanding and
responding to users’ emotions are two dimensions
of the ability of emotional chatbots. For realizing
a human-like customer service chatbot, we try to
understand users’ emotions with an emotion classi-
fication model, and detect topics in user questions
with a topic classification model. Then for respond-
ing users’ emotions, we design an emotional com-
fort framework including matching based comfort,
comfort with considering both emotion and topic,
and a base comfort with just considering emotion.
Text matching: text matching needs to capture the
rich interaction structures in the matching process,
and this process can be conducted between abstract
features of two texts (Yin et al., 2016; Hu et al.,
2014; Qiu and Huang, 2015) or between word em-
bedding of two texts (Pang et al., 2016; Hu et al.,
2014; Lu and Li, 2013) . In papers (Yin et al.,
2016; Hu et al., 2014; Qiu and Huang, 2015) (the
ARC-I model in (Hu et al., 2014)), they all extract
features from each of those two texts and then com-
bine those features as the input of final Logistic
regression model. In papers (Pang et al., 2016; Hu
et al., 2014; Lu and Li, 2013) (the ARC-II model
in (Hu et al., 2014)), they all take the interaction
matrix of two texts as input of their models, and
extract features from the given interaction matrix
to evaluate similarity between two texts. In our
matching-based emotional comfort part, we com-
bine a BCNN model (Yin et al., 2016), which is
with a text interaction on abstract feature level, and
a MatchPyramid model (Pang et al., 2016), which
is with a text interaction on word embedding level,
to obtain an eligible performance for online service.

3 Framework Description

Our proposed framework consists of two parts (Fig-
ure 2), offline part and online part, and each of them
consists of three components. With the offline part,
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we want to realize the ability to understand users’
emotions as detailed as possible, and with the on-
line part, we sequentially run increasingly general
comfort strategies for responding users’ emotions
on a larger scale.

Figure 2: Framework of emotional comfort in ICS chat-
bots.

Offline Part: 1) Emotion classification model
is trained with considering word-level features, n-
gram level features and sentence level features. We
consider seven different emotions as fear, abuse,
disappointed, aggrieved, anxious, anger and grate-
ful. 2) Topic classification model is trained with a
same way as the emotion classification model, and
we choose 35 high frequency service classes, such
as ‘complaints about the quality of service’ and
‘complaints of slow Delivery’, etc. 3) Knowledge
construction is for collecting some user questions
with very specific content that needs to response
emotional comforts. Those specific questions are
with high frequency, but they are hard to be clas-
sified into a topic or cannot get well treated with
just topic-level comforts. For each question, our
service experts will design a professional reply, and
for each ‘question-reply’ pair we call it as a piece
of ‘knowledge’.

Online Part: 1) Knowledge-based comfort is
for users with specific questions, and we use a
text-matching model to match a user’s question
and the high-frequent questions in collected pieces
of knowledge. If we can get a prepared question,
which has the biggest similarity with the given
user’s question and also the similarity value is big-
ger than a particular threshold, the corresponding
reply will be taken as the emotional comfort result
to this user. 2) Emotion & topic comfort means
the comfort based on both users’ emotions and the
topics of users’ questions. 3) Emotion-level com-
fort is a backup component to the emotion & topic
comfort, since we cannot list all topics. So for other
emotional queries without listed topics, we use this
component to reply a general emotional response.

Figure 3: Examples of comforts: (a) emotion-level; (b)
emotion & topic level; (c) knowledge-based level

Figure 3 gives examples of online emotional
comforts. (a) shows an emotion-level comfort ex-
ample. This user just complains, without any topic
or any reason, so we can just give this user a very
general comfort. (b) shows a comfort considering
both emotions and topics. This user complains
about service, so we can pointedly give a comfort
about service. (c) shows a user’s complain about
bad robot service, and for this kind of questions
with very specific content, we utilize knowledge-
based matching models to give proper responses.

4 Offline Part

4.1 Emotion Classification
Emotion classification is the base and core of whole
emotional comfort framework. We propose an
ensemble classification model MLC (Multi-Level
feature based Classification), which combines sen-
tence level features, n-gram level features and word-
level features. Figure 4 gives the description of this
model, and from left to right, sentence level fea-
tures, n-gram level features and word-level features
are respectively obtained. Given the word embed-
ding of which the dimension is set as M, we also
define a series of embedding of labels (emotions)
of which the dimension is also set as M. Below we
discuss the feature extraction steps:

1) Sentence level features: Simple Word-
Embedding based Models (SWEM) (Shen et al.,
2018), which employs simple pooling strategies
operated over word embeddings, shows close per-
formance to some classic CNN- or RNN-based
text matching models or classification models. In
our work we use those simple pooling strategies
to obtain sentence-level features of users’ ques-
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Figure 4: Emotion classification model.

tions for the emotion classification task. For com-
bining the features obtained from average-pooling
strategy and max-pooling strategy, two different
methods are proposed as concatenating method
and hierarchical method. Under the design idea of
whole emotion classification model, we choose the
SWEM-concat method to combine SWEM-max
features and SWEM-avg features.

2) n-gram level features: Traditional CNN is
used to obtain n-gram level features, and n is a vari-
ate denoting the convolution window size. In this
paper, we set n as 2, 3 and 4 respectively, and for
each window size, 16 convolution kernels are used
to extract plentiful information from the original
word embedding matrix. Pooling steps are similar
as that in extraction of sentence level features.

3) Word-level features: We use the Label-
Embedding Attentive Model (LEAM) proposed in
(Wang et al., 2018) to extract word-level features.
LEAM embeds the words and labels in the same
joint space for text classification. It utilizes label
descriptions for increasing the interaction between
labels and words, which can obtains deeper con-
sideration of semantic information of words. In
our model, each ‘label’ means a kind of emotion,
such as ‘anger’ or ‘disappointment’, etc. In our
online service, 6 negative emotions and a ‘grateful’
emotion are considered.

Finally, features of different levels are put to-
gether for the output layer trained with logistic
regression model.

4.2 Topic Classification

We summarize high frequent service topics with
referring the experience of service experts, and
then use the same model design with the emotion

classification step to realize topic classification.

4.3 Knowledge Construction

Besides ICS chatbots, we also have human cus-
tomer services. For extracting users’ high frequent
questions and also the high-quality replies, we can
all refer to the chat log data of human customer
services. We combine the chat log of chatbots and
human customer services together, and utilize a
self-adapting clustering method proposed in (Song
et al.) to cluster similar user questions. With the
arrangement of professional service experts, we
finally choose 649 high-frequent user questions as
basis of constructing ‘question-reply’ pairs. For
each high-frequent user question, we collect ref-
erenceable replies from log of human customer
services. Then with those referenceable replies,
professional service experts can reorganize them
to obtain final 649 ‘question-reply’ pairs as our
‘knowledge base’.

5 Online Part

5.1 Knowledge-based Comfort

Figure 5: The workflow of retrieval-based QA systems.

We utilize a retrieval-based QA system (Yu
et al., 2018) to realize knowledge-based comfort,
of which the workflow is shown in figure 5. Col-
lected knowledge base is indexed by Lucene, and
for each emotional user question, we recall top K
pieces of candidate knowledge from Lucene index,
and then rerank those candidates to get a final reply.
Similarity computation in ‘Knowledge Reranking’
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module is the key component, and with different
situations we have designed different models.

An unsupervised text similarity computation
model: For making our framework applicable to
some domains with no domain-sensitive labeled
data, we use an unsupervised text matching model
to rank candidates and decide which is most similar
with the given user question. We use Word Simi-
larity Maximization (WSM) (Song et al., 2017),
which is an optimization of Word Mover’s Dis-
tance (WMD) proposed in (Kusner et al., 2015), to
realize this unsupervised text matching step. Com-
pared to WMD, WSM can get a normalized similar-
ity value restricted to [0,1] instead of the distance
value of WMD of which is not normalized, and
computational complexity of WSM can be greatly
decreased compared to WMD.

A supervised deep text similarity computa-
tion model: With the discussion of ‘text match-
ing’ in related work section, we choose two well-
performing models, MatchPyramid (Pang et al.,
2016) and BCNN (Yin et al., 2016), as baselines,
and we realize a combined model PBmatch, with
considering features in both MatchPyramind and
BCNN. Feature extraction steps of MatchPyramind
and BCNN are separated and then on the Logistic
regressions step, features extracted from both mod-
els are combined together, and the whole frame-
work makes a joint training of both models.

5.2 Emotion & Topic Comfort

Emotion classification and topic classification are
all run on a given user question, and for each
possible ‘emotion+topic’ combination, our service
experts have set different comfortable replies for
realizing diversified emotional comfort. These
‘emotion+topic’ sensitive replies are randomly re-
sponded when needed.

5.3 Emotion-level Comfort

Similar with the description in above subsection,
with user questions without obvious topical con-
tent, we just consider the emotional information
contained in questions. For each emotion, our ser-
vice experts have also set different emotion-level
comfortable replies for realizing diversified emo-
tional comfort. Compared with comfortable replies
considering both emotion and topic, emotion-level
comfortable replies are more general, which are
like the example in figure 3(a).

6 Experiments and Evaluations

6.1 Dataset and Evaluation Metric

Dataset: 1) Emotion classification dataset: Since
we annotate that just about 5% of user questions are
with emotion, a manual labeling on all user ques-
tions for emotion classification is a waste. We first
extract some suspicious emotional questions with
an emotional dictionary, which is empirically col-
lected, and then we published crowdsourcing tasks
with checking and revising those dictionary-based
labels. Each question was labeled by 3 annotators,
with one of the given emotions or ’no emotion’. If
3 annotators give 3 different labels, we delete this
question, otherwise we label this question as the
emotion labeled by at least 2 annotators. Finally,
we got a totally 46,000 labeled questions with 8
different classes: 6 negative emotions, 1 grateful
emotion and a class ‘other’.

2) Topic classification dataset: Similar with the
creation of the emotion classification dataset, we
also firstly extract some suspicious topical ques-
tions with an empirically collected topical dictio-
nary, which contains 35 topics such as ‘poor service
attitude’, ‘recharge slow’ and ‘urging a refund’, and
similar crowdsourcing tasks were also published.
Finally, we got totally 98,000 labeled questions.

3) Text matching dataset: For creating enough
dataset for training the text matching model, we
implement following strategies: we randomly se-
lect 10,000 user questions from chatbot log, and
top 15 candidates for each of them can be obtained
with Lucene index. Then 8 service experts labeled
those candidates with right/wrong, and some exam-
ples are shown in Table 1. Serious data unbalance
shows in above labeled data, since just 14.3% can-
didates are labeled as right ones (positive samples).
For balancing the data, we randomly extract about
20% candidates, which are labeled as wrong, of
whole dataset as negative samples.

User questions Candidate knowledge titles Labels

The seller does not
refund, how should
I do?

After my application, the seller still won’t refund,
how should I do? right

Seller does not refund shipping charge, how should I do? wrong

Buyer does not finish payment after a successful auction. wrong

Fill a fault phone
number

Can I change the phone number if I have filled a fault one? right

I filled a fault phone number, how should I do? right
I filled a fault phone number. Does it impact my ticket
service? wrong

Table 1: Examples of Labeled Training Dataset (Trans-
lated into English).

Evaluation Metric: User Satisfaction.
Same as other kind chatbots, accuracy rating of
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single-turn response can also be taken to measure
the performance of an ICS chatbot. However, ‘User
Satisfaction’ is a much more important metric for
ICS domain and we also take it as a mirror of the
performance of our proposed framework. In prac-
tice, about 1.5K conversation sessions per day are
labeled by users with a satisfaction degree of 1,2
and 3, which respectively mean ‘very satisfied’,
‘so-so’ and ‘unsatisfied’. We take the percentage of
the label ‘1’ as final ‘User Satisfaction’.

We choose the final period of data for ‘User
Satisfaction’ evaluation as from Oct. 15, 2020 to
Nov. 15, 2020, which consist of almost 20,000
labeled data by user research experts. Besides, our
emotional comfort framework was deployed in the
online system on Oct. 31, 2020.

6.2 Results and Discussions

CNN SWEM LEAM MLC
Fear 0.680 0.688 0.652 0.701

Abuse 0.940 0.925 0.889 0.945
Disappointed 0.902 0.921 0.905 0.920

Aggrieved 0.840 0.821 0.812 0.847
Anxious 0.921 0.949 0.911 0.953
Anger 0.930 0.948 0.932 0.955

Grateful 0.955 0.987 0.952 0.997
Total 0.881 0.891 0.865 0.903

Table 2: Comparison of emotion classification models

First, we check the performance of the emotion
classification model. Table 2 gives an emotion-
level performance comparison of different models,
which are CNN, SWEM, LEAM and our model.
With more diversified features, our model can get
better results than all the baseline models. And a
total precision of 0.903 has reached the standard of
online service when we set an optimum threshold
of the classification probability as 0.625. Besides,
topic classification is with a same model design
of emotion classification. Since the topics are too
many to show up all of them, we just give a total
precision result comparison in table 3.

CNN SWEM LEAM MLC
Total 0.801 0.809 0.793 0.817

Table 3: Comparison of topic classification models

Table 4 gives the comparison of different models’
performance on text matching, and we can see the
PBmatch model can get a higher F-value than ei-
ther BCNN or MatchPyramid models, with setting
an optimum threshold. Besides, the two unsuper-
vised models can also get passable experimental

Models Threshold Precision Recall F-value
WMD 0.73 0.823 0.782 0.802
WSM 0.75 0.845 0.823 0.834
BCNN 0.87 0.876 0.858 0.862

MatchPyramid 0.93 0.873 0.866 0.869
PBmatch 0.85 0.901 0.878 0.889

Table 4: Comparison of Text Matching Models.

results. For the Lucene recalling before the text
matching step, we set the maximum number of re-
called candidates as 20, considering the high ‘query
per second’ (QPS) demand of our online system.

Comfort strategies Knowledge- Emotion- & topic- Emotion-
Percentages 21.64% 26.69% 51.67%

Table 5: Percentages of Different Comfort Strategies.

Table 5 gives the coverages of different comfort
strategies on emotional user questions. We can
see the emotion-level comfort strategy is with the
largest percentage, since most of the user questions
are usually very short and the emotional expression
of users are without specific content or specific
topics.

Without our framework With our framework
User Satisfaction 0.214 0.301

Table 6: User Satisfaction with or without Our Frame-
work on Negative Emotions.

Table 6 shows the comparison results of user
satisfaction with or without our framework on 6
negative emotions. We can see that those chat ses-
sions with users’ negative emotions have a very
low user satisfaction, and our emotional comfort
framework can help slightly raise the user satis-
faction with 8.7 percent. Table 7 shows the com-
parison results of user satisfaction with or without
our framework on the grateful emotion. With our
framework, users may feel more comfortable and
satisfied with the responses to their grateful emo-
tion. So, more human-like service can get more
customers’ satisfaction.

Without our framework With our framework
User Satisfaction 0.589 0.723

Table 7: User Satisfaction with or without Our Frame-
work on the Grateful Emotion.

7 Conclusion

In this paper, we focus on an emotional comfort
framework in e-commerce chatbots, and the ex-
periments show such a framework can effectively
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improve user satisfaction. About the future work,
we will consider more emotions in this framework.
Besides, we will automatically evaluate users’ satis-
faction with technologies on emotion analysis and
sequence labeling.
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