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Abstract

Deep learning models have shown great suc-
cess in question answering (QA), however, bi-
ases in the training data may lead to them am-
plifying or reflecting inequity. To probe for
bias in QA systems, we create two benchmarks
for closed and open domain question answer-
ing, consisting of ambiguous questions and
bias metrics. We use these benchmarks with
four QA models and find that open-domain
QA models amplify biases more than their
closed-domain counterparts, potentially due to
the freedom of choice allotted to retriever mod-
els. We make our questions and tests publicly
available to promote further evaluations of bias
in QA systems .1

1 Introduction

Question answering (QA) systems use reader and
retriever models to learn and parse information
from knowledge bases such as Wikipedia. During
training, QA models rely on real-world data biased
by historical and current inequalities, which can be
propagated or even amplified in system responses.
For example, historical inequities have led to the
majority of computer science students being male,
which could lead QA models to assume that all
computer science students are male. This can harm
end-users by perpetuating exclusionary messages
about who belongs in the profession. Imperfec-
tions in data make it important that to be cautious
about inequity amplification when designing QA
systems.

Conceptualizations of “bias” and its conse-
quences vary among studies and contexts (Blodgett
et al., 2020). We define bias as the amplification
of existing inequality apparent in knowledge bases
and the real world. This may be through exac-
erbating empirically-observed inequality, e.g., by
providing a list of 90% males in an occupation that

1We make our code publicly available at https://
github.com/axz5fy3e6fq07q13/emnlp_bias

is 80% male, or when systems transfer learned in-
equality into scenarios with little information, e.g.,
a model is given irrelevant context about Jack and
Jill and is asked who is a bad driver (Li et al., 2020).
We focus on inequality amplification, but we rec-
ognize that systems ‘unbiased’ by this definition
can still extend the reach of existing inequity. To
mitigate past inequity, we must move beyond ‘crass
empiricism’ to design systems reflecting our ideals
rather than our unequal reality (Fry, 2018). We
formalize this interpretation of bias in our problem
statement (Section 4).

Studies of bias in machine learning have become
increasingly important as awareness of how de-
ployed models contribute to inequity grows (Blod-
gett et al., 2020). Previous work in bias shows
gender discrimination in word embeddings (Boluk-
basi et al., 2016), coreference resolution (Rudinger
et al., 2018), and machine translation (Stanovsky
et al., 2019). Within question answering, prior
work has studied differences in accuracy based on
gender (Gor et al., 2021) and differences in answers
based on race and gender (Li et al., 2020).

We build on prior work to develop two new
benchmarks for bias, using questions with mul-
tiple answers to reveal model biases. Our work
builds upon social science studies showing how
ambiguous questions can elicit internal informa-
tion from subjects (Dunning et al., 1989). The
first benchmark, selective ambiguity, targets bias
in closed domain reading comprehension; the sec-
ond benchmark, retrieval ambiguity, targets bias
in open domain passage retrievers. By targeting
bias at both levels in the QA pipeline, we allow
for a more thorough evaluation of bias. We apply
our benchmarks to a set of neural models including
BERT (Devlin et al., 2018) and DPR (Karpukhin
et al., 2020), test for gender bias, and conclude with
a discussion of bias mitigation.

Our contributions are as follows. We (1) develop
a set of bias benchmarks for use on closed and open

https://github.com/axz5fy3e6fq07q13/emnlp_bias
https://github.com/axz5fy3e6fq07q13/emnlp_bias


93

domain question answering systems, (2) analyze
three QA models on the SQuAD dataset using these
benchmarks, and (3) analyze the propagation of
bias at the retriever and reader levels.

2 Related Work

We provide a brief overview of prior work in bias,
both in NLP and question answering (QA), along
with a description of the negative effects of bias.

2.1 Models and the Refraction of Inequality

Machine learning models are part of a societal tran-
sition from between-human interactions to those be-
tween humans and machines. In this new medium,
existing inequality in the human-human world may
be refracted in three ways: amplified, reproduced,
or mitigated. We borrow this refraction framework
from sociology of education research investigat-
ing how schools affect pre-existing inequality in
the outside world (Downey and Condron, 2016).
Like schools, models can perpetuate two types of
identity-based harm (Suresh and Guttag, 2021):
allocative harms, where people are denied oppor-
tunities and resources, and representational harms,
where stereotypes and stigma negatively influence
behavior (Barocas et al., 2019).

Bias affects applications ranging from sentiment
analysis (Thelwall, 2018) to language models (Bor-
dia and Bowman, 2019), and many times origi-
nates from upstream sources such as word em-
beddings (Garrido-Muñoz et al., 2021; Manzini
et al., 2019). Prior work reduced gender bias in
word embeddings by moving bias to a single di-
mension (Bolukbasi et al., 2016) which can also be
generalized to multi-class settings, such as multiple
races or genders (Manzini et al., 2019).

2.2 Question Answering

While question answering (QA) models rarely
cause allocative harm, their answers can repro-
duce, counter, or even exacerbate representational
harms observed in the world (Noble, 2018). (Helm,
2016) observed that the generic query “three
[White/Black/Asian] teenagers” brought up differ-
ent kinds of images on Google: smiling teens sell-
ing bibles (White), mug shots (Black), and scantily-
clad girls (Asian) (Benjamin, 2019). We build on
prior work employing similar underspecified ques-
tions to detect stereotyping (Li et al., 2020). Our
primary differences are that we (1) aim to detect
biases for a variety of QA models, (2) generalize

underspecified questions to two types of ambigu-
ity, and (3) apply these questions for studying both
closed and open-domain QA models.

While prior work has shown that some QA mod-
els are unbiased along gender or race lines, mean-
ing accuracy is no different for people of differ-
ent demographics, QA datasets themselves have
skewed gender and race distributions (Gor et al.,
2021). Within the subfield of visual question an-
swering, where questions are accompanied with
an image for context, ignoring statistical regular-
ities in questions and relying on both image and
text modalities allows for a reduction in gender
bias (Cadene et al., 2019).

3 Ambiguity: A social science
perspective

We adopt ideas from the social sciences which
demonstrate ambiguity as a revelatory mechanism
for bias. We first discuss past research and then
explain its relevance to our work.

Ambiguous questions, which lack a clear an-
swer or have multiple possible answers, force in-
dividuals to rely on unconscious biases and self-
serving traits (Dunning et al., 1989) due to the
lack of structure, allowing for leeway in its in-
terpretation. When answering ambiguous ques-
tions, people select the interpretation which makes
them look best (Dunning et al., 1989; Bradley,
1978), as shown through studies involving psychol-
ogy students (Dunning et al., 1989), football play-
ers (Felson, 1981), and anxious subjects (Eysenck
et al., 1991). In legal settings, ambiguous evidence
can lead jurors to rely on implicit biases rather
than evidence to make decisions (Levinson and
Young, 2009). Ambiguity serves as a modal to
explore what factors people and systems use to
make choices when allowed more freedom in the
absence of certainty (Felson, 1981). More ambigu-
ous questions allow for greater freedom, thereby
allowing for better bias probing. Therefore, we
develop in Section 5 two types of ambiguous ques-
tions with varying degrees of freedom used in our
experiments.

4 Problem Statement

We define bias in QA formally and develop three
bias metrics in section 5 based on this definition.
We consider the problem of answering questions,
q1 · · · qn, where qi can be thought of as a sequence
of words. We use a question answering (QA) sys-
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tem, f(qi, ci), where ci is the context, which is ei-
ther pre-determined, in the closed-domain scenario,
or generated through a retriever function g(qi), in
the open-domain scenario. Each question has a set
of answers, ai = {ai,1 · · · ai,j}, where the answer
set, ai, can be empty. Evaluation is done by com-
paring ai to f(ai, ci), looking at some combination
of precision and recall depending on the metric.

To investigate bias, we consider member-
ship in k protected classes for each answer,
p1(ai,j) · · · pk(ai,j), where pk defines what type
of membership ai,j holds in class k, and we ap-
ply the same idea to retrieval systems. We de-
fine bias by looking at the distribution of protected
classes, p(f(qi, ci)) against a ground truth distribu-
tion, p(ai), and similarly compare p(g(qi)) to some
ground truth distribution. These two comparisons
establish skew at the reader and retriever stages and
determine how bias can impact answer distribution
at different steps in the QA process.

5 Bias Benchmarks

We develop two benchmarks to probe for bias; each
consists of (1) a set of ambiguous questions auto-
matically generated from templates/scraped data;
and (2) an evaluation metric which measures the de-
gree of bias of a model’s responses. The selectional
ambiguity benchmark targets reading comprehen-
sion models, and the retrieval ambiguity benchmark
targets passage retriever models.

5.1 Selectional Ambiguity
In the reading comprehension task, questions with
selectional ambiguity have multiple possible an-
swers in the context. Our questions use poly-
eponymous discoveries, which are named for more
than one person. An example question is “Who dis-
covered the Haber-Bosch process,” where multiple
potential answers “Fritz Haber” and “Carl Bosch.”
can be found in the context. Our goal is to see
whether QA systems retrieve entities for particular
demographics more often than others. We calculate
a model’s bias based on the difference in recall rate
for each protected group. Formally, given a set of
protected groups pi, we compute Recall(pi) =

|{f(qj , cj) : f(qj , cj) = aj , p(f(qj , cj)) = pi}|
|{aj : p(aj) = pi}|

We retrieve poly-eponymous discoveries from
the Wikipedia pages “List of scientific laws named
after people” and “Scientific phenomena named

after people”, develop questions based on these
entities, and use the opening paragraph of the en-
tity’s Wikipedia page as context. We test for differ-
ences in the recall rates between male and female
eponyms using a chi-squared test. Using Wiki-
data, we determine the gender distribution of the
names to be 550 males to 4 females. Because this
gender skew would negate any statistical signifi-
cance, we randomly replaced names to ensure an
equal distribution of male and female eponyms, se-
lecting names from the “names” library (Hunner,
2013). We assume a binary view of gender due
to simplicity, but acknowledge that this is an over-
simplification of a nuanced concept (Larson, 2017;
Bamman et al., 2014).

5.2 Retrieval Ambiguity
We give open-ended questions to a passage retriever
to see if its passages are overly biased towards a
certain demographic. We use a list of occupations
from the UNQOVER dataset (Li et al., 2020) and
ask open-ended questions of the form “Who was
an engineer?” We count the frequency of genders
for the titles of the top 100 passages retrieved, and
compare the distribution to the baseline gender dis-
tributions of biographies in Wikipedia using a chi-
squared test. Formally, given a set of protected
groups pi, we compute

count(pi) =
n∑︂

j=1

G(qj)

G(qj) = |{g(qj)k : p(title(g(qj))) = pi}|k=1...100

Wikipedia already contains significantly more men
than women, so retriever models should, at a mini-
mum, not exacerbate this disparity. A skewed distri-
bution will not always be due to bias–asking “Who
is an NBA player” will return all males, and analo-
gously for “Who is a WNBA player.” However, this
metric can be used as an exploratory tool to investi-
gate representational biases. We also measure bias
propagation from retriever to reader systems by us-
ing the output of the retriever as context for a QA
model, selecting the answer with the highest confi-
dence over the 100 articles. We measure the gender
distribution of these outputs against the baseline
gender distribution on Wikipedia to measure bias.

6 Experiments

We apply our bias metrics on three QA models,
each trained on the SQuAD dataset (Rajpurkar
et al., 2016).
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Question type Example Number of Questions

Selectional Ambiguity
Q: Who discovered the Biot-Savart law?
A: Jean-Baptiste Biot and Felix Savart

256

Retrieval Ambiguity
Q: Who is an author?
Sample A: Jane Austen

370

Table 1: Summary of the two question types in our study. Note that for retrieval ambiguity, any author is a valid
response.

6.1 Experimental Setup

We develop three question-answering models—
LSTM, BiDAF (Seo et al., 2016), and BERT (De-
vlin et al., 2018)—and test for bias in each of the
models using selectional ambiguity (Section 5). We
use prior implementations for BiDAF (Chute, 2019)
and BERT (Wolf et al., 2019) and implement our
own LSTM model. We train all QA models using
the SQuAD dataset (Rajpurkar et al., 2016). For the
LSTM and BiDAF models, we convert questions
and contexts into GloVe embeddings (Pennington
et al., 2014), while for BERT, we use the BERT
tokenizer (Wolf et al., 2019). We evaluate models
using exact match (EM), F1, and answer vs. no
answer (AvNA) scores. (Table 2).

6.2 Selectional Ambiguity

We compare the recall rates for male and female
names on the selectional ambiguity benchmark 3.
We find that recall for male and female names are
similar for all three models, indicating that the se-
lectional ambiguity questions were unable to elicit
gender bias. This is potentially due to the simple
nature of the questions; QA models were simply
asked to perform reading comprehension rather
than retrieval, which may limit the expression of
model bias. To confirm male and female retrieval
rate similarity, we run a chi-squared test of signifi-
cance and find little difference between male and
female retrieval rates.

6.3 Retrieval Ambiguity

We run experiments using the DPR retriever and
reader (Karpukhin et al., 2020). Our retrieval ambi-
guity question set consists of seventy questions,
each associated with an occupation. For each
question, we retrieve one hundred passages from
Wikipedia. We compute the number of passages
belonging to a male biography and likewise for
female biographies. We define the gender dispar-
ity for an occupation as the difference between
the number of male and female passages. We

plot the eight lowest and highest gender disparities
and find a significant gender skew by occupation
aligning with common stereotypes of males and
females (Bekolli, 2013). For example, stereotypi-
cally female occupations such as nurse and dancer
were skewed towards women, and occupations like
astronaut were skewed towards men.

We run a chi-square goodness-of-fit test between
the gender frequencies of the retriever and the gen-
der frequencies of biographies in Wikipedia (Ma-
her, 2018) and find significance at the p=0.05 level,
supporting the idea that the retriever retrieves sig-
nificantly more passages of males. We use retriever
predictions as context for a BERT reading compre-
hension model. Out of seventy questions, fifty-two
responses were male, six were female, and twelve
were gender-neutral, which is similar to the 17%
of Wikipedia biographies that are women (Maher,
2018), giving evidence to the idea that retrievers
propagate bias at a level more than what’s present
in the real world, while readers might not.

Our results indicate that closed-domain ambigu-
ous questions are not able to elicit bias as defined in
this study, while retrieved ambiguity open-domain
questions can give insight into bias in retriever
models. Further work is necessary to understand
whether retrievers propagate bias at a higher rate
than readers, and if so, why.

7 Discussion

We develop a preliminary study of ambiguity as a
medium for eliciting bias and find that we fail to
discover bias in our QA models using selectional
ambiguity but do discover gender bias using re-
trieval ambiguity. We find that, when answering
unrestricted ambiguous questions, retriever models
amplify gender bias found in Wikipedia, especially
when compared with reader models. Our ability
to elicit bias by easing restrictions on ambiguity
follows patterns from psychology (Felson, 1981),
where increased ambiguity in questions allows for
improved probing of bias.
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Model EM F1 AvNA
LSTM 56.95 60.39 67.05
BiDAF 57.2 60.5 67.5
BERT 70.8 73.9 50.1

Table 2: Accuracy metrics on the SQuAD 2.0 dev set. We find that BERT outperforms the other two models on
all accuracy metrics and answers more frequently.

Figure 1: Gender disparity for the eight most male and most female jobs. A positive score means a higher number
of females were represented from chance, and vice versa for males. We find that stereotypically female roles have
a higher score, such as nurse and dancer.

Model accuracy (M) accuracy (F)
LSTM 0.694 0.643
BiDAF 0.697 0.687
BERT 0.391 0.399

Table 3: For selectional ambiguity questions, we plot
the recall for male and female names. We find little
to no difference between male and female recall for all
three models.

7.1 Future Work

We view our work as a preliminary inquiry into
ambiguity and bias, leaving deeper investigations
as future work.

Additional Experiments It would be interesting
to see how bias varies based on the phrasing of
ambiguous questions, along with the use of a wider
variety of models and retrievers. Training sets for
language models inevitably affect the presence of
biases; future investigations can see if the preva-
lence or existence of gender biases differs between
models trained on news articles vs. Wikipedia
datasets. Additionally, are models trained only on
male entities perform poorly when answering ques-

tions about female entities? The use of ambiguity
as a revelatory mechanism can also be extended to
image-based applications, such as blurring images
used in visual question answering to detect racial
biases in image-based systems.

Combating Inequity with QA Models Repre-
sentational harms are perpetuated even in the ab-
sence of QA systems, but these models refract
pre-existing biases from training data into a new
medium (Section 2.1). If inequity is light traveling
through water, this new medium may speed it up
like air or slow it down like glass. Considering
a counterfactual world where QA models do not
exist, inequity, therefore, remains present. As we
grow aware of how machine learning can combat as
well as perpetuate harms, we must also develop nor-
mative goals and ideas for future systems. One ap-
proach could be reconsidering how models should
best answer ambiguous or uncomfortable questions.
Rather than abstaining from answering these ques-
tions, models could mimic human teacher or parent
responses to teach the question asker and guide
future inquiries. While our work focuses on the im-
mediate and pressing goal of developing metrics to
ensure systems do not amplify existing inequity, an
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ideal question answering system does not just turn
a blind eye to the mistakes of the past but corrects
them.

7.2 Threats to Validity
While we aimed to select a diverse cohort of QA
models, our studies are limited to only three types
of models and one retriever. Additionally, we might
be better able to probe QA systems by switching
from straightforward questions (“Who discovered
the Biot-Savart law”) to more nuanced questions
involving complex logic or paraphrasing (“Who
discovered the law describing the magnetic field
generated by electric current”). The inclusion of
these types of questions might require more pow-
erful QA models; we tried testing these types of
questions but our QA models failed to answer them
correctly with any regularity. Our reliance on
a gender-guesser is also potentially troublesome
because of cultural biases in gender guessers; we
could have instead used nationality-based gender-
guessers (Vasilescu et al., 2014) to determine gen-
der more accurately.

8 Conclusion

We claim that ambiguous questions can serve as a
mechanism for discovering how QA systems con-
tribute to exacerbating or ameliorating inequity in
the world. To address bias in QA models, we de-
velop two ambiguity-based methods to elicit bias
and test these on three QA models. We discover
that retriever models amplify biases found in knowl-
edge bases when encountering retrieval ambiguity
questions, although closed-domain ambiguity ques-
tions failed to discover bias. Our work serves as a
preliminary inquiry into ambiguity and bias, which
can be expanded to evaluate the bias of QA sys-
tems.
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