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Abstract

Recent progress in natural language process-
ing has led to Transformer architectures be-
coming the predominant model used for nat-
ural language tasks. However, in many real-
world datasets, additional modalities are in-
cluded which the Transformer does not di-
rectly leverage. We present Multimodal-
Toolkit,1 an open-source Python package to
incorporate text and tabular (categorical and
numerical) data with Transformers for down-
stream applications. Our toolkit integrates
well with Hugging Face’s existing API such as
tokenization and the model hub2 which allows
easy download of different pre-trained models.

1 Introduction

In recent years, Transformers (Vaswani et al.,
2017) have become popular for model pre-training
(Howard and Ruder, 2018; Peters et al., 2018; De-
vlin et al., 2019) and have yielded state-of-the-art
results on many natural language processing (NLP)
tasks. In addition, well-documented Transformer
libraries such as Hugging Face Transformers (Wolf
et al., 2020), and AllenNLP (Gardner et al., 2018)
have democratized NLP, making it easier to pro-
ductionize and experiment on Transformers.

However, there are not a lot of comprehensive
tools for Transformers to work with tabular data.
Often in real-world datasets, there are tabular data
as well as unstructured text data which can pro-
vide meaningful signals for the task at hand. For
instance, in the small example in Figure 1, each
row is a data point. Columns Title and Review
Text contain text features, columns Division
Name, Class Name, and Department Name
contain categorical features, and the Age column
is a numerical feature. To the best of our knowl-
edge, no tool exists that makes it simple for Trans-
formers to handle this extra modality. Therefore,

1Github: https://git.io/JO5a6
2https://huggingface.co/docs

Figure 1: An example of a clothing review classifica-
tion dataset. Each row is a data point consisting of text,
categorical features, and numerical features.

given the advances of Transformers for natural
language tasks and the maturity of existing Trans-
former libraries, we introduce Multimodal-Toolkit,
a lightweight Python package built on top of Hug-
ging Face Transformers. Our package extends ex-
isting Transformers in the Hugging Face’s Trans-
formers library to seamlessly handle structured tab-
ular data while keeping the existing tokenization
(including subword segmentation), experimental
pipeline, and pre-trained model hub functionalities
of Hugging Face Transformers. We show the effec-
tiveness of our toolkit on three real-world datasets.

2 Related Work

There have been several proposed Transformer
models that aim to handle text features and addi-
tional features of another modality. For pre-trained
Transformers on images and text, models such as
ViLBERT (Lu et al., 2019) and VLBERT (Su et al.,
2020) are mainly the same as the original BERT
model but treat the extra image modality as addi-
tional tokens to the input. These models require
pre-training on multimodal image and text data.
On the other hand, while treating image features

https://git.io/JO5a6
https://huggingface.co/docs
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as additional input tokens, MMBT (Kiela et al.,
2019) proposes to use pre-trained BERT directly
and fine-tune on image and text data. This is simi-
lar to Multimodal-Toolkit in which no pre-training
on text and tabular data is needed.

Likewise, Transformers have been adapted to
align, audio, visual, and text modalities in which
there is a natural ground truth alignment. MulT
(Tsai et al., 2019) is similar to ViLBert in which
co-attention is used between pairs of modalities but
also includes temporal convolutions so that input to-
kens are aware of their temporal neighbors. Mean-
while, Rahman et al. (2020) injects cross modality
attention at certain Transformer layers via a gating
mechanism.

Finally, knowledge graph embeddings have also
been effectively combined with input text tokens
in Transformers. Ostendorff et al. (2019) com-
bines knowledge graph embeddings on authors
with book titles and other metadata features via
simple concatenation for book genre classification.
On the other hand, for more general language tasks,
ERNIE (Zhang et al., 2019) first matches the to-
kens in the input text with entities in the knowledge
graph. With this matching, the model fuses these
embeddings to produce entity-aware text embed-
dings and text-aware entity embeddings.

However, these models do not capture categor-
ical and numerical data explicitly. Hugging Face
does include LXMERT (Tan and Bansal, 2019) to
handle language and vision modality but this can
not be easily adapted for categorical and numeri-
cal data. Nevertheless, existing multimodal Trans-
former models do give good insights into how to
combine categorical and numerical features. ViL-
BERT and VLBERT for example include image
modality as input tokens which lead to one of our
simple baseline of categorical and numerical fea-
tures as additional token inputs to the model. Like-
wise, the gating mechanism Rahman et al. (2020),
attention, and different weighting schemes have
all been shown to be useful in combining different
modalities.

3 Design

The goal of Multimodal-Toolkit is to allow users
to quickly adapt state-of-the-art Transformer mod-
els for situations involving text and tabular data
which occur often in real-world datasets. More-
over, we want to bring the benefits of Transformers
to more use cases while making it simple for users

Figure 2: The framework of Multimodal-Toolkit.
There is a data processing module that outputs pro-
cessed text, numerical, and categorical features that are
then fed as input to our Transformer With Tabular mod-
ule consisting of a Hugging Face Transformer and our
combining module.

of Hugging Face Transformers to adopt. Therefore,
we maintain the existing interface of the popular
Hugging Face Transformers library.

This design enables us to easily include more
Transformer models, leverage strengths of spe-
cific models, use a feature-rich training pipeline,
and integrate the thousands of community trained
models on Hugging Face’s model hub. We sup-
port a variety of Transformers (e.g. BERT, AL-
BERT, RoBERTa, XLNET) for both classification
and regression tasks. All together, this becomes a
reusable Transformer With Tabular component. We
also provide a data preprocessing module for cate-
gorical and numerical features. An overview of the
system is shown in Figure 2. Currently, the library
supports PyTorch Transformers implementations.

3.1 Combining Module
We implement a combining module that is model
agnostic that takes as input, x, the text features
outputted from a Transformer model and prepro-
cessed categorical (c) and numerical (n) features,
and outputs a combined multimodal representation
m. Although existing multimodal Transformers
incorporate cross-modal attention inside middle
Transformer layers, we choose the design in which
the modality combination comes after the Trans-
former because this module can be easily included
without much adaptation of the existing Hugging
Face Transformer interface and can be easily ex-
tended to new Transformers included in the future.

Inside the combining module, we implement var-
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Combine Feature Method Equation
Text only m = x

Concat m = x||c||n
Individual MLPs on categorical and-
numerical features then concat (MLP + Concat)

m = x||MLP(c)||MLP(n)

MLP on concatenated categorical and
numerical features then concat (Concat + MLP)

m = x||MLP(c||n)

Attention on categorical and numerical
features (Attention)

m = αx,xWxx+ αx,cWcc+ αx,nWnn

αi,j =
exp(LeakyReLU(aT [Wixi||Wjxj ]))∑

k∈{x,c,n} exp(LeakyReLU(a
T [Wixi||Wkxk]))

Gating on categorical and numerical
features and then sum (Rahman et al., 2020)
(Gating)

m = x+ αh
h = gc � (Wcc) + gn � (Wnn) + bh

α = min(
||x||2
||h||2

) ∗ β, 1)

gi = R(Wgi [i||x + bi)
where β is a hyperparameter and R is an activation function

Weighted feature sum on text, categorical,
and numerical features (Weighted Sum)

m = x+wc �Wcc+wn �Wnn

Table 1: The included combining methods in the combining module. Uppercase bold letters represent 2D matri-
ces, lowercase bold letters represent 1D vectors. b is a scalar bias, W represents a weight matrix, and || is the
concatenation operator. Please see Rahman et al. (2020) for details on the gating mechanism.

Dataset Task Size T C N
Airbnb Regression 64k 3 74 15
Clothing Classification 15k 2 3 3
PetFinder Classification 28k 2 14 5

Table 2: Statistics of the datasets involved in experi-
ments. T is the number of text columns. C is the num-
ber of categorical features, and N is the number of nu-
merical features.

ious methods of combining the different represen-
tations in their respective feature spaces into one
unified representation. These methods are inspired
by the related work in multimodal Transformers as
well as straightforward reasonable baselines such
as concatenation and multi-layer perceptron (MLP)
concatenation. Given a pre-trained Transformer,
the parameters of the combining module and Trans-
former are trained based on the supervised task. In
other words, the Transformer is further fine-tuned.
The included methods are shown in Table 1.

4 Experiments

In this section, we study the effectiveness of lever-
aging tabular features on data with text and tabular
data. We evaluate Multimodal-Toolkit on three
real-world datasets from Kaggle.

4.1 Datasets

Regression: For regression, we use the Mel-
bourne Airbnb Open Data (Airbnb) dataset (Xie,
2019) for the task of listing price prediction. Each
data example is an Airbnb listing. Text features
include the name of the listing, the summary of the
listing, and a host description.

Binary Classification: For binary regression,
we use Women’s E-Commerce Clothing Reviews
(Clothing) (Brooks, 2018). The source of the re-
views is anonymous. Data examples consist of a
review, a rating, the clothing category of the prod-
uct etc. The goal is to predict if the review is rec-
ommending the product.

Multiclass Classification: Finally, we also in-
clude the PetFinder.my Adoption Prediction
(PetFinder) dataset (PetFinder.my, 2018). Given
the listing information of a pet set for adoption, the
goal is to predict the speed at which a pet will be
adopted, represented as 5 classes. Text features
include the listing description and the pet name.

4.2 Experimental Setting

For experiments, we test each combining feature
method described in Table 1. In addition, as men-
tioned in Section 2 we test a baseline in which the
categorical and numerical features are also treated
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Airbnb Clothing PetFinder
Method RMSE MAE F1 AUPRC F1macro F1micro

Text Only 254.0 82.74 0.957 0.992 0.088 0.281
Unimodal 245.2 79.34 0.968 0.995 0.089 0.283
Concat 239.3 65.68 0.958 0.992 0.199 0.362
MLP + Concat 237.3 66.73 0.959 0.992 0.244 0.352
Concat + MLP 238.0 65.66 0.959 0.992 0.176 0.344
Attention 246.3 74.72 0.959 0.992 0.254 0.375
Gating (Rahman et al., 2020) 237.8 66.64 0.961 0.994 0.275 0.375
Weighted Sum 245.2 71.19 0.962 0.994 0.266 0.380

Table 3: Comparison of combining methods with results on regression and classification tasks. For each metric,
the best performing model is in bold. For regression we use Root-mean-squared Error (RMSE) and MAE (Mean
Absolute Error). In both cases, lower is better. For binary classification, we report F1 score and area under the
precision-recall curve (AUPRC). Meanwhile, for multiclass classification, we use F1macro and F1micro. In all
classification metrics, higher is better.

as text columns. For example, for the situation
in Figure 1, the text representing categorical fea-
tures in Division Name, Class Name, and
Department Name as well the numerical value
in Age would all be tokenized and be treated as
additional inputs to the Transformer. We denote
this baseline as Unimodal.

For the Clothing Review dataset, we use
bert-base-uncased as our Transformer and
tokenizer. For the Airbnb dataset and Pet
Adoption datasets, because there are some data
points containing non-English text, we use
bert-base-multilingual. We keep the
training settings consistent for a given dataset.
We train for 5 epochs and perform 4-fold-cross-
validation, reporting the mean performance. For
regression, we use a learning rate of 3e-3 while for
classification tasks we use a learning rate of 5e-5.
We report the results in Table 3.

4.3 Results

From Table 3, we observe the effectiveness of in-
corporating tabular features across different tasks
and datasets. For each real-world dataset, the text-
only baseline is the worst performing model. This
shows using only text data with Transformers may
be insufficient when extra tabular data is available.

However, how much the performance improves
by leveraging Tabular features depends on the
dataset. In the case of the Clothing Review dataset,
the text of the review was already a very strong sig-
nal to the prediction, extra tabular features did not
improve the performance much. We hypothesize
the strong performance of the text only baseline
may be due to the task of classifying review recom-

mendation simplifying to sentiment classification,
which the text modality provides the strongest sig-
nals. On the other hand, for the PetFinder dataset,
the text description of the animal may not be suffi-
cient to predict adoption speed. Rather, it is tabular
features such as the age or the breed of the pet.
Furthermore, the relative low raw performance of
PetFinder dataset could be attributed to the diffi-
culty of the task as a forecasting problem.

Additionally, although the Unimodal baseline
is the best for the clothing dataset, this method
does not appear to scale well when the number
of categorical and numerical features increases or
when the extra features’ text representation does
not reveal obvious semantic meaning.

5 Conclusion

This paper presents Multimodal-Toolkit, an open-
source Python library powered by Hugging Face
Transformers to learn on data that contains both
text and tabular data. We show the effectiveness
of incorporating tabular data and treating it as a
separate modality with the already powerful Trans-
formers. The modular design and shared API with
Hugging Face allow users quick access to Hugging
Face’s community uploaded Transformer models.

For future work, we aim to include support for
more Transformers and integrate the combining
module at earlier layers in the Transformer. We
hope the toolkit brings more research attention to
this data scenario and we welcome open-source
contributions to the project.
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