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Abstract

Due to the development of modern computer
technology and the increase in the number of
online media users, we can see all kinds of
posts and comments everywhere on the inter-
net. Hope speech can not only inspire the
creators but also make other viewers pleas-
ant. It is necessary to effectively and automati-
cally detect hope speech. This paper describes
the approach of our team in the task of hope
speech detection. We use the attention mecha-
nism to adjust the weight of all the output lay-
ers of XLM-RoBERTa to make full use of the
information extracted from each layer, and use
the weighted sum of all the output layers to
complete the classification task. And we use
the Stratified-K-Fold method to enhance the
training data set. We achieve a weighted aver-
age F1-score of 0.59, 0.84, and 0.92 for Tamil,
Malayalam, and English language, ranked 3rd,
2nd, and 2nd.

1 Introduction

With the development of network media, people
can express their opinions on the Internet at any
time, among which there will be some hope speech.
Hope speech will encourage people to stand firm in
their beliefs and follow the path of their goals. At
the same time, comments or posts containing hope
speech can often contain factors such as Equal-
ity, Diversity, and Inclusion. They can also pro-
vide support, reassurance, suggestions, inspiration,
and insight, etc., which can change people’s emo-
tions from negative to positive. The proportion
of comments and posts on media platforms that
contain hopeful statements can reflect the current
emotional tendencies of online communities. As
the proportion of words containing hope increases,
the corresponding posts conveying negative emo-
tions such as pessimism and despair will decrease,
thus promoting social harmony. Because the net-

work media platform needs to support multiple lan-
guages and faces users with different backgrounds,
the multi-lingual, multi-modal, and non-standard
writing style of online media posts makes it a very
challenging task to effectively detect whether the
comment or post belongs to the hope speech.

Our team participated the shared task on Hope
Speech Detection for Equality, Diversity, and Inclu-
sion at LT-EDI 2021- EACL 2021 (Chakravarthi,
2020; Chakravarthi and Muralidaran, 2021). The
goal of this task is to identify whether a given com-
ment contains hope speech or not. This is a com-
ment/post level classification task. The task is di-
vided into three sub-tasks based on three languages,
namely English, Tamil, and Malayalam. Given a
Youtube comment, the systems submitted by the
participants should classify it into ’Hope speech’,
’Not hope speech’ and ’Not in intended language’.

In this task, we use XLM-RoBERTa as the base
model to extract features and combine 12 layers
of output with an embedding layer to do the clas-
sification task. In order to train the weight of each
layer, we add an attention mechanism for the model.
During the training, we process the training data
through the Stratified-K-Fold method, each data
set is trained to get the different weights, and fi-
nally, the best-predicted value is obtained through
a voting mechanism. The rest of our paper is struc-
tured as follows. Section 2 describes the related
work. Methods are described in Section 3. Experi-
ments and results are described in Section 4. The
conclusion is drawn in Section 5.

2 Related Work

While hope speech detection is a relatively new
task, it can be categorized as a problem of senti-
ment analysis (Bakshi et al., 2016) and text clas-
sification. A great deal of work has been done
by many researchers and practitioners from in-
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dustry and academia. Turney (2002)proposed a
simple unsupervised learning (Barlow, 1989) al-
gorithm for classifying reviews as recommended
or not recommended. Basiri et al. (2020)proposed
an Attention-based Bidirectional CNN-RNN Deep
Model (ABCDM) for polarity classification of long
comments and short tweets, two independent bidi-
rectional LSTM and GRU layers are used to extract
past and future context by considering temporal in-
formation flow in both directions. Chen and Ke pro-
posed a convolutional neural network-regional long
short-term memory (CNN-RLSTM) that combines
CNN and regional LSTM. At the sentence level
(Kim and Hovy, 2004), the emotional information
of the whole sentence is retained through CNN
network, and through regional LSTM effectively
distinguish between different target emotional po-
larity. Chen et al. proposed a multi-head attention-
memory network (MNHMA) based on hierarchy
for aspect-based sentiment analysis, which makes
full use of the long-term semantic relationship of a
given aspect term (Manandhar, 2014) in a sentence
to reduce the loss of aspect information.

Wang et al. (2014) demonstrated the effective-
ness of ensemble learning in sentiment analysis
on ten publicly available datasets. Akhtar et al.
(2017) proposed a cascade framework based on
feature selection and classifier ensemble (Avidan,
2007). Particle swarm optimization algorithm is
used for feature-based sentiment analysis. Because
of the powerful performance of BERT (Devlin
et al., 2018), it is natural to use it for sentiment
analysis. Malhotra et al. proposed an efficacious
transfer learning based ensemble model for senti-
ment analysis.

3 Methodology and Data

3.1 Data description

We make a statistic based on the data set provided
by the organizer. We count the proportions of ’hope
speech’, ’not hope speech’, and ’not in integrated
language’ in the training set and verification set.
To make an intuitive observation, the statistical
situation of three language datasets, English, Tamil,
and Malayalam, are presented in one single table.
As shown in Table 1.

3.2 XLM-RoBERTa with attention

In addition to the English dataset, this shared task
also involves the training and classification of low-
resource languages such as Tamil, and Malayalam.

Label Train Dev

Hope speech 1960 272
English Not hope speech 20778 2569

not-English 22 2

Hope speech 1668 190
Malayalam Not hope speech 6205 784

not-Malayalam 691 96

Hope speech 6327 757
Tamil Not hope speech 7872 998

not-Tamil 1961 263

Table 1: Train and Validation datasets description.

Therefore, XLM-RoBERTa, a pretraining enhance-
ment model based on multiple languages, is un-
doubtedly the best choice. To further improve the
performance of the model, we add a specific net-
work structure based on XLM-RoBERTa. Since the
output of each layer of XLM-RoBERTa contains
different information, we combine the 12 layers of
its output with the embedding layer to do the classi-
fication task. To adjust the weight of each layer, the
attention mechanism is used to train the weight of
each layer. Finally, the weighted sum of all layers
is input into the classifier for the classification task,
as shown in Figure 1.

4 Experiment and results

4.1 Data preprocessing
Since many words and symbols on social media are
useless and sentence expression is not standardized
enough, in order to extract useful features more
effectively and reduce interference during training
the model, we need to clean the text in the training
data set with NLTK (Loper and Bird, 2002) tool.
We perform the following preprocessing steps.

• Remove Emoticons. Text data contains a lot
of emoticons. Emoticons increase the number
of unknown words and reduce training effects.
Emoticons are replaced by emotional words
with their own meanings.

• Convert Abbreviations. All abbreviations
are converted to complete parts. For English
datasets, this helps the machine understand
the meaning of words (e.g. ”there’s” becomes
‘there’ and ‘are’).

• Remove Stop Word. For English datasets,
the stop words are meaningless words, such as’
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Figure 1: Schematic overview of the architecture of our model

is’ /’ our ’/’ the’ /’ in ’/’at’ etc. They don’t add
much meaning to the sentence. Single stop
words are very frequent words. To reduce the
number of vocabularies we have to deal with,
and thus reduce the complexity of subsequent
programs, we need to clear out stop words.

• Stemming and Lemmatization. For English
datasets, to further simplify the textual data,
we can standardize the different variations and
inflections of words. Stemming extraction is
the process of reducing a word to its stem or
root. For example ’branching’/’ branched ’/’
branches’, can all be reduced to ’branch’. This
helps reduce complexity while retaining the
basic meaning of the word. For example, the
suffixes ’ing’ and ’ed’can be discarded;’ies’
can be replaced by ’y’ and so on. This may
result in an incomplete word stem, but only
as long as all forms of the word are reduced
to the same stem. So they all have the same
fundamental meaning.

4.2 Stratified-K-Fold method
Before training, we use the Stratified-K-fold
method to process the dataset. The core of
Stratified-K-Fold is to ensure stratified sampling. It
needs to ensure that the ratio of all kinds of samples
in test sets and training sets is the same as in the
original data set, namely k-fold crossover segmen-
tation. In the initial training set, each type of data
is divided into k sub samples, one single subsample
is reserved as the data of validation model, and the

maximum sequence length learning rate

256 2e-5

Stratified-K-Fold number batch size
5 4

Table 2: Details of the parameters

other k-1 samples are used for training. Finally,
we get the final output from k results based on the
voting (Onan et al., 2016) method.

4.3 Experiment setting

In this experiment, XLM-RoBERTa-base pre-
trained model is used. On the basis of the pre-
training model, we add the attention mechanism to
adjust the structure of the whole model. Then we
began to train the model. The batch size is set to 4,
the max sequence length is set to 256, the learning
rate is set to 2e-5, and the Stratified-K-Fold number
is set to 5. As shown in Table 2.

4.4 Results

The results submitted by teams are evaluated with
a weighted average F1-score. According to the
leaderboard provided by the organizer, our team’s
F1-score is 0.59, ranked 3rd place for the Tamil
language. For the Malayalam language, our team’s
F1-score is 0.84 ranked 2nd place, and for the En-
glish language, our team’s F1-score is 0.92 ranked
2nd place. As shown in Table 3.

https://huggingface.co/xlm-roberta-base/tree/main
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Best F1-score Our Precision Our Recall Our F1-score Rank

Tamil 0.61 0.59 0.59 0.59 3rd
Malayalam 0.85 0.84 0.84 0.84 2nd

English 0.93 0.92 0.93 0.92 2nd

Table 3

5 Conclusion

In this paper, we present our work in the task of
hope speech detection for Tamil, Malayalam, and
English language. Our team uses a model based
on XLM-RoBERTa. This model uses an attention
mechanism to adjust the weight of each output
layer, makes full use of the information extracted
from each layer to complete the classification task,
and the Stratified-K-Fold method is used to en-
hance the training data. Finally, the model we sub-
mit achieves significant performance for all three
languages. For future work, we will further opti-
mize our model to achieve better results.
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