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Abstract

Hope speech detection is a new task for find-
ing and highlighting positive comments or sup-
porting content from user-generated social me-
dia comments. For this task, we have used
a Shared Task multilingual dataset on Hope
Speech Detection for Equality, Diversity, and
Inclusion (HopeEDI) for three languages En-
glish, code-switched Tamil and Malayalam.
In this paper, we present deep learning tech-
niques using context-aware string embeddings
for word representations and Recurrent Neural
Network (RNN) and pooled document embed-
dings for text representation. We have evalu-
ated and compared the three models for each
language with different approaches. Our pro-
posed methodology works fine and achieved
higher performance than baselines. The high-
est weighted average F-scores of 0.93, 0.58,
and 0.84 are obtained on the task organisers’
final evaluation test set. The proposed mod-
els are outperforming the baselines by 3%, 2%
and 11% in absolute terms for English, Tamil
and Malayalam respectively.

1 Introduction

In recent years, social media became an integral
part of human life and people started spending
more time on these platforms. But people are
mindful of social media behaviour and putting less
personal information in the public domain (Thava-
reesan and Mahesan, 2019, 2020a,b). Now social
media behaviors changed quite dramatically and
we are living not just in a pandemic, but also in an
“infodemic”, where fake news is becoming more
common (Lima et al., 2020). Conversations on the
internet are often a reflection of the conversations
that one makes offline.

Several AI techniques are adopted to anal-
yse the online comments in social media, which
are intensified on the detection of negative com-

ments such as hate speech detection, offensive lan-
guage identification and abusive language detection
(Chakravarthi, 2020a). Hate speech is widely used
in media, internet and public discourse which seen
or read in the media expressing disapproval, ha-
tred, or aggression towards minorities, could lead
to violence and form negative impact on minorities.
Hope speech detection is a new task related to Hate
speech detection for finding and highlighting pos-
itive comments or supporting content, rather than
just filtering hostile content (Chakravarthi et al.,
2020a). For this task, YouTube comments/posts
that offer support, reassurance, suggestions, inspi-
ration and insight are recognized as hope speech.
In bilingual and multilingual communities lin-
guistic code-switching occurs in social groups
(Chakravarthi et al., 2018, 2019; Chakravarthi,
2020b). It is incredibly important in many social
groups, When an individual uses a group’s dialect
or accent, the audience is more receptive to the con-
tent (Jose et al., 2020; Priyadharshini et al., 2020).
Recently, many researchers are focused on high
resource languages using monolingual corpora but
less attention is given to code-switching languages
especially under resourced languages like Indian
languages (Chakravarthi et al., 2020b; Mandl et al.,
2020). In our work, we used Hope Speech dataset
for Equality, Diversity and Inclusion (HopeEDI)
not only in English but also code-switched Tamil
and Malayalam (Chakravarthi, 2020a).

2 Related Work

The authors (Puranik et al., 2021; Ghanghor et al.,
2021) introduced a novel task for detecting hos-
tility diffusing content from comments in social
media, dubbed hope-speech detection. The authors
analysed and studied the importance of automatic
identification of user-generated hope speech web
content that diffuse tension and violence among
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Language Train Dev Test Total
English 22,762 2,843 2,846 28,451
Tamil 16,160 2,018 2,020 20,198
Malayalam 8564 1070 1071 10,705

Table 1: Train-Devolopment-Test Split

people in an international crisis. Finally, the ob-
tained results are very promising and automatic
recognition of hope speech may also find applica-
tions in many other contexts. But they restricted the
definition of hope into diffuse tension and violence
not considering the other perspectives of hope.

Chakravarthi (2020a) constructed a multilingual
Hope Speech dataset for Equality, Diversity and In-
clusion (HopeEDI) containing user-generated com-
ments from YouTube for English and two low-
resource languages, Malayalam and Tamil. The
authors considered much more perspectives sup-
port, reassurance, suggestions, inspiration and in-
sight of the hope and EDI. To facilitate future re-
search on encouraging positivity, the authors make
this dataset publicly available and created several
baselines to benchmark the proposed dataset.

3 Materials and Methods

This section describes the dataset used for our ex-
periments and technical description of the proposed
methodology.

3.1 Dataset

For our work, we used the Shared Task dataset
on Hope Speech Detection for Equality, Diver-
sity, and Inclusion at LT-EDI 2021- EACL 2021
(Chakravarthi and Muralidaran, 2021). The dataset
contains YouTube comments from English, code-
switched Tamil and Malayalam. This is considered
a multilingual resource to allow cross-lingual stud-
ies and approaches. The corpus consists of a total
of 59,354 comments from YouTube videos, where
28,451 comments are in English, 20,198 comments
are in Tamil, and the remaining 10,705 comments
are in Malayalam. The dataset was manually anno-
tated with three different labels: Hope Speech, Not-
Hope Speech and Other languages, where Other
languages refer to comments that were not in the
intended language. The Figure 1 shows, distribu-
tion of three classes in shared task dataset. For our
work, we have used the training, validation and test
set of the shared task as depicted in Table 1.

3.2 Methods
Hope speech detection is a form of text classifica-
tion, which classify sentences or documents into
specified categories. Most current state of art ap-
proaches to text classification rely on a technique
called text embedding. The embeddings of words
in a sentence is used to make a vector representa-
tion of the sentence. The sentence embeddings can
be achieved in many ways. It could be done by
convolutional neural networks (CNN) (Kim, 2014),
by averaging word vectors (Iyyer et al., 2015) or
by using Recurrent Neural Networks(RNNs) (Dai
and Le, 2015).

In our proposed method we have used Deep con-
textual and fixed (non-contextual) embeddings to
derive word representations. Then, puts them into
an RNN or does a pooling operation on overall
word embeddings to obtain a text representation.
Finally, a softmax layer accepts the text represen-
tations to get the actual class label (Akbik et al.,
2019b). We have implemented three models for
each language using contextualized string embed-
dings (flair) in a FLAIR framework (Akbik et al.,
2019a).

Contextualized String Embedding (Flair) :
(Akbik et al., 2018) proposed a novel word em-
bedding from internal states of a trained character
language model and termed as contextual string
embeddings. The two primary factors powering
contextual string embeddings (Flair) are, words
are trained as characters and embeddings are con-
textualised by their surrounding text. Hence, it is
treated as character language model(charLM) and
it perhaps the biggest benefit of using over a word-
based language model when a word has not been
seen in the training data. The Flair embeddings are
obtained by training two LSTM -based language
models, forward and backward. The final word em-
bedding is the concatenation of two specific hidden
states from two language models. Let, t1, t2 ....,
tn be the character indices. Furthermore, let hf

t,
hb

t be the hidden states at character position t for
forward and backward LM respectively. The Flair
embedding wk for the word wk is defined as given
in Equation 1.

wk =
[
hftk+1−1; hbtk−1

]
(1)

Stacked Embedding : In this method we com-
bine different embeddings, such as word2vec,
Glove, FastText along with embeddings generated
from Flair language models(Akbik et al., 2019a).
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(a) Malayalam (b) Tamil

Figure 1: Distribution of three classes over the Hope Speech Detection for Equality, Diversity, and Inclusion at
LT-EDI 2021-EACL 2021 Shared Task dataset for English, Malayalam and Tamil languages

Document Pool Embeddings : It is a simple
document embedding, calculate a pooling oper-
ation (mean or max or min) over a list of token
embeddings in a document. The default operation
is mean which gives the mean of all words in the
sentence (Akbik et al., 2019a).

4 Experiments

4.1 Experimental Setup

We have utilized the FLAIR framework (Akbik
et al., 2019a) for all our experiments with GPU
(12 GB) provided by Google Colab. We have
trained three models for each language. The first
model employed a pretrained flair LM for word
representation and RNN for text representation
(FLAIR+RNN). The second model combines pre-
trained flair LM and pretrained word embeddings
(PWE) for word representaion and RNN is used
for text representaion (FLAIR+PWE+RNN). The
third model apply the same word representation and
pooled document embedding for text representation
(FLAIR+PWE+Pooled). The Gated Recurrent Unit
(GRU) is used for document RNN embedding and
max pool operation is used for pooled document
embedding. The Table 2 shows the hyperparame-
ters settings for all our experiments.

For all three languages, We have adopted pretri-
aned flair embeddings from FLAIR framework (en-
forward, en-backward, ml-forward, ml-backward,
ta-forward and ta-backward) (Akbik et al., 2019a).
For PWE in English we have also taken the twitter
embeddings from same framework. The Malay-

Parameter Value
Learning rate 0.1
Patience 5
Batch size 32
Anneal factor 0.5
Word dropout 0.05
Loss function Cross Entropy
Epochs 20

Table 2: Hyper Parameters

alam and Tamil langauge used the PWE from In-
dicFT, FastText-based word embeddings (11 lan-
guages), which is a 300-dimensional word embed-
dings for each language on IndicCorp, recently pub-
lished large monolingual sentence level corpora for
11 Indian languages (Kakwani et al., 2020).

4.2 Evaluation

The performance of a text classification model is
usually noted as F1-score (harmonic mean of pre-
cision and recall) since accuracy can often be mis-
leading in an imbalanced class distribution (Akosa,
2017). For this task, the dataset having imbal-
anced class distribution as in Figure 1. Due to
the imbalance problem, we measured our system
performance in terms of weighted averaged Preci-
sion, weighted averaged Recall and weighted aver-
aged F-Score across all the three classes. Weighted
averaged calculations use average of the support-
weighted mean per label.
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Language Classifier Weighted avg
P R F

English DT 0.90 0.90 0.90
MNB 0.60 0.58 0.56

Tamil LR 0.58 0.57 0.56
Malayalam DT 0.73 0.76 0.73

Table 3: Baseline results from (Chakravarthi, 2020a).

Language Model Weighted avg
P R F

FLAIR+RNN 0.91 0.92 0.91
English FLAIR+PWE+RNN 0.92 0.93 0.91

FLAIR+PWE+Pooled 0.92 0.93 0.93
FLAIR+RNN 0.58 0.58 0.56

Tamil FLAIR+PWE+RNN 0.60 0.59 0.58
FLAIR+PWE+Pooled 0.62 0.60 0.56
FLAIR+RNN 0.78 0.82 0.79

Malayalam FLAIR+PWE+RNN 0.82 0.86 0.83
FLAIR+PWE+Pooled 0.84 0.85 0.84

Table 4: Our models results from proposed methodology.

5 Results and Analysis

This section presents the results and analysis of
our experiments, which we have explained in the
previous sections. As well as, we present the base-
line results obtained by the authors (Chakravarthi,
2020a), to compare the performance with our pro-
posed models. The final evaluation results obtained
for participants’ submissions by task organisers are
also presented in overview paper (Chakravarthi and
Muralidaran, 2021). The best-performing classi-
fiers on HopeEDI datasets are considered as base-
line models for this task (See Table 3). The Table
4 depict the precision, recall and F-score results
of trained models for three languages described in
section 4.1.

As shown, all our proposed models for Hope
EDI detection task in three languages work well
and show significant improvement than the best-
performed baseline models. The results indicate
that a Hope EDI detection classifier with good pre-
cision and recall can be constructed using deep
learning approaches. It may be due to the repre-
sentational power of pre-trained word embeddings
or language models to capture semantic and lexi-
cal structure. It has virtually replaced the feature
engineering part of supervised machine learning
classifiers.

For English and Malayalam, our model with

stacked word embeddings and pooled document
embedding achieved the highest performance on
the HopeEDI dataset with a weighted average
F-Score of 0.93 and 0.84 respectively. But in
Tamil, stacked PWE with RNN document em-
bedding performed better than other models with
weighted average F-Score of 0.58. Furthermore,
it can be seen that all Malayalam language mod-
els (0.79,0.83,0.84) achieved greater improvement
than baseline models(0.73). Other two languages
exhibit slight improvement in proposed models
than baseline models.

In most cases, it can be observed from the Ta-
ble 4 that the flair embedding with PWE gives
higher performance than the standalone embed-
dings. This indicates that combining contextual em-
bedding with non-contextual embeddings achieves
noticeably better outcomes. This finding is in line
with the findings of (Akbik et al., 2018). The Fig-
ures 2 and 3 represents the class level precision,
recall and f-scores of best-performed baseline mod-
els and best performed proposed models for all
three languages. It can be noticed from these fig-
ures that the class ”not-english” have no significant
performance in both models due to the imbalance
in shared task dataset (Chakravarthi, 2020a).

Also, we can observe that the ”Non-hope-
speech” class for English shows similar perfor-
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(a) Malayalam (b) Tamil

Figure 2: Class level precision, recall and f-scores of baselines models (Chakravarthi, 2020a) for three languages.

(a) Malayalam (b) Tamil

Figure 3: Class level precision, recall and f-scores of best-performed models from our experiments for three
languages.

mance in both models and ”Hope-speech” class
hold a remarkable improvement over baseline mod-
els. In Tamil and Malayalam the majority class
”Non-hope-speech” possesses approximately sim-
ilar F-scores for baseline and proposed the best
model. Another notable and interesting observa-
tion from Figure 2 and 3 is that the two minority
classes in Malayalam dataset, ”Hope-speech” and
”not-malayalam” shows comparable performance
approximately 30% above F-score than the base-
line model. Also, ”not-Tamil” class shows approxi-
mately 25% above F-score than the baseline model.

These higher scores indicate that deep learning
techniques can classify the correct class regard-
less of label distribution better than traditional ma-
chine learning technique. This may because our
deep learning techniques rely on pre-trained em-
beddings and language model, which is a contex-
tualized word representation allowing a word to
be associated with multiple word vectors, whereas
the classical techniques rely on merely manually
selected features.

6 Conclusion

We have presented a deep learning technique with
contextual aware embeddings for Hope speech de-

tection task in three languages: English, Malay-
alam and Tamil (code-switched). We have used
contextual string embedding (flair) and pre-trained
word embeddings (PWE) for word representations
and Recurrent Neural Network (RNN) and pooled
document embedding with max pool operation for
text representations. All the three models were eval-
uated for each language and compared the baseline
models using the dataset given by Hope Speech
Detection for Equality, Diversity, and Inclusion
(HopeEDI) Shared Task organizers. All model per-
formances are measured using weighted average
F-score due to the imbalanced class distribution in
the dataset.

We have obtained the highest F-scores 0.93, 0.58
and 0.84 for three languages English, Tamil and
Malayalam respectively, which significantly im-
proved performance over baselines (0.90, 0.56, and
0.73). For the minority class ’not-language’, the
proposed best model improved 35% and 25% per-
formance than baselines for Malayalam and Tamil,
respectively. Based on these observations, we con-
clude that the deep learning models with contextual
string embeddings are well suited for HopeEDI de-
tection task with an imbalanced dataset. We could
also achieve good performance results with moder-
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ate resources (one GPU and a small corpus), even
without optimizing hyperparameters.

The performance can be improved further by
fine-tuning hyperparameters and pre-trained con-
textual embeddings, incorporating different atten-
tion mechanisms and increasing the size of the
training dataset.
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