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Abstract
In this study we investigate the potential
of using Automatic Speech Recognition
(ASR) for keyword spotting for four Uralic
languages: Finnish, Hungarian, Estonian
and Komi. These languages also represent
different levels on the high and low resource
continuum. Although the accuracy of the
ASR systems show there is a long way to
go, we show that they still have potential to
be useful for downstream tasks such as key-
word spotting. By using a simple text search
after running ASR, we are already able to
achieve an F1 score of between 0.15 and
0.33, a precision of nearly 0.90 for Estonian
and Hungarian, and a precision of 0.76 for
Komi.

Tiivistelmä
Tutkimus käsittelee puheentunnistuksen
käyttöä avainsanojen tunnistamisessa
neljällä uralilaisella kielellä, joita ovat
suomi, unkari, viro ja komisyrjääni. Nämä
kielet ovat myös eri tasoilla saatavilla
olevien resurssien määrän suhteen. Vaikka
varsinaiset puheentunnistusjärjestelmät
eivät välttämättä vielä toimi toivotulla
tavalla, osoitamme, että näitä teknologioita
voi jo hyödyntää eri tehtävissä, joista yksi
on avainsanojen tunnistus. Kokeissamme
avainsanat tunnistetaan suoraan puheen-
tunnistuksen tuottamasta tekstistä. Näin
saavutettu tarkkuus on verrattain korkea,
mutta herkkyys yhä melko matala.

1 Introduction
Very large quantities of audio recordings exist for
Uralic languages, as there is a long history of pri-

mary data collection. It is another question how
large a portion of these materials are adequately
archived, and if they are, whether they are find-
able and accessible. The situation is continuously
improving, and as different archives digitize their
collections, the material that can be used relatively
easily will keep increasing in size. At the same time
materials that are not transcribed, translated or an-
notated can be very challenging to work with. This
problem is not unique to the Uralic language mate-
rials, nor linguistic materials in general, but touches
archived data very widely.
Computational methods have been recognized as

one approach to this issue, and several of the re-
lated technologies already give very good results
(Blokland et al., 2019). When it comes to speech
data, it still remains a challenge to develop high
performance speech recognition for endangered or
low-resource languages (Xu et al., 2020; Stoian
et al., 2020). There has, however, been continu-
ous progress in this field to build tools and methods
that would allow integration of speech recognition
technology into language documentation workflows
(see i.e. Adams et al., 2020).
In this study we investigate the usability of using

Automatic Speech Recognition (ASR) for keyword
spotting for four Uralic languages: Finnish, Hun-
garian, Estonian and Komi. This way even ASR
models that currently have a lower accuracy could
be used effectively in some downstream tasks, of
which keyword spotting is an important one. For
example, there are often recordings that have ac-
companying notes or metadata, from which poten-
tial keywords can be extracted. In long recordings,
locating these sections is, however, very tedious and
slow to conduct manually. Keyword spotting would
allow easier navigation and verification work with
unannotated recordings.



2 Wider context of archived multimedia
To contextualize even partly how large the scale
of unannotated but existing multimedia is, we use
Komi as the example in this section. Focus to Komi
in this section is also motivated by the fact that the
venue where our study is published is at Syktyvkar,
Komi Republic, and Komi is the only endangered
language which we address, and thereby the need to
accurately locate Komi materials also more urgent.
We are most familiar with the European archives,
and focus to those, although most substantial Komi
collections certainly are stored in Syktyvkar. The
first audio recordings of Permian Komi and Udmurt
were most likely done in 1911 (Денисов, 2014, 34),
which is now 110 years ago. This tells that the ma-
terials have accumulated for a long period already.
The Archive of Estonian Dialects and Finno-

Ugric Languages at the Institute of the Estonian
Language (Ermus et al., 2019) contains a large num-
ber of recordings in various Uralic languages, and
their online catalogue lists 212Komi recordings that
total in 19 hours. Most of their Komi materials have
been collected by Anu-Reet Hausenberg and Adolf
Turkin.
Similarly, the Institute for the Languages of

Finland contains large Komi collections. These
start with the work of Erkki Itkonen, who did a
fieldwork trip to Syktyvkar in 1958 an (Itkonen,
1958, 70). Very soon after this Günter Johannes
Stipa conducted similar trip (Stipa, 1962, 65–66).
We also have to highlight the collections Muusa
Vahros-Pertamo did in 1962 both with Zyrian and
Permian Komi dialects (Vahros-Pertamo, 1963).
These materials have not been published. In 1950s
and 1960s Erik Vászolyi conducted similar work,
and his recordings were later published (Vászolyi-
Vasse, 1999), but also copied by Pertti Virtaranta
to Helsinki. Also the recordings of Vászolyi do con-
tain several hours of unpublished materials, primar-
ily conversations. The case of Vászolyi is partic-
ularly interesting, as the same recordings must be
currently copied in several locations: Helsinki, Syk-
tyvkar, Budapest and Perth, Australia, where he was
last located before his death. These recordings are
approximately 20 hours.

3 Related work
Speech recognition has been previously studied on
all of these languages, and some earlier work on
keyword spotting also exists. For Finnish and Esto-
nian ASR technologies have already been developed

for a long period of time. Among the most recent
studies in Finnish ASR is Jain et al. (2020), and for
Estonian Alumäe et al. (2019). Enarvi et al. (2017)
addressed both of these languages at the same time.
A common point of research has been the need to
address sub-word segmentation in various ways, as
the agglutinative structure of these languages makes
the number of unseen word forms potentially very
high. At the same time, when the models have been
trained with data from media broadcasts and par-
liamentary proceedings, the recognition of various
conversational genres remains a challenge. Work on
keyword spotting, or document retrieval in general,
has been more scarce, but (Turunen and Kurimo,
2008) have studied the detection of morphemes
from unsegmented Finnish audio recordings.

Several experiments for Komi ASR have been
conducted, but the quality has not yet reached lev-
els where the models are particularly useful. The
steady progress the work has yielded, however, war-
rants optimism. In the first reported experiment
the results were extremely bad, but demonstrated
that in principle these systems can be trained with
the currently available data, and some insight was
shown to the roles the language models and transfer
learning may have in the training process (Hjort-
naes et al., 2020). A later study refined the lan-
guage model with online materials, which improved
the result considerably (Hjortnaes et al., 2020). All
these models used English as the source language
in transfer learning. Most recently an investiga-
tion was done about the possible use of other lan-
guages, and the transfer learning with Russian Com-
mon Voice data was tested (Hjortnæs et al., 2021).
The results improved due to changes in the Deep-
Speech architecture between different versions, but
the English transfer learning still gave better results
due to the quantity of data available. Further test-
ing of these models by the authors has shown that
producing an accurate transcript from a very clearly
pronounced Komi speech can work relatively well.
In real spontaneous speech the results are extremely
sporadic. However, since there is also a clear ra-
tio of correctly recognized words, or their parts, we
believe testing the model in real world scenarios for
other down stream tasks such as keyword spotting
could be very beneficial. When we search for words
we expect to occur in the text, we ignore the im-
pact of entirely incorrectly recognized words, and
by boosting the individual keywords we improve the
possibility of recognizing the words we want to find



even further. Unfortunately this scenario is not en-
tirely realistic, as in many instances we cannot know
what themes and words are present. However, there
are also many instances where metadata containing
keyword and topic information exists, and the re-
searchers who have done the recordings often have
acute information about the topics covered, which
they may want to locate in the recordings more au-
tomatically.
Within the research of ASR at Uralic languages

we can also mention the study on Samoyedic lan-
guages by Partanen et al. (2020), where relatively
good accuracies were reported for single speaker
scenarios. In the context of minority languages spo-
ken in Russia, Wisniewski et al. (2020) also re-
ported recently on their experiment with Bashkir.
There have also been approaches to create keyword
spotting without an ASR system at the background
(van der Westhuizen et al., 2021).

4 Test data

In the test data we look at two compendia. The first
is the Common Voice (Ardila et al., 2020) collec-
tion of the data for Hungarian and Estonian, and the
second is the collection of available data for Finnish
and Komi. The datasets are described below, with
the first selection representing more artificial read
literary language sentences, and the second contain-
ing spontaneous spoken language.

4.1 Common Voice

Common Voice (Ardila et al., 2020) is a project
aimed at collecting speech data for all of the world’s
languages. One of the advantages of Common
Voice is that, for the languages supported, it pro-
vides a very convenient way to contribute and dis-
tribute voice recordings. The data consists of short
sentences, typically no longer than 10–15 tokens
which are read by a range of different speakers.
Readings longer than 10 seconds are discarded.
We followed the training process in Tyers and

Meyer (2021) to train speech recognitionmodels for
Hungarian and Estonian using the Common Voice
data. After training the models we extracted a num-
ber of keywords for the two languages from their
test sets. We selected all tokens that appeared more
than 5 times and that were 5 characters or longer.
This second constraint was to try and avoid closed
categories that would be unlikely to be used as key-
words (e.g. Hungarian és ‘and’ or Estonian on ‘is’).

4.2 Real-word data
As the experiments with Common Voice demon-
strate what can be donewith read speech, wewanted
to see how well the models would work with spon-
taneous speech of the type more typically found in
language archives.

4.2.1 Finnish
The Finnish test data is taken from a CC-BY li-
censed Samples of Spoken Finnish corpus (Institute
for the Languages of Finland, 2014), which contains
100 recordings of 50 Finnish dialects recorded pri-
marily in the 1960s and 1970s. What makes this
material particularly relevant is that the recordings
originated in the Finnish dialect documentation pro-
gram, which aimed to record 30 hours of dialect
materials from each Finnish municipality. By the
end of the 1970s the collections already contained
15,000 hours, and the currently available Finnish di-
alect materials, in the Institute for the Languages of
Finland alone, number 24,000 hours¹. The mate-
rials from which our sample is taken represents a
tiny fragment of the recordings that have ever been
published in any format.
We have selected five recordings from different

dialect regions, and tagged the transcriptions for
100 keywords. The recordings chosen from the
corpus were SKN03b_Palkane, SKN10b_Mikkeli,
SKN12a_Salla, SKN13b_Pihtipudas and
SKN18b_Rautalampi. The keyword tagging
is applied on this dataset, and the accuracy is
measured. We believe the Finnish results will
be generalizable to the wider context of archived
Finnish multimedia, at least what it comes to
this portion of the dialect recordings. We used
the normalized versions of the transcriptions, as
those are available in the corpus we used. Those
deviate in various ways from the original dialectal
representation, but the high variation between word
forms in different dialects would had made the
comparison of keywords challenging. In the further
work, the dialectal variants of the wordforms could
be mapped together to allow more dialect-aware
keyword search. At the same time, to our knowl-
edge, no ASR system has yet been trained that
would even start to address the phenomena met
in the dialectal Finnish, and the target of these
systems is usually modern literary Finnish. Also the
current training data for our Finnish ASR model

¹https://www.kotus.fi/aineistot/puhutun_
kielen_aineistot

https://www.kotus.fi/aineistot/puhutun_kielen_aineistot
https://www.kotus.fi/aineistot/puhutun_kielen_aineistot


Source Language Autonym Locale Training # Clips # Speakers |V |

Ardila et al. (2020) Finnish Suomi fi 0:32:29 456 1 28
Ardila et al. (2020) Hungarian Magyar nyelv hu 4:17:04 3339 2 36
Ardila et al. (2020) Estonian Eesti keel et 5:00:16 2760 73 34
Hjortnaes et al. (2020) Komi Коми кыв kpv 38:56:02 53711 232 60

Table 1: Languages and data. The datasets used in training the speech recognition models that were used
in these experiments.

is basically in modern literary Finnish, as it was
trained using the read sentences from Common
Voice, making it poorly suited for dialectal data.

4.2.2 Komi
For Komi we used a story recorded by Erik Vàs-
zolyi (for various versions of ‘Ballad of the soft-
haired sister’ see Vászolyi-Vasse, 2001; Vászolyi-
Vasse and Lázár, 2010), described in a recent study
by (Blokland et al., 2021). This is a text that exists in
two variants, as it has been recorded both as a sung
and narrated version. The narrative version used in
this experiment is 17 minutes long. This text is par-
ticularly relevant for testing keyword recognition,
as it has culturally very relevant content to detect.
However, the sang version of the text was already
included in the training material of the model, in-
validating any results obtained from testing on that
data, and thereby excluded from comparison. Espe-
cially with the archival data, the same individual is
often recorded numerous times, so a situation where
some of their recordings are already included into
the model is not entirely unrealistic. As always, fur-
ther testing is obviously required with more speak-
ers and text types. Also for Komi we manually se-
lected 100 keywords that are represented in the text.
As this Komi text was recorded with a tape

recorded in 1966, it is very representative of
archived Komi materials that do exist in large quan-
tities in different archives. We described the wider
context of the archival recordings most familiar to
us in Section 2. This illustrates how one central goal
in work described here is to be able to better nav-
igate and access untranscribed archival recordings.
We describe the related methodology next.

5 Methodology
Keyword spotting is the task of finding specific
words in a given audio stream, often containing con-
tinuous speech. This has a wide variety of uses,
most notably keyword search and wake-word detec-
tion. Keyword searching is when you have a large

collection of audio saved on disk, and you want to
identify all the instances of certain word. This is es-
pecially useful for information retrieval scenarios,
and is easily generalizable to the situations where
we know something about the recordings, but not
exactly where which topic is discussed.

The task discussed in this study, keyword spot-
ting, is just one part of a larger pipeline that re-
lated technologies create. This involves text recog-
nition of already written transcriptions, and forced
alignment of the text with audio. Keyword spot-
ting usually predates a well functioning ASR, as it
can be, arguably, implemented before speech recog-
nition is yet fully established. In the longer per-
spective keyword tagging is also related to subject
indexing, where the topics and keywords are ex-
tracted from the document text. Such systems are
already successfully in use with larger Uralic lan-
guages, such as Finnish (Suominen, 2019). Indeed,
keyword spotting would regularly be conducted in
a context where we have reasons to assume specific
term of interest is used somewhere in the document,
be that a text or recording.

While there are specific algorithms for keyword
spotting, cf. Mazumder et al. (2021), we use a very
simple approach. We decode the audio as if we are
performing a normal Speech-to-Text transcription
task, and then we do a simple text search over the
transcript. In this study we did not use specific key-
word boosting techniques, which would be an addi-
tional approach to improve the findability of a spe-
cific string. Such use cases also distinguish keyword
spotting more clearly from speech recognition, as
our current methodology essentially uses generated
transcription as a starting point.

For the experiments, we took the test set for each
language, and selected 10 words at random from a
set of those words longer than four characters to
favour content words over function words. The re-
sults are presented in Table 2.



Language # Keywords F1 Prec Rec
fi 100 0.15 0.41 0.09
hu 192 0.28 0.89 0.16
et 546 0.33 0.88 0.21
kpv 100 0.20 0.76 0.12

Table 2: Keyword spotting. We show the dataset
size, precision, recall and F1 score. In general the
precision is high and recall is moderate to low.

6 Results

We will first explain the concepts we have used to
measure the model’s performance. Precision (Prec)
is how often the model is correct when it identifies
a keyword. Recall (Rec) is how many of the key-
words in the test data the search is able to find. F1

is a weighted average of precision and recall which
tends towards whichever value is lower, meaning the
best score is achieved by balancing precision and re-
call. This gives intuitively interpretable and com-
parative information about the experiments.
Our results were the best for Estonian and Hun-

garian. We believe this is largely connected to the
narrow domain which was present in the Common
Voice recordings, namely that the clips are read.
The low accuracy of Finnish is probably related to
the small amount of training data. Without an accu-
rate model, the keywords may not be correctly tran-
scribed and will not show up in the text search. In
the case of Komi we reach a relatively high preci-
sion, on par with Hungarian and Estonian where the
domain was narrow, and here the large amount of
training data must have some role. However, the
clips are from natural speech instead of read, which
explains the lower accuracy when compared to Hun-
garian and Estonian despite the large quantity of
training data. This is not an excellent result, but al-
ready a step toward a clearly functional system. As
the recall is very low, it must stated that the system
is not very successful in finding the keywords, but
when it suggests them, those are often correct.
We expected Estonian and Hungarian to work

relatively well, since the test data was not very realis-
tic. However, the result with Komi comes relatively
close to what we see with the test languages. Espe-
cially with Finnish experiments with more training
data, possibly varying the training data size gradu-
ally, could help to understand how the ratio of the
training data impacts to the model’s performance.
Similar experiment was previously conducted suc-

cessfully for Kamas to evaluate changes in the accu-
racy (Partanen et al., 2020). We also have to empha-
sise that the Finnish data was much more strongly
dialectal than what would be customarily encoun-
tered in the recordings today, and what is present in
the Common Voice dataset. Even though such older
dialect recordings exist in large quantities in Finnish
archives, they must still be considered a special case
within Finnish speech technologies in general.
Another challenge, and factor that makes our re-

sults less reliable, is that we selected the keywords
from the corpora themselves. This was the only
available approach, as we wanted to measure the ac-
curacy, but it also targeted our experiment toward
the existing inflected forms that do exist in the test
data. With agglutinative Uralic languages, however,
the most useful test scenario would be one where
the desired keywords are listed by their lemmas, but
may occur in a different shape in the real usage, and
the keyword spotting would ideally still work.

7 Concluding remarks

Our research shows that keyword detection systems
are in principle applicable for low resource settings,
and even with a very small amount of training data
the precision can be relatively high. It certainly is
not possible to retrieve all keywords reliably under
the current conditions, but even the accuracy we are
now reaching could still be useful. Naturally, lots of
work still remains to be done within this topic.
One of the most important further tasks would

be to extend the experiment into entirely realistic
conditions. We could, for example, use archived
recordings and their keyword lists and summaries
to create the keyword queries, and compare the re-
sult against manually verified data. This way we
could move toward concrete evaluation of how well
and realistically the system performs with various
archived datasets. Also different fieldwork collec-
tions in Uralic languages could be very well suited
for this task. Even though exact keyword and topic
listings may not be very common in current meta-
data models, there is still a long tradition of compil-
ing such topic indexes, and this is inarguably a very
useful strategy to classify non-transcribed record-
ings. Combined to keyword spotting such index can
be used to navigate the recordings as well. Our cur-
rent study is a first step to that direction in a wider
context ofUralic languages, andwith the goal of try-
ing to test the keyword detection in languages repre-
senting different branches of this language family.
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