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Abstract

Timeline Summarisation (TLS) aims to gener-
ate a concise, time-ordered list of events de-
scribed in sources such as news articles. How-
ever, current systems do not provide an ade-
quate way to adapt to new domains nor to fo-
cus on the aspects of interest to a particular
user. Therefore, we propose a method for in-
teractively learning abstractive TLS using Re-
inforcement Learning (RL). We define a com-
pound reward function and use RL to fine-
tune an abstractive Multi-document Summari-
sation (MDS) model, which avoids the need to
train using reference summaries. One of the
sub-reward functions will be learned interac-
tively from user feedback to ensure the con-
sistency between users’ demands and the gen-
erated timeline. The other sub-reward func-
tions contribute to topical coherence and lin-
guistic fluency. We plan experiments to eval-
uate whether our approach could generate ac-
curate and precise timelines tailored for each
user.

1 Introduction

Notable events often happen over a long period. For
example, COVID-19 caused immeasurable dam-
age around the world, lasting for more than a year.
When reviewing different aspects of the disaster,
the huge number of reports and news articles makes
it difficult to trace the development of events such
as outbreaks, policy interventions and vaccination
efforts. TLS can solve this problem by identify-
ing significant dates and summarising events of
sub-topics.

Most prior TLS works focused on producing
extractive timelines, which copies the original sen-
tences from input documents (Martschat and Mark-
ert, 2018; Nguyen et al., 2014; Yan et al., 2011). Ir-
relevant and repeated information may be extracted
in this process, decreasing the quality of the gen-
erated timelines. Abstractive timeline summari-

sation methods can address this problem (Steen
and Markert, 2019; Barros et al., 2019) but few
neural network models have been proposed due
to the lack of reference timelines for supervised
learning. Producing reference timelines by human
requires expertise to capture important temporal
information and sub-events from the source doc-
uments, thus it is extremely expensive. In MDS
tasks, researchers have tried heuristics-based and
unsupervised methods to address the reference data
shortage problem (Ryang and Abekawa, 2012; Ri-
oux et al., 2014). However, their results on some
evaluation metrics, like ROUGE-2, only reached
half of the upper bound. Gao et al. (2018) showed
that interactive learning could improve the perfor-
mance of an MDS system via leveraging users’
preference, which is relatively easy to obtain, and
does not require reference summaries. Therefore,
we take inspiration from their work to propose an
interaction-based abstractive TLS framework.

Martschat and Markert (2018) treated the TLS
task as an MDS task and proposed a modular sum-
marisation method, which achieved the state of the
art and is adaptable. However, its adaptation re-
quires abstracting mathematical constraints from
concrete requirements. This contrasts with inter-
active learning (IL), which greatly decreases the
cognitive burden for humans by receiving user feed-
back to refine summaries (Gao et al., 2018; Lin
et al., 2010). Comparing to traditional approaches,
interaction enables the model to learn from the
users, thus it is possible to accurately tailor and
refine timeline summaries according to users’ de-
mands.

In this paper, we propose an interaction-based
abstractive timeline summarisation framework us-
ing deep RL. By learning a reward signal from
user feedback, we can fine-tune a pretrained MDS
model for the TLS task via a small number of in-
teractive learning rounds. Therefore, our frame-
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Figure 1: The workflow of our event detection timeline
summarisation method

work should be capable of generating timeline sum-
maries with high text quality after enough episodes
of training. And we plan both simulation and real-
user experiments to evaluate the framework on two
benchmark TLS datasets, Timeline17 (Binh Tran
et al., 2013; Tran et al., 2013) and Crisis (Tran et al.,
2015).

The workflow of our model (Figure 1) mainly
follows the event detection method, CLUST (Gha-
landari and Ifrim, 2020), which identifies sub-
events first and then generates summaries for them.
Due to the RL-based interactive learning process
in the framework, our model can be automatically
adapted to new topics and adjusted by users’ inter-
ests.

1. Firstly, we embed source documents into vec-
tors and cluster them in vector space. Each
cluster represents a sub-event in a large topic;

2. In the next step, we assign a date to each clus-
ter. And they will be ranked by a metric to
identify important sub-events;

3. Then it comes to our RL-based interactive
learning process.

(a) An abstractive MDS model will generate
summaries for each sub-event. All sum-
maries will be ordered by date to form a
timeline.

(b) The user can preview the timeline in this
step and respond by expressing prefer-

ences over keywords or by comparing
the new summary to an earlier version.

(c) Using a reward function that evaluates
the consistency between the produced
timeline and those user preferences, of-
fline RL then tunes the model and starts
another round of interactive learning.

Our main contribution is a proposed interactive
method for generating timelines for news, which
adapts to user feedback through RL fine-tuning.

2 Related Work

Extractive Timeline Summarisation Prior ex-
tractive methods (Martschat and Markert, 2018;
Ghalandari, 2017) defined several objective func-
tions to assess the quality of timelines, including
coverage of summaries and temporal information.
These methods greedily select one sentence in each
iteration to maximise the combined objective func-
tion. Our reward function is also modular but lacks
monotonicity and submodularity, hence we use RL
instead of a greedy algorithm.

Interactive Summarisation Instead of produc-
ing reference texts by crowdsourcing, obtaining in-
formation (e.g., keywords) via user interaction can
be more practical to obtain training data. Liu et al.
(2012) outperformed previous extractive MDS ap-
proaches on ROUGE-based metrics by querying
topic words from users. Gao et al. (2018) collected
pairwise comparisons between summaries from
simulated users, which are then used to train a
ranker without any reference data, and fixed the ef-
ficiency issue of IL. Due to the similarity between
the MDS and TLS task, IL is expected to solve the
reference timelines shortage problem as well, with-
out increasing many computation expenses. So we
introduce interaction into an RL-based TLS model
for the first time.

Reinforcement Learning in Natural Language
Generation (NLG) Recent research on applying
RL on NLG tasks has received some success. Some
prior works on dialogue systems (Song et al., 2020;
Mesgar et al., 2020) utilized RL-based fine-tuning
method to ensure the factual consistency of the re-
sponse. In automatic summarisation (Gao et al.,
2018, 2019; Simpson et al., 2020), IL is applied
to learn a reward function from users, so that RL
agents could learn a policy to summarise text in-
directly under users’ guidance. However, for the
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TLS task, we are the first to use RL to generate
summaries for key dates.

3 Method

All components of our method shown in Figure 1
will be introduced below.

3.1 Event Detection Timeline Summarisation

Clustering For each input document, we use
the sentence-transformer (Reimers and Gurevych,
2019) based on DistilRoBERTa (Liu et al., 2019) to
embed its sentences. Then we represent the docu-
ment by the mean of the sentence vectors expecting
that dense vectors could capture more information
in text than TF-IDF vectors, as used in Steen and
Markert (2019) and Ghalandari and Ifrim (2020).

Next, we use Affinity Propagation (AP) (Frey
and Dueck, 2007) to cluster all the documents. AP
is an unsupervised method, which automatically
determines the number of clusters. AP uses an
affinity matrix A, constructed by the Euclidean
distance of each pair of document vectors.

To detect events accurately, we add constraints
to the clustering algorithm. If two reports were
published too apart from each other, although, with
a small distance in vector space, they should be
considered to belong to two similar but different
sub-topics. In our model, we keep the setting of
prior work (Steen and Markert, 2019). If di and
dj were published no more than t day(s) apart,
Ai,j = −‖~di− ~dj‖1/22 , otherwise it will be assigned
by 0.

Date Assignment By clustering all the docu-
ments, reports describing the same event are gath-
ered. However, temporal information is equally as
important as summaries in TLS, which differs from
MDS. Martschat and Markert (2018) and Chen
et al. (2019) adapted MDS methods to make them
temporally sensitive. Both received outstanding
results. In our work, we use HeidelTime (Strötgen
and Gertz, 2015) to identify and count date ex-
pressions in documents. Following Ghalandari and
Ifrim (2020), we assign each cluster with the most
frequently mentioned date in it.

Cluster Ranking Some clusters contain less im-
portant information than others. According to Gha-
landari and Ifrim (2020), the importance of a clus-
ter is in proportion to the number of sentences that
mentions the assigned date to some extent. To cap-
ture useful information, we use the same setting

and only summarise the top-k important clusters.

Cluster Summarisation & Timeline Construc-
tion Summarising the sub-topic of a key date can
be regarded as an MDS task, as each event has mul-
tiple sources. We plan to fine-tune an abstractive
MDS model for this task, which will be introduced
later. After all the top-k clusters are summarised,
we combine all the summaries by date to generate
a timeline. We follow the setting of Ghalandari and
Ifrim (2020), which skips a cluster when its date is
already used by another prior cluster.

3.2 Interaction

Figure 2: A view of interaction process

Every time the timeline is generated, the user can
preview it and provide several types of feedback
such as keywords and dates that must be included
or excluded, and expressing preferences against
previous version of the timeline. Given these feed-
back, we can renew our reward function and fine-
tune the summariser via hundreds of RL episodes.
Then we can produce a new timeline to start an-
other round of interactive learning. After several
interactive learning rounds, our model would be
able to generate and tailor a high-quality timeline
for the user.

3.3 RL-based fine-tuning

Timeline17
AR-F1 AR-F2

CLUST 0.082 0.02
PEGASUS-Multi News 0.089 0.019

Table 1: Performance of two methods evaluated by
Alignment ROUGE-1 and Alignment ROUGE-2.

PEGASUS We use PEGASUS (Zhang et al.,
2020) to solve the MDS task on each cluster. PE-
GASUS is an abstractive summariser providing var-
ious fine-tuned versions. PEGASUS-Multi News
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is fine-tuned on Multi-News (Fabbri et al., 2019)
to summarise news articles. We found that
PEGASUS-Multi News outperforms the state-of-
the-art extractive event detection method, CLUST
(Ghalandari and Ifrim, 2020), when applying it
directly on clusters without fine-tuning (Table 1).
Therefore, it provides a strong basis for our follow-
ing work.

Figure 3: A view of our RL method

PEGASUS-RL Although PEGASUS is power-
ful enough to generate high-quality summaries, we
still need RL to ensure the summaries are topically
coherent and linguistically fluent. The PEGASUS
model generates summaries token-by-token. When
the last token, i.e. 〈eos〉, is generated, the reward
component will assess the quality of the summary
and produce a reward signal to update the sum-
marising policy (Figure 3). This whole process
will tune the parameters of PEGASUS so that it
enhances the quality of the generated summary as
well.

Action and Reward Function Let D =
(d1, d2, . . . , d|D|) be a document cluster describ-
ing the same sub-topic. P = (p1, p2, . . . , p|P |)
denotes the preferences between different ver-
sions of the generated timelines. Assuming that
p1, p2, . . . , p|P | are several different pairwise la-
bels, collected over a number of rounds, com-
paring several different versions of the timeline.
The words, dates and keyphrases that the user
wants to include and exclude are marked as M =
(m1,m2, . . . ,m|M |) and N = (n1, n2, . . . , n|N |)
individually. And S = (t1, t2, . . . , t|S|) is the sum-
mary generated for cluster D. Our goal is to fine-
tune a single model to generate a summary S, for
each cluster D that is linguistically fluent and topi-

cally coherent with any di and consistent with any
piece of feedback pi,mi, ni.

We regard each token generation process in Fig-
ure 3 as an action of PEGASUS. Our model is
expected to generate a summary with topical coher-
ence, linguistic fluency and consistency with the
user’s demands for each cluster. Thus, a compound
reward function is proposed, which consists of four
sub-reward functions: R1 guarantees topical co-
herence with the cluster, R2 enforces consistency
with each piece of individual user feedback, R3

and R4 contribute to the linguistic fluency of the
produced summaries. The reward of the cluster D
is the weighted sum of them.

RC = γ1R1 + γ2R2 + γ2R3 + γ4R4 (1)

where γ1,2,3,4 are the normalization factors that
sum to one. The whole training signal R is the sum
of k selected clusters’ rewards.

Topical coherence sub-reward (R1 and R2)
Topical coherence is the pivotal property of a sum-
mary. We measure how topically coherent the sum-
mary S is with a clusterD by their cosine similarity.

R1 = cos (~S, ~D) (2)

R2 is the core reward function in the fine-tuning
process, which will be updated in each interactive
learning round. We embed all the keywords in M
and N to dense vectors and measure their topic
coherence by cosine similarities. Due to N rep-
resents the words that the user wants to exclude,
we set its reward to be negative. To accommodate
pairwise preference labels, we learn a ranking func-
tion using a random utility model (Thurstone, 1927;
Mosteller, 2006). This provides a scoring function
that should also be added to R2.

R2 = w1score(~S, ~P )

+ w2

∑
mi∈M

cos (~S, ~mi)

− w3

∑
ni∈N

cos (~S, ~ni)

(3)

where w1,2,3 are the normalization factors.

Linguistic fluency sub-reward (R3 and R4)
Prior work (Mesgar et al., 2020) has shown that
applying RL to improve evaluation metrics’ results
might lead to decreasing in linguistic quality. To
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avoid that, we apply two sub-reward functions to
our model. R3 utilizes a language model which has
been fine-tuned on a similar news dataset:

R3 =
α−N(S)

α
(4)

where N(·) is the Negative Log-likelihood loss
function, and α is the maximum of N(·) so that it
can normalize R3. R4 reduces repeated words in
summaries, by penalizing repeated unigrams:

R4 = 1− #repeated tokens in summary

#tokens in summary
(5)

Training In this work, RL attempts to learn a
policy Pθ that generates a summary maximizing
the expectation of the reward function.

L = ES∼Pθ [R(S, (C,F ))] (6)

However, RL is known for high variance issue
when sampling the gradient. To solve this prob-
lem, we plan to run several hundred episodes of RL
to increase the size of the sample and reduce the
variance.

In addition, according to Mnih et al. (2016) and
Mesgar et al. (2020), we can tune the policy func-
tion by actor-critic, which could further reduce vari-
ance in learning. In actor-critic algorithm, the pol-
icy function Pθ is regarded as the actor, and we
define the residual of temporal difference Ψt to be
the critic. Although Ψt is a biased estimation of
the reward function R, we can reduce the variance
via replacing the reward function R in the policy
gradient equation (7) by Ψt, as in the following:

g = E

[∑
t=0

Ψt∇θ logPθ(at|st)

]
(7)

4 Plan for Evaluation

As a kind of summarisation task, correctly extract-
ing temporal information is the special challenge
of TLS, which makes the evaluation more com-
plex as well. In our work, we plan to evaluate our
model by the suitable evaluation metrics proposed
by Martschat and Markert (2017).

Concatenation ROUGE Discard all dates and
concatenate all summaries in the reference and the
output timeline. Evaluate ROUGE on two concate-
nated texts.

Alignment ROUGE Align the output timeline
with the reference by the similarity and distance of
their dates and apply ROUGE on them. Aligned
summaries with distant dates will be penalized.

User feedback will be generated through mixed
simulations, as in Gao et al. (2019) and studies
with real users. Simulations will rely on references,
from which keywords and dates can be extracted.
Pairwise preferences can be simulated by compar-
ing two summaries to a reference using ROUGE
and selecting the highest-scoring summary. The
system will be tested with different feedback types
(keywords, dates, inclusion/exclusion, and pref-
erences) to determine whether these forms of in-
teraction are feasible to improve the summaries.
However, the simulated user labels will be noisy,
so we intend to evaluate with real users once we
have developed a working system.

5 Summary

We propose an interactive method to summarise
timelines without reference data. In each inter-
active learning round, we first update the reward
function, and then use RL to fine-tune a huge neural
network model. Then the model will generate sum-
maries for each of the important sub-events, which
are identified by textual similarity to the articles in
the corpus. All the summaries will be ordered by
their assigned dates to form a timeline. The user
can preview the timeline and give feedback to start
another round of interactive learning. Part of our
method has been implemented, including PEGA-
SUS to summarise event clusters but without RL
or user feedback. Given the current experiment re-
sults, we can expect better performance after the in-
teraction part implemented. The challenge remains
in RL and designing suitable modes of interaction.
We will move forward to our planned experiments
and report our results in future work.
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