
Proceedings of the 14th International Conference on Natural Language Generation (INLG), pages 353–363,
Aberdeen, Scotland, UK, 20-24 September 2021. ©2021 Association for Computational Linguistics

353

SEPRG: Sentiment aware Emotion controlled Personalized Response
Generation

Mauajama Firdaus, Umang Jain, Asif Ekbal and Pushpak Bhattacharyya
Department of Computer Science and Engineering

Indian Institute of Technology Patna, India
(mauajama.pcs16,umang,asif,pb)@iitp.ac.in

Abstract
Social chatbots have gained immense popu-
larity, and their appeal lies not just in their
capacity to respond to the diverse requests
from users, but also in the ability to develop
an emotional connection with users. To fur-
ther develop and promote social chatbots, we
need to concentrate on increasing user inter-
action and take into account both the intellec-
tual and emotional quotient in the conversa-
tional agents. Therefore, in this work, we pro-
pose the task of sentiment aware emotion con-
trolled personalized dialogue generation giv-
ing the machine the capability to respond emo-
tionally and in accordance with the persona of
the user. As sentiment and emotions are highly
co-related, we use the sentiment knowledge
of the previous utterance to generate the cor-
rect emotional response in accordance with the
user persona. We design a Transformer based
Dialogue Generation framework, that gener-
ates responses that are sensitive to the emo-
tion of the user and corresponds to the persona
and sentiment as well. Moreover, the persona
information is encoded by a different Trans-
former encoder, along with the dialogue his-
tory, is fed to the decoder for generating re-
sponses. We annotate the PersonaChat dataset
with sentiment information to improve the re-
sponse quality. Experimental results on the
PersonaChat dataset show that the proposed
framework significantly outperforms the exist-
ing baselines, thereby generating personalized
emotional responses in accordance with the
sentiment that provides better emotional con-
nection and user satisfaction as desired in a so-
cial chatbot.

1 Introduction

One of the significant challenges of artificial intelli-
gence (AI) is to endow the machine with the ability
to interact in natural language with humans. In the
recent past, tremendous effort has been given to cre-
ate smart personal assistants, such as Microsoft’s

Cortana, Apple’s Siri, Amazon’s Alexa, Google
Home, etc. The personal assistants in our mobile
devices invariably assist in our day-to-day lives
by answering a wide range of queries. Such as-
sistants act as social agents that take care of the
various activities of their users. Besides reacting
passively to user requests, they also proactively an-
ticipate user needs and provide in-time assistance,
such as reminding of an upcoming event or sug-
gesting a useful service without receiving explicit
user requests (Sarikaya, 2017). The daunting task
for these agents is that they have to work well in
open domain scenarios as people learn to rely on
them to effectively maintain their works and lives
efficiently.

Empathy and social belonging are a few of the
fundamental needs for human beings (Maslow,
1943). Building social chatbots to tackle these emo-
tional needs is indeed of great benefit to our society.
The primary objective of these chatbots is not inher-
ently to answer all the users’ questions, but rather
to be a virtual companion of the users. To become
a better companion, it is imperative for the agent
to understand the personality of the user to assist
in different aspects of life. Along with understand-
ing the personality traits of a user, the emotional
connection is an essential factor for building bet-
ter communication. Social conversational agents
can serve for a more extended period of time by
maintaining a consistent personality (increasing
trust in the user) and by establishing an emotional
connection with them. The ability to empathize,
create social belonging, and adhere to a personality
and integration of these factors in conversational
agents is one of the long-standing goals of Artifi-
cial Intelligence (AI). Conversational agents need
to monitor the user’s emotion in order to suffice
the emotional needs and simultaneously empathize
with them, making the conversation engaging, in-
creasing user contentment (Prendinger et al., 2005),
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Persona 1 Persona 2
I am primarily a meat eater. I’ve a sweet tooth.

I am a guitar player. I’m a babysitter and drive a mercedes.
Welding is my career field. I’m the middle child of 3 siblings.

My parents don’t know I am gay. I’m getting married in six months.
[Person 1] What do you do for career? (Neutral)

[Person 2] I like to watch kids. (Positive)
[Person 1] I actually play guitar and do a lot of welding. (Positive)

[Person 2] What do you weld? houses?(Neutral)

Table 1: A conversation from the PersonaChat dataset
with sentiments

and decreasing breakdowns in conversations (Mar-
tinovski and Traum, 2003). Moreover, these agents
should also have the capability to generate personal-
ized responses conforming to the personal interests
and unique needs of different users while present-
ing a consistent personality to gain the user’s trust
and confidence. Hence, the primary motivation of
our current work lies in generating responses that
are engaging, emotionally appropriate, and also
integrates the personal interests of the user.

Lately, researchers have started focusing on in-
corporating personality information on chit-chat
(Zhang et al., 2018) and goal-oriented (Joshi et al.,
2017; Luo et al., 2019) conversational systems.
Due to the lack of persona data sets, the authors cre-
ated a PersonaChat dataset in (Zhang et al., 2018),
where the individual personality data is represented
in a few texts for open-domain chit-chat dialogue
systems. We present an example from the dataset in
Table 1, from which it is obvious that the speakers
are able to retain the persona knowledge when com-
municating with each other. This helps to make the
dialogue engaging and also makes it easier to build
trust and credibility with the users (Shum et al.,
2018). For conversational systems to effectively
communicate with the user in a coherent and nat-
ural way, the ability to maintain a clear persona
is imperative. While it is necessary to maintain a
clear personality in order to gain the confidence of
the user, it is also essential to react emotionally in
order to create a bond with the user.

From Table 1, it is evident that when talking with
the user, the agent can retain a specific personality,
but it sacrifices the emotional link with the user.
The dialogue, therefore, is almost like stating facts
instead of a real discussion. In this work, there-
fore, we propose the task of infusing the responses
with emotional content while maintaining a clear
persona. From the table, the response to Person 2
could be more empathetic like That’s a great job,
as I play guitar and do welding for a career. This

response has a happy undertone than the ground-
truth response, which is neutral and contains only
the facts about Person 1. Empathetic responses are
insightful and provide a forum for a more substan-
tial discussion. It is evident from the illustration
that only having a persona in a reply is not suffi-
cient to produce interactive responses. To render it
more human-like, the emotional element must also
be integrated into the replies. Emotions and senti-
ments are subjective qualities and are understood
to share overlapping features; hence are frequently
used interchangeably.

This is mainly because both sentiment and emo-
tion refer to experiences resulting from the com-
bination of biological, cognitive, and social influ-
ences. Though both are considered to be the same,
yet according to (Munezero et al., 2014), the senti-
ment is formed and retained for a longer duration,
whereas emotions are like episodes that are shorter
in length. Moreover, the sentiment is mostly target-
centric, while emotions are not always directed to
a target. Every emotion is associated with senti-
ments, hence using the sentiment information of
the utterances can assist in narrowing down the
set of emotions for generating contextually correct
emotional responses. In the Table 1, the dialogue
has been annotated with the corresponding senti-
ments to assist in generating empathetic responses.
To the best of our knowledge, this is one of the
first works that include sentiment information for
creating personalized emotional responses.

The key contributions of this work are as fol-
lows:

1. We propose the task of generating empathetic,
personalized responses while considering the
persona information and implicitly the senti-
ment in the responses through the dialogue
context.

2. We propose a novel Transformer based
encoder-decoder framework, with the ability
to infuse the sentiment, emotion and persona
information in the responses.

3. Experimental results show that our proposed
framework is capable of maintaining a consis-
tent persona and sentiment while generating
emotional responses compared to the existing
baselines.

The rest of the paper is structured as follows.
In Section II, we present a brief survey of the re-
lated work. In Section III, we explain the proposed
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methodology. In Section IV, we describe the de-
tails of the datasets that we used and annotated.
The experimental setup, along with the evaluation
metrics, is reported in Section V. In Section VI, we
present the results along with the necessary analy-
sis. Finally, we conclude in Section VII with future
work.

2 Related Work

In complete applications, such as dialogue systems,
natural language generation (NLG) has become
increasingly essential (Vinyals and Le, 2015; Li
et al., 2016b; Serban et al., 2017; Wu et al., 2018)
and also in many other natural language interfaces.
The generation of responses provides the means
by which a conversational agent can communicate
with its user to assist users in achieving their de-
sired goals. Recently, generative adversarial net-
works have been exploited for dialogue generation
(Xu et al., 2018, 2017; Zhang et al., 2019; Zhu
et al., 2019; Bruni and Fernandez, 2017) for a bet-
ter generation of responses.

Persona information is an essential part of gen-
erating responses. Earlier works on persona-based
conversational models (Li et al., 2016a) incorpo-
rated speakers’ embeddings to infuse persona infor-
mation in the responses. To incorporate persona in
chit-chat models, the authors in (Zhang et al., 2018;
Mazaré et al., 2018) introduced a PersonaChat
dataset that includes personal information of the
speakers. This dataset has been extensively used
to build persona-based dialogue systems (Madotto
et al., 2019; Yavuz et al., 2019; Song et al., 2019,
2020). The authors in (Madotto et al., 2019) used
a meta-learning framework to include persona in-
formation in the generated responses. Similarly,
the authors in (Yavuz et al., 2019) employed a hi-
erarchical pointer network for generating persona-
based responses. The authors in (Song et al., 2019)
used persona information to generate diverse re-
sponses by employing conditional variational au-
toencoder. Our present work differs from these
existing works (that made use of the PersonaChat
dataset) in a sense that we intend to use the persona
information while generating emotional responses.

Persona information is also being exploited in
goal-oriented dialogue systems (Joshi et al., 2017;
Luo et al., 2019; Qian et al., 2017). The authors
in (Joshi et al., 2017) introduced persona informa-
tion in the babI dialog dataset for creating better
responses. The authors used conditional variational

auto-encoders for personalized generation in (Wu
et al., 2020). As personalization has been consid-
ered in responses, we intend to take a step ahead
by inculcating the emotions in accordance to the
emotion of the user and the dialogue history.

Lately, emotional text generation has gained
immense popularity (Huang et al., 2018; Li and
Sun, 2018; Lin et al., 2019; Li et al., 2017; Ghosh
et al., 2017; Kezar, 2018; Rashkin et al., 2019;
Zhou and Wang, 2017). In (Zhou et al., 2018), an
emotional chatting machine (ECM) was proposed
that was built upon seq2seq framework for gen-
erating emotional responses. Recently, a lexicon-
based attention framework was employed to gener-
ate responses with a specific emotion (Song et al.,
2020). Emotional embedding, along with affec-
tive sampling and regularizer, was employed to
generate the affect driven dialogues in (Colombo
et al., 2019). Lately, authors in (Firdaus et al.,
2020) designed personalized response generation
framework with controllable emotions using ba-
sic sequence-to-sequence framework. Our present
research differs from these existing works as we
propose a novel framework using a generative ad-
versarial network to generate responses in an em-
pathetic manner, having a consistent persona.

3 Methodology

We define the problem statement in this section,
followed by the detailed descriptions of the pro-
posed methodology. The architectural diagram of
the sentiment and persona guided emotional dia-
logue generation framework is presented in Figure
1.

Figure 1: Architectural diagram of the proposed frame-
work.

Problem Definition: In our present work we
aim at solving the task of emotional and person-
alized dialogue generation in accordance to the
conversational history, sentiment and the persona
information of the speaker. For a given sequence
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of dialogue turns D = [U1, U2, . . . , UN ] as the dia-
logue context, where Un = [w1, w2, . . . , wk] is the
nth dialogue turn and each dialogue turn is asso-
ciated with sentiment labels represented by Slab =
s1, s2, . . . , sN having a set of persona information
P = P1, P2, . . . , Pm the task is to generate an emo-
tional personalized response Y = y1, y2, . . . , yn′

along with the emotion embedding Ve for the de-
sired emotion E that is sensitive to the speaker’s
expressed sentiment and is consistent to the per-
sona information.

3.1 Proposed Framework

Our proposed framework is based upon the Trans-
former network (Vaswani et al., 2017) as shown in
Figure 1. Our network comprises of two encoders:
an utterance encoder to transform the textual ut-
terance Ui = (wk,1, wk,2, ..., wk,n) and a persona
encoder to encode the set of persona information
P = P1, P2, . . . , Pm. Finally, we employ a trans-
former decoder to generate emotionally controlled
responses according to the specified emotions in
a similar manner as (Firdaus et al., 2020; Huang
et al., 2018; Zhou et al., 2018).

Utterance Encoder: As the transformer en-
coder has multiple layers and each layer is com-
posed of a multi-head self attentive sub-layer fol-
lowed by a feed-forward sub-layer with residual
connections (He et al., 2016) and layer normal-
ization (Ba et al., 2016), we use it to encode the
utterances in a given dialog. For intricate details on
the Transformer network, we refer the interested
readers to (Vaswani et al., 2017). To learn the rep-
resentation of Ui = (wk,1, wk,2, ..., wk,n) is first
mapped into continuous space

Tu = (ti1, t
i
2, . . . , t

i
|Ui|);where[T

i
j = e(wi

j) + pj ]
(1)

where e(uij) and pj are the word and positional
embedding of every word uij in an utterance, re-
spectively. For words we use Glove embeddings
and we adopt sine-cosine positional embedding
(Vaswani et al., 2017) as it performs better and does
not introduce additional trainable parameters. The
utterance encoder (a Transformer) converts Tu into
a list of hidden representations hi1, h

i
2, . . . , h

i
|Ui|.

We use the last hidden representation hi|Ui| (i.e. the
representation at the EOS token) as the textual rep-
resentation of the utterance Ui. Similarly, to the
representation of each word in Ui, we also take into
account the utterance position. Therefore, the final

textual representation of the utterance Ui is:

hsi = hi|Ui| + pi (2)

Note that the words and sentences share the same
positional embedding matrix. We also concate-
nate the sentiment information of every sentences
represented by Slab = s1, s2, . . . , sN . The final
representation of any utterance is given by the con-
catenation of the sentiment representation as well
as the last hidden representation of the utterance.

hutti = hsi + sN (3)

Persona Encoder: To learn the representa-
tion of the set of persona information P =
P1, P2, . . . , Pm is first mapped into continuous
space

Tp = (ti1, t
i
2, . . . , t

i
|Pm|);where[T

i
k = e(wi

k)+ p′k]
(4)

where e(uik) and p′k are the word and positional
embedding of every word uik in a given persona,
respectively. Similar to the utterance encoder, for
words we use the Glove embeddings and adopt
sine-cosine positional embedding (Vaswani et al.,
2017). The persona encoder (a Transformer)
converts Tp into a list of hidden representations
h′1

i, h′2
i, . . . , h′|Pm|

i. We use the last hidden repre-
sentation hi|Pm| (i.e. the representation at the EOS
token) as the persona representation of the given
speaker. Therefore, the final persona representation
of the utterance Pm is:

hpi = hi|Pm| + p′i (5)

Emotion controlled Decoder: To generate the
next textual response with the given emotion in-
formation we employ a RNN decoder as shown in
Figure 1. We employ GRU for generating the re-
sponse in a sequential manner based on the context
hidden representation from both the transformers,
and the words decoded previously. We use the
input feeding decoding along with the attention
(Luong et al., 2015) mechanism for enhancing the
performance of the model. Using the decoder state
hdecd,t as the query vector, we apply self-attention
on the hidden representation of the utterance-level
encoder. The decoder state, persona information
and the context vector are concatenated and used
to calculate a final distribution of the probability
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over the output tokens.

hdecd,t = GRUd(yk,t−1, hd,t−1)

ct =
k∑

i=1

αt,iD̂,

αt,i = softmax(D̂TWfhd,t)

h̃t = tanh(Wh̃[hd,t; ct])

P (yt/y<t) = softmax(WV h̃t)

(6)

where, Wf , WV and Wh̃ are the trainable weight
matrices.

For generating responses with the specified emo-
tion as shown in Figure 1, we provide the emotion
vector Ve (the emotion embeddings are pre-trained
Glove embeddings) as input during decoding at
every decoder time-step. In order to include the
emotion vector in the decoder, we modify Equation
(6) to incorporate the emotion information for the
generation of responses and the modified equation
is as follows:

hdecd,t = GRUd(yk,t−1, [hd,t−1, Ve]) (7)

Training and Inference: We employ com-
monly used teacher forcing (Williams and Zipser,
1989) algorithm at every decoding step to mini-
mize the negative log-likelihood on the model dis-
tribution. We define y∗ = {y∗1, y∗2, . . . , y∗m} as the
ground-truth output sequence for a given input by:

Lml = −
m∑
t=1

log p(y∗t |y∗1, . . . , y∗t−1) (8)

Baseline Models: We develop the following
baselines: (i) Seq2Seq: This is a basic encoder-
decoder (Sutskever et al., 2014) framework with no
persona, sentiment and emotion information. (ii).
HRED: A general hierarchical encoder-decoder
framework (Serban et al., 2017) that captures the
conversational context without the persona, senti-
ment and emotion information. (iii). Seq2Seq +
E + P: The utterance encoder along with persona
encoder and emotion information is used to decode
the responses in a similar manner as (Firdaus et al.,
2020). (iv). HRED + E + P: We infuse the per-
sona and emotion in the basic hierarchical encoder-
decoder framework. (v). Seq2Seq + E + P + S:
The utterance encoder along with persona encoder,
sentiment information and emotion information is
used to decode the responses. (vi). HRED + E + P +
S: We infuse the persona, sentiment and emotion in

the basic hierarchical encoder-decoder framework.
(vii) Trans: Basic transformer network without per-
sona, sentiment and emotion information. (viii)
Trans + E + P: The transformer encoders along
with persona encoder and emotion information is
used to generate the responses.

4 Dataset and Experimentation

Dataset Description: On the recently published
ConvAI2 benchmark dataset, which is an extended
version (with a new test set) of the persona-chat
dataset (Zhang et al., 2018), we conduct our exper-
iments. The interactions are collected from the ran-
domly paired crowd workers who were instructed
to play the part of a given persona. In over 10,981
dialogues, this dataset comprises of 164,356 utter-
ances and has a collection of 1,155 personas, each
consisting of at least four personality texts. There
are 1,016 dialogues in the testing set and 200 never
before seen personas. As the dataset is not labeled
with emotions, we use the emotion annotated ver-
sion of the dataset used in (Firdaus et al., 2020).

Dataset Preparation: As sentiment and emo-
tions are highly co-related we annotate the Per-
sonaChat dataset using the emotion information
in a similar manner as (Poria et al., 2019). As
emotions such as excited, grateful, joyful, caring,
hopeful, faithful, impressed have a positive under-
tone hence we automatically label the utterances
having these emotion labels as positive sentiment.
Similarly for emotions such as angry, sad, annoyed,
disgusted, terrified, furious, disappointed, jealous
has a negative undertone hence are labelled as neg-
ative sentiment. For the other emotion labels such
as surprise, proud, nostalgic, guilty, confident, pre-
pared, sentimental that can either be positive, neu-
tral or negative depending on the utterance and the
context we resort to manual annotation. For anno-
tating the utterances in the PersonaChat dataset,
we employ four graduate students highly profi-
cient in English comprehension. The guidelines
for annotation along with some examples were ex-
plained to the annotators before starting the anno-
tation process. Majority voting scheme was used
for selecting the final sentiment label for each utter-
ance. We achieve an overall Fleiss’ (Fleiss, 1971)
kappa score of 0.75 for sentiment which can be
considered as reliable. Detailed statistics of the
PersonaChat dataset are provided in Table 2.

Implementation Details: All the implementa-
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Dataset Statistics Train Valid Test
Dialogues 7686 1640 1655
Utterances 124816 19680 19860

Avg. turns per Dialogue 12.51 12.73 12.74
Avg. words in a Response 11.89 9.57 10.75

Emotions per dialogue 7.4 6.5 5.1
Unique words 20322 13415 15781

Table 2: Statistics of the PersonaChat Dataset

tions are done using the PyTorch1 framework. For
all the models, including baselines, the batch size
is set to 32. We use the dropout (Srivastava et al.,
2014) with probability 0.45. During decoding, we
use a beam search with beam size 10. We initialize
the model parameters randomly using a Gaussian
distribution with the Xavier scheme (Glorot and
Bengio, 2010). We employ AMSGrad (Reddi et al.,
2019) as the optimizer for model training to miti-
gate the slow convergence issues. We use uniform
label smoothing with ε = 0.1 and perform gradient
clipping when the gradient norm is over 5. To re-
duce data sparsity, all the numbers and names are
replaced with <number> and <person>.

Automatic Evaluation Metrics: In order to as-
sess the model at the emotional and grammatical
level, we present the results using the traditional
automatic metrics. Perplexity(Chen et al., 1998) is
stated to test our proposed framework at the con-
tent level. We also report the results using the stan-
dard metrics like BLEU-4 (Papineni et al., 2002)
and Rouge-L (Lin, 2004) to measure the ability of
the generated response for capturing the correct
information. BLEU measures the n-grams over-
lap between the generated response and the gold
response, and has become a standard measure for
comparing task-oriented dialog systems. It is used
to measure the content preservation in the gener-
ated responses. We report Distinct-1 and Distinct-2
metrics that measure the distinct n-grams in the
generated responses and are scaled with respect
to the total number of generated tokens to avoid
repetitive and boring responses (Li et al., 2016b).
To measure the emotional content in the generated
responses, we calculate the emotion accuracy using
the pre-trained BERT classifier on the responses
generated by the baseline and proposed models.

Human Evaluation Metrics: We randomly
sample 500 responses from the test set for human
evaluation. For a given input along with persona
information, six annotators with post-graduate ex-

1https://pytorch.org/

posure were assigned to evaluate the quality of the
generated responses by the different approaches
in a similar manner as the existing works (Firdaus
et al., 2020). First, we evaluate the quality of the re-
sponse on two conventional criteria: Fluency, and
Relevance. These are rated on a five-scale, where 1,
3, 5 indicate unacceptable, moderate, and excellent
performance, respectively, while 2 and 4 are used
for unsure. Secondly, we evaluate the persona, sen-
timent and emotion inclusion in response in terms
of Persona Consistency metric, Sentiment Coher-
ence metric and Emotion Appropriateness to judge
whether the response generated is in consonance to
the specified persona, sentiment and the emotion is
also coherent to the conversational history. In the
case of all these metrics, 0 indicates an irrelevant or
contradictory persona, sentiment or emotion in the
response, and 1 represents the consistent response
to the specified persona, sentiment and emotion.
For the human evaluation metrics, we calculate the
Fleiss’ kappa (Fleiss, 1971) to determine the inter-
rater consistency. For fluency and relevance, the
kappa score is 0.75, and for emotion appropriate-
ness, sentiment coherence and persona consistency,
these are 0.75, 0.71 and 0.78, respectively, indicat-
ing “substantial agreement”.

5 Result and Analysis

For thorough analysis of our proposed framework,
we provide a detailed analysis of the results (both
automatic and manual) along with the generated
responses. We also analyze the errors made by
the network in generating empathetic personalized
responses.

Automatic Evaluation Results: The automatic
evaluation results are presented in Table 3, which
demonstrates that the proposed framework sig-
nificantly outperforms all the baselines with re-
spect to all the metrics. The final proposed trans-
former network shows a notable drop in perplexity
scores, thereby ensuring grammatically correct re-
sponses generated by the framework. In addition,
we see that the BLEU scores have increased with
an improvement of more than 5% from the basic
Seq2Seq framework and with a gain of 4% from
the typical HRED model. By introducing the per-
sona and emotion information in the basic Seq2Seq
and HRED model, we see the growth in perfor-
mance, establishing the need for persona and emo-
tion knowledge for generating empathetic, person-
alized responses. Similarly, in the case of Rouge-L,
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Model Description Perplexity BLEU-4 Rouge-L Distinct-1 Distinct-2 Emotion Accuracy

Baseline
Approaches

Seq2Seq (Sutskever et al., 2014) 56.11 0.089 0.196 0.0125 0.0464 0.358
HRED (Serban et al., 2017) 55.63 0.096 0.201 0.0128 0.0469 0.376

Seq2Seq + E + P (Firdaus et al., 2020) 54.13 0.103 0.189 0.0168 0.0549 0.657
HRED + E + P 54.85 0.116 0.224 0.0174 0.0592 0.665

Seq2Seq + E + P + S 53.61 0.115 0.203 0.0171 0.0555 0.673
HRED + E + P + S 52.46 0.127 0.237 0.0186 0.0590 0.689

Proposed Approach Trans + E + P + S 51.92 0.143 0.266 0.0219 0.0987 0.715
Ablation

Study
Trans 53.47 0.118 0.239 0.0189 0.0883 0.678

Trans + E + P 53.44 0.125 0.242 0.0193 0.0896 0.695

Table 3: Results of automatic evaluation. Here, E-Emotion, P-Persona, S-Sentiment, Trans-Transformers

Model Description Fluency Relevance Emotion
Appropriateness

Persona
Consistency

Sentiment
Coherence

Baseline
Approaches

Seq2Seq (Sutskever et al., 2014) 2.98 2.65 38% 35% 33%
HRED (Serban et al., 2017) 3.16 2.89 41% 39% 37%

Seq2Seq + E + P (Firdaus et al., 2020) 3.29 3.02 53% 48% 42%
HRED + E + P 3.45 3.18 59% 55% 47%

Seq2Seq + E + P + S 3.33 3.21 56% 52% 51%
HRED + E + P + S 3.52 3.45 61% 58% 55%

Proposed
Approach Trans + E + P + S 3.89 3.66 65% 67% 62%

Table 4: Results of human evaluation for the existing baselines and the proposed framework

Dialog Input Persona Information Ground-Truth Generated Response

[Person 1] What do you do for a career?
[Person 2] I like to watch kids.
[Person 1] I actually play guitar and do
lot of welding.

Persona 1
I am primarily
a meat eater.

I am a guitar player.
Welding is my career field.

My parents don’t know
I am gay.

Persona 2
I’ve a sweet tooth.

I’m a babysitter and
drive a mercedes.

I’m the middle child of
3 sibling.

I’m getting married in
six weeks.

What do you weld?
houses?
Neutral

Seq2Seq: What is weld? ¡UNK¿ ¡UNK¿
HRED: What you weld?
Seq2Seq+E+P: Wow! What you weld mostly? (surprise)
HRED+E+P: Really! Do you weld houses? (surprise)
Proposed: Wow that’s great, what do you weld mostly,
is it houses? (surprise)

[Person 1] Hi! do you like turtles?
[Person 2] I have two cats actually.
[Person 1] I have a turtle his name
is Speedy.

Persona 1
I don’t pick up my toys.

I have a pet turtle.
I like to play with my dolls.

I’m fourteen.

Persona 2
I love cats and
have two cats.

My favorite season is winter.
I won a gold medal

in the 1992 olympics.
I’ve a hat collection of

over 1000 hats.

I am a cat person.
Positive

Seq2Seq: I have cats.
HRED: I like cats mostly.
Seq2Seq+E+P: Turtles are nice but I like cats. (joy)
HRED+E+P: Nice name for a pet, but I love cats. (joy)
Proposed: That is an adorable name for a turtle! but I am
a cat person. (joy)

Table 5: Examples of responses generated by different models having emotion, sentiment and persona

we see a remarkable improvement in the perfor-
mance of the proposed network compared to the
Seq2Seq+E+P and HRED+E+P frameworks, re-
spectively. We also report the emotion accuracy of
the generated response. It is quite apparent that the
responses having emotion information have higher
accuracy than the models with no emotion infor-
mation. The proposed model outperforms the best
performing baseline network with an improvement
of 5% in emotion accuracy.

We also include the results of distinct-1 and
distinct-2 to demonstrate that the responses gen-
erated are varied and diversified. From assessment,
it is clear that the proposed system is also com-
petent enough to make the response diverse and
interactive, along with producing emotional and
persona-guided responses. By including the senti-
ment information in the contextual history, we see
that there is improvement in the proposed frame-

work as it facilitates in generating the correct emo-
tional responses in accordance to the sentiment of
the speaker.

We also perform an ablation study on the pro-
posed framework to understand the importance of
the emotion, persona and sentiment information in
enhancing the performance of the overall frame-
work. It is evident that the proposed framework
compared to Trans and Trans + E + P models per-
forms better as it also includes the sentiment of
the previous utterances proving the significance of
all the three components in generating better and
interactive responses.

Human Evaluation Results: The manual eval-
uation, the results of which are recorded in Table
4, is carried out for a more comprehensive analysis
of our proposed system. From the table, it is clear
that the proposed system provides better perfor-
mance with regards to all the specified metrics than
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the existing approaches. As fluency calculates the
grammatical accuracy of the response generated, it
can, therefore, be assumed that the proposed model
generates fluent responses. The final model hav-
ing the highest scores in the case of fluency, as
opposed to the baseline system, proves that the re-
sponses are grammatically correct and complete.
Similarly, in the case of emotional content in the
responses, we see that the frameworks having the
emotion information seem to generate empathetic
responses instead of the basic Seq2Seq and HRED
frameworks. With an improvement of 6%, the pro-
posed network surpasses the emotion score of the
HRED+E+P model.

We also compute the ability of the models to
maintain a consistent persona while generating the
responses. From the manual evaluation results pre-
sented in the table, we can see that the HRED+E+P
and Seq2Seq+E+P models show significant im-
provement from the typical HRED and Seq2Seq
model in inducing the persona information while
generating the responses. There is an enhancement
in the proposed system from all of the other base-
line systems in the case of the persona consistency
metric. Also, the sentiment coherence score of
the proposed framework is higher in comparison
to the models without the sentiment information
marking the importance of sentiment in the overall
framework.

Through human assessment, it can, therefore, be
inferred that the proposed system is capable of pro-
ducing empathetic responses and has the capacity
to retain a particular persona and respond with the
correct sentiment.

Case Study and Discussion: In Table 5, we
provide two examples and their corresponding gen-
erated responses by the different models. For both
the examples, it is evident that the basic Seq2Seq
and HRED frameworks generate short and non-
emotional responses that do not increase user en-
gagement. On the contrary, the baseline models
having the knowledge of both persona and emotion
generate empathetic and personalized responses.
Moreover, the responses generated by our proposed
framework are not only fluent but also are engaging,
diverse, personalized, and emotionally appropriate
to the conversational history and the sentiment.

We came across through some of the errors made
by the baseline and proposed frameworks after per-
forming a detailed comparative analysis of the gen-
erated responses. Some of the commonly occurring

errors are: (i) Extra information: There are a
few instances where the information in the input is
found to be replicated, and extra words added, in
both the baselines and the proposed system provid-
ing extra information. For example, Gold: if I have
time for cooking and repairing houses; Predicted:
if I have time time hunting, cooking... (ii) Persona
Discrepancy: For certain instances, the responses
generated by the proposed architecture are incom-
patible with the personality information and lack
the precise details present in the speaker’s persona
texts. For example, Persona information: I have 3
lovely kids and enjoy playing with them. Predicted
response: I hate kids find them very annoying.

6 Conclusion and Future Work

Grounding conversations based on the user’s per-
sona and emotions is an exciting research direction
that can contribute to building natural, engaging
and social conversational agents. Our current work
presents one of the first examples of an empathetic,
personalized dialogue generation for building a ro-
bust social chatbot using the sentiment informa-
tion of the speaker in the ongoing conversation.
We trained a novel transformer framework capa-
ble of generating responses that is sensitive to the
emotions of the speaker and in accordance with
their persona information and sentiment. Specifi-
cally, the experimental analysis on the PersonaChat
dataset shows that the responses having both the
emotional quotient and persona knowledge in the
responses help build interactive and engaging con-
versations.

Our future work would focus on extending the
architectural framework for improving the perfor-
mance of the generation. In addition, we would
also investigate other factors such as politeness, di-
versity in responses for creating a comprehensive
social chatbot.
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