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Abstract

This paper reports an approach for summariz-
ing financial texts that combine genetic algo-
rithms and neural document modeling. We
treat summarization as the task of binary clas-
sification of sentences. Financial reports in
the shared data of the FNS workshop are very
long, have many sections, and are written
in “financial” language using various special
terms, numerical data, and tables. Our ap-
proach follows two main stages: (1) filtering
the most irrelevant information with help of
a supervised state-of-the-art summarizer and
(2) extracting the most relevant sentences from
the selected sentences in stage (1), using a
novel deep neural model. As all participants of
the Financial Narrative Summarization (FNS
2021) shared task, we used FNS 2021 dataset
for training and evaluation.

1 Introduction

There is a growing interest in the application of
automatic and computer-aided approaches for ex-
tracting, summarizing, and analyzing both qualita-
tive and quantitative financial data, as a series of
FNP and related workshops (El-Haj et al., 2018;
El-Haj, 2019; El-Haj et al., 2020b) recently demon-
strates. However, before these workshops, only a
few attempts were made to summarize financial
reports (Isonuma et al., 2017), which are different
from the news articles in at least four parameters:
length, structure, format, and lexicon.

The 1st Joint Workshop on financial Narrative
Processing and MultiLing financial Summarisa-
tion (FNP-FNS 2020) (El-Haj et al., 2020a) ran
the financial narrative summarisation (FNS) task,
which resulted in the first large-scale experimental
results and state-of-the-art summarization methods
applied to financial data. The task focused on an-
nual reports produced by UK firms listed on the
London Stock Exchange (LSE). Because compa-
nies usually produce glossy brochures with a much

looser structure, this makes automatic summariza-
tion of such reports a challenging task. A total
number of 9 teams participated in the FNS 2020
shared task with a total of 24 system submissions.

The participating systems used a variety of tech-
niques and methods ranging from rule based extrac-
tion methods (Litvak et al., 2020; Vhatkar et al.,
2020; Arora and Radhakrishnan, 2020; Azzi and
Kang, 2020) to traditional machine learning meth-
ods (Suarez et al., 2020; Vhatkar et al., 2020; Arora
and Radhakrishnan, 2020) and high performing
deep learning models (Agarwal et al., 2020; Singh,
2020; La Quatra and Cagliero, 2020; Vhatkar et al.,
2020; Arora and Radhakrishnan, 2020; Azzi and
Kang, 2020; Zheng et al., 2020). The text represen-
tation was also very diverse among the participating
systems—very basic morphological and structure
features (Li et al., 2020; Suarez et al., 2020), syn-
tactic features (Vhatkar et al., 2020), and semantic
vectors using word embeddings (Agarwal et al.,
2020; Suarez et al., 2020) were applied. In addi-
tion, some teams (Litvak et al., 2020; Zheng et al.,
2020) investigated the hierarchical structure of a
report. Different ranking techniques, such as Deter-
minantal Point Processes sampling (Li et al., 2020),
a combination of Pointer Network and T-5 (Test-to-
text transfer Transformer) algorithms (Singh, 2020)
were applied for extractive approaches. Deep NN
language models (La Quatra and Cagliero, 2020;
Zheng et al., 2020), hierarchical summarization un-
der different discourse topics (Litvak et al., 2020),
and an ensemble-based models (Arora and Rad-
hakrishnan, 2020) have also been reported.

One of the main challenges and limitations re-
ported by the participants was the average length
of annual reports (around 60,000 words), which
made the training process extremely inefficient. In
addition, participants argued that extracting text
and then structure from PDF files with numerous
tables, charts, and numerical data resulted in a lot
of noise. These limitations open up an interesting



research problem that is worth investigating.
This paper reports an approach for extractive

summarization of financial reports. Our approach
utilizes MUSE (Litvak et al., 2010) as a filtering
tool for the most irrelevant content. Then, we ex-
tract the most important sentences, using a novel
combination of BERT vectors, neural node embed-
dings, and LSTM neural network, from MUSE’s
selections.

2 The method

We treat the task of extractive summarization as
a binary sentence classification task. We aim to
generate sentence representations, train an LSTM
neural model on the training data, and predict sen-
tence labels for every sentence in the test data. The
main steps of our method are: (1) to produce large
(3,000) summaries with MUSE algorithm (Litvak
et al., 2010) to drastically reduce the amount of
text to process; (2) to parse the summaries, extract
syntactic, sentiment, and embedding data for ev-
ery sentence (details in Section 2.2); (3) for every
type of sentence data to construct a similarity graph
and compute node embeddings for nodes represent-
ing sentences (see Section 2.3); (4) to concatenate
BERT embeddings of sentences with all the node
embeddings to obtain final sentence representation;
and (5) finally, to train an LSTM neural model for a
binary sentence classification task on a training set
using the generated sentence representation; a sen-
tence label is set to 1 if the sentence is contained in
one of the gold summaries, and is set to 0 otherwise.
This pipeline is illustrated in Figure 1.

2.1 MUSE algorithm

MUSE (MUltilingual Sentence Extractor) (Litvak
et al., 2010) is an approach to multilingual single-
document extractive summarization where summa-
rization is considered as an optimization problem.
MUSE uses a genetic algorithm, trained on a col-
lection of document summaries, to find an optimal
weighted linear combination of 31 statistical sen-
tence scoring metrics. Because most sentence scor-
ing methods have linear computational complexity,
the inference phase of MUSE is very fast.

We used MUSE that was trained on 30 randomly
selected gold standard summaries provided with
FNS-2020 dataset (El-Haj et al., 2020b) and ap-
plied it to the training, validation, and test datasets
with a word limit of 3,000 (we have used the
MUSEEC tool (Litvak et al., 2016)). The reason

for this selection is two-fold: (1) the documents
are very long and parsing them as is would prevent
us from creating the neural model in a reasonable
time, and (2) the MUSE algorithm is very fast and
it has demonstrated an excellent capability to find
content that appears in gold summaries, as previous
reports of its ROUGE scores demonstrate.

2.2 Preprocessing and data generation
Our preprocessing is performed with spacy (Hon-
nibal and Johnson, 2015) and includes, as its first
step, sentence splitting and tokenization. We use
en_core_web_sm Spacy model for the parsing and
en_core_web_trf for BERT sentence embedding
extraction. We eliminate empty sentences and very
short (2 words or less) sentences but do not per-
form any additional data cleaning. The following
information is generated for every sentence in a
document: (1) a BERT sentence vector; (2) a multi-
set of basic part-of-speech (POS) tags in a sentence
(token.pos_); (3) a multi-set of detailed POS tags in
a sentence (token.tag_); (4) a multi-set of syntactic
dependencies in a sentence; (5) a multi-set of lem-
matized tokens in a sentence; (6) a sentiment data
for a sentence that includes sentence polarity and
subjectivity as numeric values; and (7) a multi-set
of named entities tokens (NER) in a sentence.

2.3 Document graph and node embeddings
Once we have the data for all sentences in a
document, we generate separate complete edge-
weighted undirected document graphs for every
data type. In all of these graphs, every sen-
tence is a separate node. The data associated
with a pair of nodes X,Y and Y is used to
compute the weight of the edge (X,Y ) – for
BERT sentence vectors and sentiment data, the
weight(X,Y ) = cosine_similarity(X,Y ); it is
set to jaccard_similarity(X,Y ) otherwise. After
all the edge weights have been generated, we prune
the graphs by deleting all edges with weights less
than or equal to the median edge weight in the
graph. The pipeline of a graph construction is de-
picted in Figure 2. Node2Vec algorithm (Grover
and Leskovec, 2016) generates a representation of
the graph and its nodes as real vectors reflecting
the network neighborhoods of nodes.

2.4 Sentence labels and summary generation
For every sentence, we concatenated all of its node
embeddings together with the original BERT sen-
tence vector, and broken them into ’chunks’ of
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Figure 1: Pipeline of our approach
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Figure 2: Pruning example for a graph on 6 sentences and median edge weight 0.5

length 128, so that every node embedding will ap-
pear separately. Then we trained a Bidirectional
LSTM network on this data using the sentence label
obtained as described in Section 2.2. To generate a
summary, we first added all the sentences for which
label 1 was predicted by our neural model in the
order of their appearance in the 3,000-word MUSE
summary. If their total word count exceeded the
limit of 1,000 words, we selected the sentences that
appeared first. If, however, the total word count
was less than 1,000 we added the sentences with
label 0 from the 3,000-word MUSE summary in
order of their appearance until the 1,000-word limit
was reached.

We also experimented with an enhanced method,
called AMUSEen , en short for enriched. The pur-
pose of this model is to address the original finan-
cial reports that we were not able to build a neural
model for due to their size. To produce an enriched
summary, we first found the locations (sentence
indexes) of the sentences with label 1 predicted
by our model. Then, if the number of sentences
between two of these sentences was less than a pre-
defined parameter (in our experiments, it was set
to 2 sentences empirically1), we also labeled the
in-between sentences as 1 regardless of whether
they appeared in the MUSE 3,000-word summary
or not. Then, we applied the same summary gener-
ation procedure as in Section 2.4. This procedure
aimed to try and catch the cases where the human
experts who generated the gold standard summaries

1We tested larger distances such as 5 and 10 but they did
not produce any improvement in summary quality.

have used the entire paragraphs or sections of the
original document.2

3 Experiments

The Financial Narrative Summarization (FNS
2021) shared task aims to demonstrate the value
and challenges of applying automatic text summa-
rization to financial text written in English, usually
referred to as financial narrative disclosures. For
the creation of the financial narrative summariza-
tion dataset, 3,863 UK annual reports published
in PDF file format were used. UK annual reports
are lengthy documents with around 80 pages on
average, some annual reports could span over more
than 250 pages, while the summary length should
not exceed 1000 words. The training set includes
3,000 annual reports, with 3-4 human-generated
summaries as gold standard. For the evaluation and
system development the validation set of 363 files
was provided. Table 1 contains the dataset statistics.

3.1 Methods and baselines

We evaluate two variations of our approach (de-
noted by AMUSE and AMUSEen ), which are de-
scribed in Section 2 and compare their results with
MUSE. As a reference, we also present the results
of a trivial TOP-K baseline that includes the first
1,000 words of a document. Our and baseline mod-
els were applied to the validation part of the FNS-
2021 shared task dataset, and results are reported

2The gold-standard summaries of the FNS data are mainly
extracts of entire sections.



dataset # documents # gold summaries avg sentences avg words avg characters
Train 3,000 9,873 2,700 58,838 291,014
Validation 363 1,250 3,786 82,906 416,040
Test 500 NA 3,743 82,676 412,974

Table 1: FNS 2021 dataset statistics.

System R1 R R1 P R1 F R2 R R2 P R2 F
TOP-K 0.266 0.241 0.221 0.040 0.038 0.034
MUSE 0.261 0.297 0.243 0.042 0.052 0.040
AMUSE 0.281 0.284 0.248 0.046 0.050 0.042
AMUSEen 0.283 0.281 0.247 0.047 0.049 0.042
System RL R RL P RL F RSU4 R RSU4 P RSU4 F
TOP-K 0.264 0.239 0.220 0.081 0.076 0.069
MUSE 0.255 0.292 0.238 0.084 0.100 0.079
AMUSE 0.271 0.275 0.239 0.091 0.096 0.082
AMUSEen 0.272 0.271 0.238 0.091 0.094 0.081

Table 2: ROUGE results for FNS-2021 validation set.

System R1 F R2 F RL F RSU4 F
BASE 0.45 0.24 0.42 0.27
MUSE 0.50 0.38 0.52 0.43
AMUSE 0.50 0.27 0.44 0.30
AMUSEen 0.35 0.11 0.26 0.18
LexRank 0.31 0.12 0.27 0.16

Table 3: ROUGE results for FNS-2021 test set.

below.3

Experiments were performed on a cloud server
with 32GB of RAM, 150 GB of PAGE memory,
an Intel Core I7-7500U 2.70 GHz CPU, and two
NVIDIA GK210GL GPUs.

3.2 Evaluation results
We applied four ROUGE (Lin, 2004) metrics—
ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-
SU4 on the validation set. Table 2 shows the re-
sults, with recall, precision, and F-measure for
each metric. It can be seen that AMUSE outper-
forms MUSE in most metrics (8 out of 12) on the
validation set, meaning that applying two-stage
AMUSE, including the former neural modeling,
produces better summaries than the simple-stage
MUSE application. According to the Wilcoxon
pairwise non-parametric tests, the difference in re-
sults for AMUSE and AMUSEen was significant
for all twelve ROUGE scores, and the difference
between AMUSE and MUSE was significant for
ROUGE-2 F, ROUGE-L F, and ROUGE-SU4 F
measures. Another interesting observation is that
AMUSE outperforms AMUSEen , meaning that

3The results on the test set, provided by the FNS
organizers, can be seen on the FNS leaderboard
https://www.lancaster.ac.uk/staff/elhaj/
docs/fns2021_results.pdf and in the Appendix.

completing/enriching pure MUSE’s selections at
the first stage of our method mainly introduces ir-
relevant sentences. Table 3 shows the results for
the same ROUGE metrics, F-measure, obtained on
the test set (provided by the FNS organizers). Un-
fortunately, these results do not demonstrate any
superiority of AMUSE over MUSE.

4 Conclusions and Future Work

This paper introduces a two-stage method for the
summarization of financial reports. The method
combines several techniques, such as supervised
optimization with GA, unsupervised learning of
BERT and node embeddings, and supervised bi-
nary classification with LSTM. The evaluation re-
sults show that (1) preliminary filtering of irrele-
vant parts of a text with an efficient summarizer
enables the subsequent application of the compu-
tationally consuming neural models for producing
the final high-quality summaries, and (2) additional
stages with help of neural modeling are capable to
represent and detect relevant parts of an input text
efficiently. The future work may include exploring
transformer-based models that are designed to pro-
cess long sequences such as Longformer (Beltagy
et al., 2020), other summarizers as filtering tools at
the first stage.

https://www.lancaster.ac.uk/staff/elhaj/docs/fns2021_results.pdf
https://www.lancaster.ac.uk/staff/elhaj/docs/fns2021_results.pdf
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A Appendix

For preprocessing such as sentence splitting, tok-
enization, obtaining word vectors and BERT sen-
tence vectors we used spacy v3.0 package (Honni-
bal and Johnson, 2015); for LSTM neural model
training and predictions we used Keras (Chollet
et al., 2015) with Tensorflow (Abadi et al., 2015)
as a back-end. The LSTM network that we used
had 50 neurons, and it was trained for 100 epochs
(the parameters were chosen empirically). We ex-
perimented with different networks such as 2- and
3-dimensional CNNs, convolutional LSTM, and
their combinations, but none of them gave an ad-
vantage over a simple LSTM network.

Document graphs were constructed using the
networkX package (Hagberg et al., 2008). Graph-
based sentence embeddings were computed with
the node2vec package (Grover and Leskovec,
2016). We have used the MUSEEC tool (Lit-
vak et al., 2016) to compute MUSE summaries
to be used as a baseline and as the first stage of
our method, with 1000-word and 3000-word lim-
its, respectively. For the Node2Vec algorithm, we
use the implementation of https://github.
com/eliorc/node2vec to generate node em-
beddings of size 128, setting the number of walks
to 10 and the walk length to 80 (the parameters
were chosen empirically). We used ROUGE 2.05
java package (Ganesan, 2018). .

https://github.com/eliorc/node2vec
https://github.com/eliorc/node2vec

