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Abstract
Mapping natural language instructions to pro-
grams that computers can process is a funda-
mental challenge. Existing approaches focus
on likelihood-based training or using reinforce-
ment learning to fine-tune models based on
a single reward. In this paper, we pose pro-
gram generation from language as Inverse Re-
inforcement Learning. We introduce several
interpretable reward components and jointly
learn (1) a reward function that linearly com-
bines them, and (2) a policy for program gener-
ation. Fine-tuning with our approach achieves
significantly better performance than compet-
itive methods using Reinforcement Learning
(RL). On the VirtualHome framework, we get
improvements of up to 9.0% on the Longest
Common Subsequence metric and 14.7% on
recall-based metrics over previous work on
this framework (Puig et al., 2018). The ap-
proach is data-efficient, showing larger gains
in performance in the low-data regime. Gen-
erated programs are also preferred by human
evaluators over an RL-based approach, and
rated higher on relevance, completeness, and
human-likeness.

1 Introduction

Mapping natural language descriptions to programs
is vital for developing agents that can mimic human
behavior in the real world. For example, imagine a
robot that is instructed to watch television (Figure
1). The robot needs to parse the language instruc-
tion into a sequence of commands for navigating to
the living room, then going to the sofa, turning on
television, etc. For parsing, the robot needs to map
objects mentioned in the instruction to objects in
the surrounding environment, and then perform the
actions required to complete the task. Parsing lan-
guage into actions has been widely explored in di-
verse settings (Chen and Mooney, 2011; Chen et al.,
2019; Anderson et al., 2018; Tellex et al., 2011).
Most recent approaches leverage supervised learn-
ing with maximum likelihood estimation, followed
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[walk] <television>

[switchOn] <television>

[walk] <sofa>

[sit] <sofa>

[watch] <television>

Expert Program:

[walk] <living_room>

[walk] <desk>

[walk] <desk>

[walk] <television>

[switchOn] <television>

[switchOn] <laptop>

[walk] <sofa>

[sit] <sofa>

[watch] <television>

[read] <book>

Predicted Program:

Reward Components:

Train

Irrelevance Recall

Repetition

Longest Common Subsequence

Executability

Model:

Figure 1: We frame conversion of a natural language
task description into a program that can be executed
in an environment as Inverse Reinforcement Learn-
ing. We design multiple interpretable reward compo-
nents encoding preferred characteristics in generated
programs. A reward function (optimally combining
these components) and a policy for program generation
are jointly learnt from expert demonstrations/programs.

by a fine-tuning phase of reinforcement learning
with a single user-specified reward, encoding sig-
nals for things like task completion and executabil-
ity (Misra et al., 2017; Goyal et al., 2019). To
alleviate the problem of sparse rewards, reward
shaping terms are often used to encode aspects like
distance from goal state or deviation from labeled
trajectories (Misra et al., 2017). Reward signals
and shaping terms are combined using hyperparam-
eters which need to be manually tuned, and this
process becomes tedious. Thus, these approaches
can’t efficiently leverage multiple possible sources
of supervision that might be available. This paper
explores an approach to alleviate this problem.

Figure 1 illustrates the core idea of this paper.
We use multiple reward components encoding var-
ious desired characteristics of a good program to
drive program generation, given a natural language
task description and an environment. Each compo-
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nent consists of a manually defined reward (such
as irrelevance, recall, and repetition) with clear se-
mantics. The example in the figure illustrates the
need for multiple reward components. We note that
the predicted program mentions all the commands
in the same sequence as in the expert program.
However, it also generates irrelevant commands
and repeats steps. Thus even though it scores opti-
mally in the Longest Common Subsequence metric
which has been used as a reward for this task (Puig
et al., 2018), we need other signals to improve pro-
gram generation. We investigate subsuming such
reward components in an IRL framework to jointly
learn: (1) a composite reward function combin-
ing the reward components with optimal weights,
and (2) a policy that closely mimics the expert.
The only supervision involved consists of task de-
scriptions paired with labeled (expert) programs.
Automatically learning the weights of reward com-
ponents becomes increasingly vital as their number
increases.

In terms of testbeds, much of previous work on
instruction following has focused on block worlds
(Misra et al., 2015) and navigation tasks (Chen
et al., 2019; Anderson et al., 2018; Misra et al.,
2018; Shridhar et al., 2020). We focus on the Virtu-
alHome environment (Puig et al., 2018). In contrast
with previous datasets, it contains stepwise instruc-
tions and programs for a large number of realistic
household activities, such as making coffee or fold-
ing laundry. Steps in the programs often involving
interacting with objects, or changing the state of
the environment. Thus, it offers a rich set of real-
istic challenges including object interactions and
commonsense reasoning for program generation.

Our evaluation shows that using IRL to fine-tune
a model leads to significant gains over reinforce-
ment learning. In fact, IRL leads to improved per-
formance even on some metrics that a reinforce-
ment learning policy directly optimizes. Addition-
ally, our approach is data efficient. Experimenting
with different dataset sizes reveals that the method
generalizes better than baseline methods in low-
data scenarios. More significantly, the approach
can extend to other domains and provides a general
framework for incorporating multiple sources of
supervision or inductive biases about a task.

Our contributions are:

• We pose mapping task descriptions to programs
as an IRL problem, and learn a composite reward
function combining semantically interpretable

characteristics of expert programs1.
• We achieve up to 9% increase in the Longest

Common Subsequence (LCS) metric w.r.t. pre-
vious methods. Programs generated by our ap-
proach are qualitatively better and are preferred
by human evaluators.

• Our approach is data-efficient in limited data sce-
narios compared to previous methods.

2 Related Work

Semantic Parsing and Instruction Following:
Parsing natural language to programs has been ex-
plored in diverse settings. Common semantic pars-
ing applications include text-to-SQL (Zhong et al.,
2017; Yu et al., 2018, 2019b,a) text-to-code (Yin
et al., 2018; Shin et al., 2019), robot navigation and
interaction tasks (Misra et al., 2016; Nyga et al.,
2018; Squire et al., 2015). Other tasks involve map-
ping instructions to actions in simple environments
(Artzi and Zettlemoyer, 2013; Chen and Mooney,
2011; Misra et al., 2015; Malmaud et al., 2014). In-
struction following is also a crucial part of complex
Vision and Language Navigation (VLN) tasks (An-
derson et al., 2018; Misra et al., 2018; Chen et al.,
2019; Nguyen and Daumé III, 2019). Significant
work has explored developing models that can use
additional context in this space (Fried et al., 2018;
Ke et al., 2019; Wang et al., 2019; Nguyen and
Daumé III, 2019; Nguyen et al., 2019; Thomason
et al., 2020; Ma et al., 2019a,b). Compared to envi-
ronments like Room2Room (Anderson et al., 2018),
VirtualHome (Puig et al., 2018) contains realistic
activities and involves dynamic state changes and
interacting with the objects to complete tasks.
Training paradigms: Encoder-decoder architec-
tures (Sutskever et al., 2014) are the dominant
modeling paradigm for instruction following tasks.
Models are usually pre-trained with Maximum
Likelihood Estimation, and fine-tuned with Re-
inforcement Learning (Puig et al., 2018; Misra
et al., 2017; Zhong et al., 2017) using REIN-
FORCE (Williams, 1992). There has been limited
work on using IRL (Abbeel and Ng, 2004; Ziebart
et al., 2008; Finn et al., 2016; Shi et al., 2018; Li
et al., 2018; Ghosh et al., 2021) in NLP. Fu et al.
(2019) use IRL to learn a language-guided reward
by using a deep neural network to parameterize
a reward function. Our work is closest to Ghosh
et al. (2021), which formulates reward components

1Code and dataset splits for the paper are available at
https://github.com/sgdgp/VirtualHome_IRL

https://github.com/sgdgp/VirtualHome_IRL
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for table-to-text generation and learns their opti-
mal linear combination using IRL. Following simi-
lar ideas, we define multiple interpretable reward
components representing desired characteristics of
good programs in our context and learn their op-
timal linear combination while jointly learning a
policy for program generation. However, we dif-
fer from Ghosh et al. (2021) by applying IRL on
a different downstream task (program generation
from natural language instruction) and further show
that using IRL as opposed to RL can lead to higher
gains in limited labelled data scenarios.

3 Method

Each example in our data consists of a natural lan-
guage description of a task to be performed in an
environment, along with its corresponding program
(see Figure 1). In VirtualHome, a program is a
sequence of commands that can be executed to
complete the task being described. A command is
an action-object-object triplet, where one or both
of the object arguments can be empty based on
the action. For example, in the command “[walk]
〈living_room〉" the action “walk" is followed by
an object argument “living_room". Similarly the
command “[putBack] 〈plate〉 〈cupboard〉" has two
object arguments and “sleep" has none.

Let D = {di; 1 ≤ i ≤ m} denote the natural
language description of the task to be performed
in VirtualHome, where di denotes the ith token.
Let C = {cj ; 1 ≤ j ≤ n} denote the correspond-
ing program, where cj denotes jth command. Our
objective is to predict program C given the text
description D and an environment E. Previous ap-
proaches performed likelihood-based pre-training
followed by fine-tuning using reinforcement learn-
ing (Puig et al., 2018). Instead, we use IRL to
learn the reward function from the expert programs
and fine-tune the program generation policy simul-
taneously. We design a set of rewards with clear
semantics that encode the desired characteristics of
a good program in our context. In the rest of this
section, we describe the model architecture, pro-
vide definitions of reward components, and finally
describe model training using IRL.

3.1 Model architecture

We use an encoder-decoder architecture (illustrated
in Figure 2). The encoder is modeled as a RNN
with LSTM cells, and provides a representation
of the task description. The decoder is also mod-

eled by using LSTM cells for predicting commands
at each time step. We pre-compute a representa-
tion/embedding for every possible command by
simply averaging the word2vec (Mikolov et al.,
2013) embeddings of its action and object argu-
ments. Let ψ denote the function that maps a com-
mand to its embedding.
Description encoder: Task descriptions are to-
kenized, and each token represented using its
word2vec embedding. Tokens are passed through
a LSTM network to get the representation of the
description. The final hidden state of the encoder
is used to initialize the hidden state of the decoder.
Attention over text encoder: We attend over the
sequence of encoder hidden states, henc, for ev-
ery step t, using the previous hidden state of the
decoder, ht−1. We obtain the context vector, zt, as:

αt = softmax(ψ(ct−1)
TWatt[ht−1, h

enc]) (1)

zt =
m∑
j=1

αtjh
enc
j (2)

where ψ(ct−1) is the embedding for the previous
command and Watt is a learnable matrix.

Decoder: The decoder is an RNN with LSTM
cells. The LSTM takes as input a concatenation of
the previous command embedding, ψ(ct−1), and a
context vector, zt. The operation of the decoder at
step t can be described as :

rt = Wdec × LSTM([ψ(ct−1), zt], ht−1, st−1)
(3)

where ht−1 and st−1 are the hidden and cell states
at step t− 1 and Wdec is a learnable weight matrix
that defines a linear transformation from LSTM
output space to command-embedding space.
Command prediction: The decoder’s output, rt,
is a vector in the command-embedding space. We
calculate its cosine similarity with each possible
command in the environment. The most similar
command is chosen as the output at every step.

3.2 Reward components

Defining rewards for reinforcement learning re-
quires identifying preferred characteristics of out-
puts. Intuitively, correct programs corresponding
to a task description have multiple characteristics:
they should contain objects and actions similar to
those mentioned in the task description in their
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Figure 2: We follow a similar architecture to Puig et al. (2018). The final hidden state of the encoder is used to ini-
tialise the hidden state of the decoder. Each decoder cell takes in the previous step command embedding(ψ(ct−1))
and a context vector zt(computed by attention over encoder hidden states) as input. The output of the decoder(rt)
is used to predict the next command by computing cosine similarity (denoted by �) to embeddings of all possi-
ble commands. During training, the most probable action is chosen. While testing, we explore two variations of
inference : (1) regular beam search, and (2) beam search enforcing executability as a hard constraint.

arguments and actions, but not contain many un-
mentioned objects and actions. Moreover, the or-
der of the commands should be semantically fea-
sible. Also, the program should not repeat cycles
of commands (a common problem in conditional
generation models) and be executable in the given
environment. Finally, these programs should be
similar to expert programs. A key insight is that
these ideas can be captured quantitatively with re-
ward components, which we describe next. In the
following, Cpred and Cgt denote the predicted and
ground truth (expert) program. Opred denotes the
set of objects in Cpred and Ogt denotes the set of
objects (nouns) in the task description.

• Recall from description: An object in Opred

is similar to some object in Ogt if their cosine
similarity is above a threshold. This reward value
is the fraction of objects in Ogt similar to any
object in Opred.

• Irrelevance: For a command predicted at step
t if the object present in the command is not
relevant w.r.t. Ogt a penalty of -1 is given to
this command. An object in the command is
related to the description if its cosine similarity
with at least one object from Ogt is greater than
a threshold. The total penalty for a predicted
program is normalized by its length.

• Repetition: We penalize the programs for rep-

etition. For every predicted command ct (for
t >= 2) if the bigram (ct−1, ct) is not unique, a
penalty of -1 is given to ct. The total penalty is
normalized by the length of the sequence.

• Longest Common Subsequence (LCS): We
quantify how close the predicted program is to
the expert program by finding the LCS score be-
tween Cpred and Cgt normalized by length.

• Recall from program: Fraction of the set of
commands in Cgt contained in Cpred.

• Executability : Program is given reward (+1) if
it is executable in the given environment.
The total reward for a program is a linear combi-

nation of the above components.

3.3 Training

We pre-train the model in a supervised manner,
followed by finetuning it by using Maximum En-
tropy IRL. Details on implementation and hyper-
parameters are provided in the supplementary ma-
terial.

3.3.1 Supervised training
We optimize for the maximum likelihood estima-
tion (MLE) objective using a cross-entropy loss at
each step. We use teacher-forcing (Bengio et al.,
2015) during training, by using ground truth com-
mands at a step as decoder inputs for the next step.
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3.3.2 Maximum Entropy (MaxEnt) IRL
We fine-tune the model using MaxEnt IRL (Ziebart
et al., 2008) to mimic salient characteristics of ex-
pert demonstrations. We formulate program gener-
ation as IRL, where at each step t, a command is
generated. The reward is not observed but learned
from expert demonstrations in the training data.
IRL consists of two alternating steps: (1) Reward
approximation: estimate the underlying reward
function using the expert demonstration and the
current policy. (2) Reinforcement Learning: use
the estimated reward function to optimize the pol-
icy for program generation.
Reward approximation: Following the standard
MaxEnt IRL framework, we assume that expert pro-
grams are drawn from a distribution pφ(C|D,E).

pφ(C|D,E) =
1

Z
exp(Rφ(C|D,E))

and Z =

∫
C

exp(Rφ(C|D,E)) (4)

where the reward function, Rφ(C|D,E) has pa-
rameters φ, and Z is the partition function. Also,
the total reward of a program is sum of rewards
at each step. Given a policy for program genera-
tion qθ(C|D,E), our objective is to maximise the
log-likelihood of the samples in the training set
(Equation 5).

Jr(φ) =
1

N

N∑
n=1

log(pφ(Cn|Dn, En))

=
1

N

N∑
n=1

Rφ(Cn|Dn, En)− logZ (5)

Thus, gradient w.r.t. reward parameters is given by

∇φJr(φ) =
1

N

∑
n

∇φRφ(Cn|Dn, En)

− 1

Z

∫
C

exp(Rφ(C|D,E))∇φRφ(C|D,E)dC

= EC∼pdata∇φRφ(C|D,E)−
EC∼pφ(C|D,E)

∇φRφ(C|D,E) (6)

We use importance sampling to approximate the
gradient of the log partition function when drawing
programs from the distribution of generated pro-
grams. The importance weight βi for a generated
program Ci is given by

βi ∝
exp(Rφ(Ci|Di, Ei))

qθ(Ci|Di, Ei)
(7)

Using importance sampling, the gradient of the
objective function can be approximated as

∇φJr(φ) =
1

N

N∑
i=1

∇φRφ(Ci|Di, Ei)−

1∑
j βj

M∑
j=1

βj∇φRφ(C ′j |D′j , E′j) (8)

where Ci and C ′j are drawn from training data and
qθ(C|D,E) respectively. In this work, we also as-
sume that Rφ is a linear combination of the reward
components defined in Section 3.2.

Rφ(C|D,E) =

τ∑
t=1

φTΨt (9)

where φ is a weight vector, Ψt is the vector of re-
ward component values at step t and τ denotes total
time-steps. Owing to the linear formulation, the
weight update for each reward component simply
becomes a difference between the expected expert
and the expected roll-out reward component. We
use N expert programs and sample M programs
from our policy qθ(C|D,E). The weight update
for a component ψ is:

∇φJr(φ)ψ =
1

N

N∑
i=1

ψi −
1∑
j βj

M∑
j=1

βjψ
′
j (10)

where ψi and ψ
′
j are total value of reward com-

ponent over all steps for ith expert program jth

generated program respectively. These weights are
learned in a data-driven approach when the super-
vised model is fine-tuned using MaxEnt IRL.
Reinforcement Learning: For reinforcement
learning stage of IRL to learn the policy for pro-
gram generation we use Self Critical Sequence
Training (SCST) (Rennie et al., 2017). We also
perform entropy regularisation (Williams, 1992;
Nachum et al., 2017) when training our model. The
objective of the program generator (Jg(θ)) is

Jg(θ) = EC∼qθ(C|D,E)[Rφ(C|D,E)]+

δH(qθ(C|D,E)) (11)

where δ is a hyper-parameter (0.05 for our ex-
periments) and H(qθ(C|D,E)) is the entropy of
qθ(C|D,E) .
Summary of training process: The model train-
ing consists of an iterative process with two steps.
In the first step, we fix the program generation pol-
icy, and use programs sampled from the current
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policy to update the weights corresponding to each
reward component. For this step, we assume that
the expert programs’ distribution is exponential in
their rewards. The sampled programs from the cur-
rent policy are used to approximate the log partition
function required in making the updates to the re-
ward components. In the second step, we fix the
composite linear reward function (i.e. the weights
of each reward component), and use it to update the
program generation policy for the current reward
function using policy-gradient updates.

4 Experiments and Results

In this section, we describe the dataset, metrics
used for quantitative evaluation followed by a com-
parative evaluation of the proposed method with
baselines and results of human evaluation2.

4.1 Data

The VirtualHome dataset consists of programs for
household tasks, accompanied by task descriptions
and environments with necessary preconditions to
carry out the tasks. VirtualHome provides a graph-
based simulator, where each node represents en-
tities (like rooms, object etc.) and the simulator
tracks changes of attributes and interactions. How-
ever, there are some programs not executable in
any home scenario. We remove these, and also
keep a single program when multiple programs ap-
pear against a single task description. Thus our
modified dataset consists of unique executable pro-
grams which is divided into train, validation, and
test splits of sizes 697, 185 and 500 samples respec-
tively. To study the performance of our method in
a low data regime, we randomly sample and form
two smaller subsets of the training set of sizes 221
and 70. To calculate rewards, we extract nouns
from task descriptions using spaCy’s POS tagger.

4.2 Metrics

We use the following for quantitative evaluation.
• Normalized Longest Common Subsequence

(LCS): This is the length of the longest com-
mon subsequence of the predicted and the expert
programs normalized by the maximum of their
lengths. We find LCS values of actions, objects,
and commands separately. The mean LCS score
is the average of these.

2Code and data splits are available at https://github.
com/sgdgp/VirtualHome_IRL

• Edit Distance (ED): This metric denotes edit
distance between the predicted and the expert
programs normalized by the maximum of the
two programs’ lengths.

• Recall from program : We calculate the aver-
age reward value for recall from program reward
component as described in Section 3.2.

• Executability : Using the available precondi-
tions for the programs, we obtain the percentage
of generated programs which are executable in
the graph-based simulator of VirtualHome.

For all metrics except ED, a higher value is better.
However, note that our metrics do not explicitly
capture task completion. For example, the exe-
cutability metric will be 1 even if the task is incom-
plete as long as the predicted program is executable
in the environment.

4.3 Quantitative Evaluation

Table 1 shows a comparative evaluation of our IRL
approach with baseline methods. As baselines, we
use (1) Random command generation, (2) MLE ap-
proach from Puig et al. (2018), (3) RL-based fine-
tuning approach from Puig et al. (2018) using LCS
and execution rewards and (4) RL using all reward
components (and a variant excluding executability
component) weighted uniformly. We explore two
variants of IRL: using all reward components, and
all except the execution reward component. The
table shows results with two types of inference: (1)
we perform beam search with beam-size of 3 and
(2) we enforce executability as a hard constraint
(rows in the table marked with �) while doing beam
search, i.e., at any step, non-executable programs
are dropped from the beam. We can make the fol-
lowing conclusions on the quantitative performance
of IRL over baselines:
• Significant improvement over prior work: Ta-

ble 1 shows that IRL achieves relative improve-
ment of 9% on the mean LCS score of the test set
against RL(LCS) (Puig et al., 2018) when using
697 training samples. The gains over RL (LCS)
are statistically significant (p < 0.01). The trend
remains same even with reduced training set size.

• Better gains in low-data regime: IRL outper-
forms RL significantly when not using the execu-
tion reward for all training set sizes in mean LCS
and recall-based metrics. On using all the reward
components the performances of RL and IRL
models are comparable when the training data
size is largest (697) even though IRL is slightly

https://github.com/sgdgp/VirtualHome_IRL
https://github.com/sgdgp/VirtualHome_IRL
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MODEL
MEAN
LCS ED

RECALL
PROG. EXEC.

Random 0.075 ±0.002 0.997 ±0.000 0.009 ±0.004 0.003 ±0.003

697 training samples
MLE 0.368 ±0.015 0.750 ±0.016 0.357 ±0.023 0.348 ±0.045
RL (LCS) 0.400 ±0.044 0.715 ±0.046 0.404 ±0.067 0.379 ±0.055
RL (LCS)� 0.410 ±0.009 0.701 ±0.014 0.423 ±0.015 1.000 ±0.000
RL (LCS + exec) 0.385 ±0.055 0.731 ±0.056 0.373 ±0.074 0.373 ±0.081
RL (LCS + exec)� 0.372 ±0.065 0.737 ±0.066 0.363 ±0.088 1.000 ±0.000
RL (All - Exec.) 0.431 ±0.007 0.694 ±0.013 0.460 ±0.015 0.392 ±0.025
RL (All) 0.423 ±0.016 0.698 ±0.017 0.448 ±0.022 0.394 ±0.027
Ours (IRL: All - Exec.) 0.436∗ ±0.012 0.687 ±0.015 0.454±0.009 0.402 ±0.039
Ours (IRL: All - Exec.)� 0.427 ±0.019 0.683 ±0.014 0.437 ±0.019 1.000 ±0.000
Ours (IRL: All) 0.428 ±0.027 0.693 ±0.029 0.437 ±0.032 0.410 ±0.029
Ours (IRL: All)� 0.424 ±0.022 0.687 ±0.023 0.432 ±0.024 1.000 ±0.000

221 training samples
MLE 0.283 ±0.007 0.837 ±0.005 0.234 ±0.012 0.282 ±0.049
RL (LCS) 0.324 ± 0.016 0.796 ±0.010 0.272 ±0.031 0.286 ±0.037
RL (LCS))� 0.316 ±0.012 0.799 ±0.010 0.276 ±0.018 1.000 ±0.000
RL (LCS + exec) 0.319 ±0.018 0.798 ±0.014 0.276 ±0.025 0.309 ±0.038
RL (LCS + exec))� 0.313 ±0.016 0.801 ±0.011 0.271 ±0.019 1.000 ±0.000
RL (All - Exec.) 0.322 ±0.018 0.802 ±0.014 0.290 ±0.024 0.289 ±0.054
RL (All) 0.328 ±0.009 0.796 ±0.009 0.299 ±0.016 0.273 ±0.025
Ours (IRL: All - Exec.) 0.342∗ ±0.013 0.780 ±0.014 0.312∗ ±0.018 0.299 ±0.043
Ours (IRL: All - Exec.)� 0.336 ±0.010 0.780 ±0.010 0.305 ±0.012 1.000 ±0.000
Ours (IRL: All) 0.334 ±0.018 0.791 ±0.019 0.301 ±0.024 0.286 ±0.032
Ours (IRL: All)� 0.327 ±0.018 0.790 ±0.015 0.294 ±0.024 1.000 ±0.000

70 training samples
MLE 0.190 ±0.009 0.919 ±0.005 0.121 ±0.006 0.221 ±0.066
RL (LCS) 0.231 ±0.005 0.892 ± 0.006 0.158 ± 0.010 0.152 ± 0.047
RL (LCS)�) 0.221 ±0.005 0.895 ±0.007 0.145 ±0.010 1.000 ±0.000
RL (LCS + exec) 0.223 ± 0.009 0.900 ±0.008 0.146 ±0.011 0.191 ± 0.044
RL (LCS + exec))� 0.216 ±0.008 0.899 ±0.007 0.137 ±0.011 1.000 ±0.000
RL (All - Exec.) 0.226 ±0.012 0.899 ±0.007 0.156 ±0.017 0.142 ±0.035
RL (All) 0.224 ±0.014 0.896 ±0.011 0.155 ±0.018 0.182 ±0.033
Ours (IRL: All - Exec.) 0.246∗ ±.008 0.881 ±0.009 0.180∗ ± 0.009 0.152 ± 0.039
Ours (IRL: All - Exec.)� 0.236 ±0.008 0.883 ±0.006 0.166 ±0.004 1.000 ±0.000
Ours (IRL: All) 0.241 ± 0.019 0.745∗ ± 0.297 0.176 ± 0.024 0.148 ± 0.027
Ours (IRL: All)� 0.234 ±0.020 0.880 ±0.014 0.165 ±0.021 1.000 ±0.000

Semi-supervised learning
Sup. #70 + Unsup. #697 0.127 ±0.023 0.968 ± 0.011 0.063 ± 0.026 0.103 ±0.017

Table 1: Test set performance for different training data sizes. MLE, RL(LCS), RL(LCS + exec) models are
adapted from Puig et al. (2018). � denotes executability as hard constraint during inference. * denotes statistical
significance (p < 0.01) of IRL vs RL baselines from Puig et al. (2018) using the Wilcoxon signed-rank test.

better in mean LCS score. However, we find that
IRL’s improvement over RL gets increasingly
larger as the training data size drops. In the low
data regime (training data size of 70), we find that
using IRL is more effective and leads to higher
gains than RL.

• Improvement in other rewards: Table 1 shows
that IRL helps to get better recall from program
in addition to better LCS score. The gains are
increased as training data gets reduced.

• Multiple reward components leads to bet-
ter programs: IRL (without execution reward
component) improves significantly (p < 0.01,
Wilcoxon signed-rank test) on recall from pro-

gram and mean LCS scores as compared to RL
baseline (using only LCS). This is an interesting
result, since the RL model optimizes directly for
an LCS reward. This may suggest that the com-
posite reward function in IRL might be leading
to better optimization trajectories. In many sce-
narios, having an exact execution reward is not
feasible (often due to lack of a robust simulator).
We find that the execution reward signal does
not contribute much, and other forms of super-
vision from the expert programs lead to better
performance.

• Automatic weight learning through IRL is
helpful: To judge usefulness of the weights of



1456

each reward component learned by IRL we imple-
ment a RL baseline, RL (All), with all the reward
components weighted uniformly and compare it
with the IRL models. We observe that doing IRL
outperforms this baseline in mean LCS score
irrespective of the training set size considered.
When using all reward components except execu-
tion the relative gain achieved by IRL against RL
in mean LCS score is 1.16%, 6.21% and 8.85%
when trained with 697, 221 and 70 training sam-
ples respectively. Thus we see the learning the
weights of each reward component proves more
fruitful when we reduce the number of training
samples.

• Semi-supervised learning: We perform an ex-
periment to explore unsupervised reward compo-
nents that don’t depend on the ground truth pro-
gram (last row in Table 1). We fine-tune the su-
pervised model trained using 70 training samples
by using only three unsupervised reward compo-
nents - irrelevance, recall from description, and
repetition. Fine-tuning is done on all 697 training
samples. In this case, we note that irrelevance
reward improves from -0.479 to -0.397 and recall
from description reward improves from 0.104 to
0.111 as compared to values from MLE model
trained on 70 samples. However, the absence of
a signal for enforcing sequential structure degen-
erates the predicted sequence of commands, and
LCS score drops significantly.
This scenario also tests generalization as many
commands in test will be unseen in the ground-
truth programs corresponding to the small subset
of training samples (72.9% of the commands in
the test set are unseen). However, to test true gen-
eralization, IRL-based models need to be tested
in unseen scenarios (possibly in new environ-
ments, with new objects, unseen tasks and new
compositions of individual commands). We do
not explore this direction in this work.

Weights Analysis: We analyze relative weights
learned by IRL and find that it assigns highest
weights to the LCS (normalized weight value of
0.50) and recall from program reward components
(normalized weight value of 0.35). The next largest
weights are for the repetition and execution compo-
nents (normalized weight values of 0.14 and 0.06,
respectively). We see that the irrelevance penalty
gets assigned a small negative weight, thus, allow-
ing a small number of unrelated objects to show up
in the program as long as the LCS and recall scores

are not affected. Qualitatively, in many instances,
IRL fine-tuning enables identification of the cor-
rect action verb when choosing the command as
opposed to RL. High reward weights specifically
to LCS and recall from program help to improve
ordering of commands and prevent unrelated ob-
jects from appearing in the programs.
Ablation Study: Table 2 shows performance for
ablations grouping various reward components dur-
ing IRL. When only irrelevance, recall from de-
scription, and repetition are used the training is
often unstable but can have higher executability
owing to generation of empty programs which are
trivially executable. We observe that without LCS
as a reward component, program generation grad-
ually degenerates. Hence for other ablation ex-
periments, we keep LCS and couple it with other
rewards. IRL using LCS coupled with any other re-
ward component shows improvements in the mean
LCS score w.r.t RL (LCS) baseline. LCS coupled
with either of the recall-based rewards performs
better than other reward groups. Using all reward
components we get the best scores on validation
set except on executability metric.

4.4 Human Evaluation

We perform human evaluation using Amazon Me-
chanical Turk to explore qualitative differences be-
tween programs generated by our approach (IRL)
and baseline RL approach from Puig et al. (2018).
Turkers are given a task description followed by
two program samples, one from each method (or-
der is randomized). The turkers are asked to rate
both the programs w.r.t a few criteria on a scale of
1 to 5 (where 5 denotes highest) and also choose a
preferred program. The criteria for rating are:
• Relatedness to description: relatedness of ob-

jects in the program w.r.t. the task description.
• Human-likeness: how closely a generated pro-

gram mimics human behavior.
• Task completion: how much of the task is ac-

complished by the program.
We rate batches of 50 programs by 5 turkers. The
programs are generated by RL(LCS) and IRL (All -
Exec.) models fine-tuned on 697 training examples.
Executability is not enforced during inference for
both the models. Table 3 shows the human evalua-
tion results. IRL programs are overall rated better
for all three criteria. In general, IRL generates
more relevant commands and prevents repetitions
due to irrelevance and repetition reward compo-
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MODEL
MEAN
LCS ED

RECALL
PROG. EXEC.

RL (LCS) 0.265 ±0.006 0.869 ±0.005 0.198 ±0.008 0.112 ±0.024
Irrel. + Recall desc. 0.081 ±0.015 0.984 ±0.005 0.033 ±0.008 0.210 ±0.032
Irrel. + Recall desc. + Rep. 0.147 ±0.034 0.947 ±0.014 0.074 ±0.030 0.301 ±0.301
LCS + Irrel. 0.267 ± 0.005 0.868 ± 0.010 0.192 ± 0.007 0.131 ±0.031
LCS + Recall desc. 0.271 ±0.010 0.862 ±0.011 0.201 ±0.016 0.139 ±0.012
LCS + Rep. 0.271 ±0.010 0.868 ±0.008 0.202 ±0.013 0.130 ±0.041
LCS + Recall from prog 0.274 ±0.009 0.864 ±0.008 0.209 ±0.013 0.095 ±0.020
All reward comp. - Exec 0.273 ±0.007 0.865 ±0.003 0.213 ±0.010 0.105 ±0.033
All reward comp. 0.282 ±0.003 0.857 ±0.006 0.217 ±0.005 0.114 ±0.018

Table 2: Ablation results on validation set when trained on training set of size 70

CRITERION RL Ours (IRL)
Relatedness 3.09 3.18

Human-likeness 3.41 3.50
Task completion 2.84 2.95

Pref. count (out of 250) 106 144

Table 3: Human evaluation results

nents. Also, programs generated by the IRL model
are preferred in 57.6% of the cases (statistically
significant at p < 0.01, Binomial test ).

5 Conclusion

We explored an approach for incorporating diverse
reward components in instruction following tasks.
Such components can often be defined by a do-
main expert, and encode inductive biases about a
problem. Since reward weights are learned, these
models can be robust to spurious reward compo-
nents. However, the issue of possibly adversarial
reward components remains to be explored. While
the approach requires access to expert examples,
since we focus on scenarios involving RL-based
fine-tuning, these are presumed to be already avail-
able. The approach can potentially generalize to
other domains and applications, and can be fertile
ground for directions of future research.
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A Appendix

A.1 Training Details
Model parameters The task description is tok-
enized into words. We do not remove stop words
or lemmatize words. Embeddings for words are
obtained by using pretrained word2vec (Mikolov
et al., 2013) vectors (300 dimensional). Next, these
embeddings are passed into an encoder RNN made
of LSTM cells. The LSTM network is unidirec-
tional with hidden dimension of 100. The decoder
RNN is also unidirectional with hidden dimension
as 100. The last hidden state of the encoder RNN is
used to initialise the hidden state of the decoder. We
train each model for 400 epochs using the Adam
optimizer (Kingma and Ba, 2015). We choose the
hyperparameters and best epoch for each model by
obtaining results on the validation set using beam
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size of 3 and not enforcing executability. Since we
adapt the model from Puig et al. (2018) the size of
network is still same with around 3M parameters.

Hyper-parameter tuning We use five different
random seeds for five trials of each experiment: 42,
101, 123, 2020 and 2021. Batch size and learning
rate are manually tuned in the range {64,128, 256}
and {0.001, 0.0005, 0.0001} respectively. Based
on the results on validation splits we chose batch
size as 256 and learning rate as 0.001 to report the
results. We use a weight of 0.05 for entropy reg-
ularization during policy gradient after trying out
weights in the range {0.001, 0.005, 0.01, 0.05, 0.1,
0.5, 10 }. We chose 0.05 as weight for entropy reg-
ularization on the basis of model performance on
validation set which peaks for 0.05 when the model
is trained on 70 samples. For Adam optimizer the
value of coefficients used for computing running
averages of gradient and its square are 0.9, 0.999
(default values as per Pytorch) respectively. We
do not use weight decay during optimization. All
the models are trained for 400 epochs. For Max-
Ent IRL (Ziebart et al., 2008), we sample a subset
of the training set for reward approximation stage
(learning reward component weights). When we
have a training set size of 70, we sample 5 expert
and generated programs for this stage. Similarly
we sample 50 for training set size of 221 and 150
for training set of 697 examples.

Software and hardware specifications All the
models are coded using Pytorch 1.4.03 (Paszke
et al., 2019) and related libraries like numpy
(Oliphant, 2006), scipy (Virtanen et al., 2020)
etc. The graphical simulator for VirtualHome(Puig
et al., 2018) used in the paper is publicly avail-
able4. We run all experiments on GeForce RTX
2080 GPU of size 12 GB. The system has 256 GB
RAM and 40 CPU cores. The inference process is
run in parallel on all the cores. For IRL fine-tuning
on training set of size 70 it takes around 80 min-
utes for 400 epochs, which increases to 10 hours
when fine-tuning on the training set of 697 samples.
Doing RL fine-tuning also takes similar amount of
time since the time required for just reward weight
approximation is quite less.

3https://pytorch.org/
4https://github.com/xavierpuigf/

virtualhome

A.2 Validation Set Results
We choose the best performing model given a train-
ing paradigm and also the set of parameter based
on the performance in the validation set. Table 4
shows the results on the validation set. We use the
same set of metrics being used for test set. We train
and test five runs for each model. We perform sig-
nificance testing using the Wilcoxon signed rank
test. The values in the tables marked with * are
statistically significant (p < 0.05).

A.3 Example of generated programs by IRL
Table 5 shows two sample generated programs
from the IRL model trained with 697 samples using
all rewards. The “good" program has higher values
of LCS and recall from program values.

https://pytorch.org/
https://github.com/xavierpuigf/virtualhome
https://github.com/xavierpuigf/virtualhome
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MODEL
MEAN
LCS ED

RECALL
PROG. EXEC.

Random 0.069 ±0.001 0.997 ±0.002 0.007 ±0.002 0.004 ±0.005

697 training samples
MLE 0.412 ±0.009 0.719 ±0.010 0.407 ±0.013 0.373 ±0.039
RL (LCS) 0.453 ±0.012 0.678 ±0.018 0.472 ±0.010 0.419 ±0.060
RL (LCS)� 0.454 ±0.011 0.668 ±0.017 0.467 ±0.016 1.000 ±0.000
RL (LCS + exec) 0.449 ±0.022 0.680 ±0.027 0.456 ±0.029 0.420 ±0.039
RL (LCS + exec)� 0.438 ±0.016 0.679 ±0.023 0.444 ±0.018 1.000 ±0.000
RL (All - Exec.) 0.453 ±0.020 0.681 ±0.020 0.491 ±0.029 0.443 ±0.013
RL (All) 0.453 ±0.017 0.680 ±0.020 0.492 ±0.021 0.404 ±0.046
Ours (IRL: All - Exec.) 0.460 ±0.008 0.670 ±0.009 0.481 ±0.007 0.423 ±0.04
Ours (IRL: All - Exec.)� 0.457 ±0.008 0.662 ±0.009 0.458 ±0.017 1.000 ±0.000
Ours (IRL: All) 0.458 ±0.022 0.672 ±0.027 0.480 ±0.031 0.431 ±0.038
Ours (IRL: All)� 0.459 ±0.018 0.662 ±0.024 0.475 ±0.023 1.000 ±0.000

221 training samples
MLE 0.312 ±0.010 0.818 ±0.010 0.275 ±0.013 0.252 ±0.029
RL (LCS) 0.362 ±0.006 0.771 ±0.008 0.339 ±0.007 0.308 ±0.043
RL (LCS))� 0.356 ±0.010 0.779 ±0.014 0.337 ±0.014 1.000 ±0.000
RL (LCS + exec) 0.358 ±0.008 0.772 ±0.012 0.329 ±0.005 0.304 ±0.042
RL (LCS + exec))� 0.359 ±0.008 0.762 ±0.011 0.331 ±0.007 1.000 ±0.000
RL (All - Exec.) 0.353 ±0.013 0.779 ±0.010 0.340 ±0.021 0.312 ±0.035
RL (All) 0.359 ±0.007 0.776 ±0.008 0.345 ±0.013 0.271 ±0.039
Ours (IRL: All - Exec.) 0.376∗ ±0.006 0.757 ±0.007 0.362∗ ±0.014 0.362 ±0.034
Ours (IRL: All - Exec.)� 0.368 ±0.007 0.754 ±0.006 0.354 ±0.015 1.000 ±0.000
Ours (IRL: All) 0.370 ±0.006 0.767 ±0.010 0.354 ±0.011 0.279 ±0.039
Ours (IRL: All)� 0.370 ±0.010 0.756 ±0.010 0.357 ±0.016 1.000 ±0.000

70 training samples
MLE 0.233 ±0.015 0.866 ±0.009 0.160 ±0.011 0.232 ±0.038
RL (LCS) 0.265 ±0.006 0.869 ±0.005 0.198 ±0.008 0.112 ±0.024
RL (LCS)�) 0.260 ±0.010 0.865 ±0.014 0.181 ±0.017 1.000 ±0.000
RL (LCS + exec) 0.261 ±0.006 0.875 ±0.009 0.185 ±0.007 0.146 ±0.023
RL (LCS + exec))� 0.258 ±0.006 0.868 ±0.007 0.173 ±0.005 1.000 ±0.000
RL (All - Exec.) 0.267 ±0.010 0.870 ±0.011 0.198 ±0.019 0.100 ±0.050
Rl (All) 0.265 ±0.006 0.871 ±0.005 0.201 ±0.008 0.113 ±0.046
Ours (IRL: All - Exec.) 0.273 ±0.007 0.865 ±0.003 0.213 ±0.010 0.105 ±0.033
Ours (IRL: All - Exec.)� 0.276 ±0.011 0.854 ±0.017 0.213 ±0.015 1.000 ±0.000
Ours (IRL: All) 0.282 ±0.003 0.857 ±0.006 0.217∗ ±0.005 0.114 ±0.018
Ours (IRL: All)� 0.283∗ ±0.008 0.848∗ ±0.013 0.207 ±0.014 1.000 ±0.000

Semi-supervised learning
Sup. #70 + Unsup. #697 0.145 ±0.025 0.963 ± 0.015 0.075 ± 0.027 0.130 ± 0.035

Table 4: Validation set performance for different training data sizes. MLE, RL(LCS), RL(LCS + exec) models are
adapted from Puig et al. (2018). � denotes executability as hard constraint during inference. * denotes statistical
significance (p < 0.05) of IRL vs RL baselines from Puig et al. (2018) using the Wilcoxon signed-rank test.
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Good Example
Task description:
I pick up groceries. I open fridge. I put groceries in the fridge.
Program:
[walk] 〈kitchen〉
[walk] 〈fridge〉
[find] 〈fridge〉
[open] 〈fridge〉
[find] 〈groceries〉
[grab] 〈groceries〉
[putin] 〈groceries〉 〈fridge〉
[close] 〈fridge〉

Rewards: LCS(0.50),Recdesc(1.00),Recprog(0.71), Irrel.(−0.12),Exec.(1)

Bad example:
Task description:
Turn on laptop. Connect to internet and check for new email messages.
Program:
[walk] 〈home_office〉
[walk] 〈computer〉
[find] 〈computer〉
[switchon] 〈computer〉

Rewards: LCS(0.15),Recdesc(0.25),Recprog(0.08), Irrel.(0.0),Exec.(1)

Table 5: Two sample generated programs with high and low values of LCS and Recall from program.


