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Abstract

Event extraction (EE) aims to harvest event in-
stances from plain text, where each instance is
composed of a group of event arguments with
specific event roles. Existing end-to-end EE re-
search usually adopts the role-averaged evalu-
ation that produces evaluation measures by av-
eraging evaluation statistics of each event role.
However, although this averaged metric can in-
dicate the model performance to some extent,
we find that such metric can be pretty mis-
leading to downstream applications that uti-
lize an event instance as a whole, where one
wrongly identified event argument can substan-
tially alter the whole meaning of an event in-
stance. To mitigate this gap and provide a
more complete understanding of performance,
we propose two new evaluation metrics that
also consider an event instance as a whole and
explicitly penalize wrongly identified event ar-
guments. Moreover, to support diverse pref-
erences of evaluation metrics motivated by
different scenarios, we propose a new train-
ing paradigm based on reinforcement learn-
ing for a typical end-to-end EE model, i.e.,
Doc2EDAG. Our extensive experiments show
that the new training improves the initial one
by a large margin (about 10%) under new met-
rics. Nevertheless, the current performance is
still far from satisfactory, and optimizing to-
wards these new metrics calls for more future
research.

1 Introduction

Event extraction (EE) is a vital task that aims to har-
vest structured event instances from unstructured
plain text. Such structured knowledge can bene-
fit many downstream applications, such as ques-
tion answering, language understanding, knowl-
edge graph, etc. In general, an event instance is
composed of a group of entities (person, organiza-
tion, date, etc.) that jointly describes an incident.
Each entity of the event instance, also referred to

Event Schema

The Gap

E3E2E1

Event Table

E2 E4E1
Role 3Role 2Role 1

Ground Truth

E2E1
Role 3Role 2Role 1

Prediction

E3

E1 E2 E3

Text
David held 36,000 shares of the company. 
Initially, a depository froze all his shares until Sept. 9th, 2019.
But the unfrozen date was extended to Dec. 9th, 2019 due to …

E1: David
E2: 36,000
E3: Sept. 9th, 2019
E4: Dec. 9th, 2019

Entity Info

Equity Freeze
(Event Type)

Stockholder
(Role 1)

Frozen Shares
(Role 2)

Unfrozen Date
(Role 3)

Role-averaged Evaluation Practical Utilization

Figure 1: An example to illustrate the gap between
the role-averaged evaluation and a practical application
that utilizes an event instance as a whole, where “E1”,
“E2”, “E3”, and “E4” are entity marks, “Role 1”, “Role
2”, and “Role 3” represent event roles, and “(E1, E2,
E4)” is an event instance. We can see that the wrong ar-
gument “E3” makes the whole event instance “(E1, E2,
E3)” unrealistic, but the role-averaged evaluation still
regards “E1” and “E2” as correct ones.

as the event argument, plays a specific event role.
Multiple event instances of the same event type
populate an event table.

The early method (Ahn, 2006) formalized EE
as the unification of many sub-tasks, including en-
tity recognition, event detection, and argument ex-
traction, etc. Later research improved EE from
two aspects: the modeling to capture complicated
semantic structures (Li et al., 2013; Yang and
Mitchell, 2016; Nguyen and Nguyen, 2019) and the
labeling to combat the lack of training data (Chen
et al., 2017; Zeng et al., 2018). Recently, Zheng
et al. (2019a) proposed the first end-to-end model,
called Doc2EDAG, for document-level EE. Given a
text document, Doc2EDAG can generate an entity-
based directed acyclic graph (EDAG) to fill an
event table directly.

Different from the modeling and labeling as-
pects, the evaluation of EE attracted very little re-
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search attention. Notably, most existing research,
merely presenting a separate evaluation for each
sub-task of EE, can only get the approximation
of the overall performance by combining those
fragmentary evaluation results. Even the latest
work (Zheng et al., 2019a), reporting the overall
performance of EE, still followed the traditional ap-
proximate measure by averaging evaluation statis-
tics of each event role. We refer to this kind of ap-
proximation as the role-averaged evaluation. How-
ever, many downstream applications need to utilize
an event instance as a whole, where a wrongly
identified argument can substantially change the
meaning of an event and cause severe misleading
effects. Figure 1 presents an example from the fi-
nancial domain, where the downstream application
cannot utilize an event instance with an incorrect
date argument for decision making, but the role-
averaged evaluation still assigns this example with
two true-positive arguments. Moreover, we note
that this event-as-a-whole demand is a common
case that widely exists in many other domains, such
as legislation, health, etc.

To enable the evaluation support for the event-
as-a-whole scenario and provide a more complete
understanding of performance, we propose two new
metrics that directly make judgments on an event
instance rather than averaging the performance of
its arguments. The first metric is NoFP, which re-
gards a predicted event with any false-positive (FP)
error at the entity level as an event-level FP error.
The second one is NoFPFN, which permits neither
FP errors nor false-negative (FN) errors at the en-
tity level for a predicted event being considered as
a true-positive (TP) one. In practice, we can choose
to use the proper metric according to the specific
scenario. For example, if we only care about the
correctness of predicted events, we can utilize the
NoFP evaluation that penalizes FP entities explic-
itly. If we further pursue the completeness, we can
utilize the NoFPFN evaluation.

The necessity of employing new evaluation met-
rics, however, raises a dilemma in training effective
EE models. On one side, since the role-averaged
metric is inconsistent with NoFP or NoFPFN, train-
ing towards the role-averaged, as did by traditional
methods, may not lead to improvements under new
metrics. For instance, Figure 2 illustrates such in-
consistence between different evaluation settings.
We can observe that 1) the first prediction is the
best one under the role-averaged evaluation but is
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Figure 2: We present a ground-truth event table with
two event instances (“(E1, E2, E4)” and “(E1, E5, E4)”)
and three different predictions to show diverse prefer-
ences of those evaluation settings, where all marks fol-
low the meanings in Figure 1, “NA” denotes an empty
argument, we color wrong or missed event arguments
as red, and we mark the best prediction for each evalu-
ation setting.

sub-optimal for other settings, 2) the second pre-
diction best fits the NoFP evaluation but suffers
the most errors under the NoFPFN evaluation, and
3) the third prediction makes the most mistakes at
the entity level but achieves the best performance
under the hardest NoFPFN evaluation. In fact, ex-
isting methods for EE, including the most recent
Doc2EDAG, merely optimized model parameters
towards proper predictions for each event role sepa-
rately. Thus, they failed to align with new metrics.

On the other side, optimizing these new met-
rics is non-trivial. First, it is hard to design appro-
priate training objectives since those metrics are
non-differentiable. Moreover, the supervision for
role-level predictions is inevitably delayed because
we cannot calculate event-level metrics until obtain-
ing predictions for all event roles. To address these
challenges, we propose a new reinforcement learn-
ing (RL) paradigm of Doc2EDAG by regarding
EDAG generation as a Markov decision process. In
this way, we can optimize model parameters with
the guidance of a delayed reward, which can be
specified by a specific metric. At the same time,
we realize that this shift of training also bridges
the gap between training and inference because
RL forces the model to generate EDAGs during
training. Extensive experiments demonstrate that
our RL-based training improves the vanilla one
significantly (about 10%) under new metrics.

We summarize our contributions as follows.
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• We revisit the evaluation of EE to support
downstream applications that need to utilize
an event instance as a whole. Specifically, we
propose two new metrics to provide a more
complete understanding of performance.

• We propose a new training paradigm for a
typical end-to-end EE model, Doc2EDAG, to
enable the flexible adaptation to new metrics
with hard constraints.

• Our empirical studies show that under the
event-as-a-whole scenarios, the traditional
role-averaged evaluation tends to severely
overestimate the performance. Moreover, the
initial training scheme performs poorly on
new metrics, while our RL-based training im-
proves it significantly (about 10%).

2 Related Work

Since EE is a very sophisticated task that requires
the unification of many sub-tasks (Ahn, 2006), in-
cluding entity recognition, event detection, and ar-
gument extraction, plenty of previous research put
considerable efforts to the modeling aspect.

Specifically, Nguyen and Grishman (2015); Liu
et al. (2017); Chen et al. (2018); Wang et al. (2019);
Liu et al. (2019) only considered event detection
that is to detect trigger words and assign correct
event types. Some advanced methods (Poon and
Vanderwende, 2010; Riedel and McCallum, 2011;
Li et al., 2013, 2014; Venugopal et al., 2014; Judea
and Strube, 2016; Nguyen et al., 2016; Sha et al.,
2018) tried to unify two sub-tasks, event detection
and argument extraction, but all assumed that entity
candidates were given in advance. A few studies at-
tempted to fulfill all sub-tasks of EE jointly. Yang
and Mitchell (2016) was the first work towards this
goal but relied on handcrafted features. Later re-
search (Nguyen and Nguyen, 2019) explored the
joint modeling further by introducing neural net-
works but also retained many traditional lexical and
syntactic features. Recently, Zheng et al. (2019a)
formalized a new succinct task for EE without trig-
ger words and proposed the first document-level
end-to-end model, called Doc2EDAG. This novel
model transformed the task of filling an event table
into the generation of an EDAG and thus enabled
the end-to-end modeling for EE.

With the rapid development of modeling tech-
niques, labeled data gradually became the main
bottleneck that prevented from putting EE into prac-

tice. Most of the previous research was based on
ACE 20051, a benchmark dataset annotated by hu-
man experts. However, human annotation is both
expensive and time-consuming. Recent research
attempted to generate weakly labeled data by align-
ing event instances from knowledge bases to plain
text and then assigning labels to matched samples.
This strategy was originated from relation extrac-
tion (Mintz et al., 2009; Zheng et al., 2019b), but
most existing EE models relied on trigger words to
anchor an event mention. Accordingly, two types
of research explorations emerged: one was to la-
bel trigger words with the help of extra linguistic
resources (Chen et al., 2017) or predefined dictio-
naries (Yang et al., 2018), and the other was to
remove the requirement of trigger words in model-
ing (Zeng et al., 2018; Liu et al., 2019; Zheng et al.,
2019a). In this paper, we follow the no-trigger-
words design because it can ease the labeling work
of EE and thus generate large-scale data.

Different from all the related work, this paper
focuses on the evaluation aspect and attempts to
extend the scope of EE evaluation methods to better
support the event-as-a-whole scenarios.

3 Preliminaries

In this section, we provide readers with necessary
background to better understand our research.

3.1 Terminologies

We follow Yang and Mitchell (2016) to use a gen-
eral “entity” notion that covers persons, dates,
numbers, and so on for brevity. Next, let us recall
the ground-truth event table in Figure 2 and clar-
ify some widely used terminologies for EE. 1) An
event role, corresponding to a column of an event
table, is a basic semantic unit of an event type (e.g.,
“Role 1” is an event role). 2) An event argument,
corresponding to an entry of an event table, refers
to an entity that plays a specific event role (e.g.,
“E1” is an event argument). 3) An event instance,
corresponding to a row of an event table, consists of
a group of entities that jointly characterizes a spe-
cific incident (e.g., “[E1, E2, E4]” together forms
an event instance).

3.2 Doc2EDAG

As discussed in the related work, Doc2EDAG en-
abled not only end-to-end modeling for EE but

1https://www.ldc.upenn.edu/
collaborations/past-projects/ace

https://www.ldc.upenn.edu/collaborations/past-projects/ace
https://www.ldc.upenn.edu/collaborations/past-projects/ace
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also simplified event labeling. Therefore, we adopt
Doc2EDAG as the base end-to-end model and use
its associated large-scale benchmark for validation.

Given a text document as the input, Doc2EDAG
first extracts entities and encodes them with the
document-level context. Then, for a triggered
event type, Doc2EDAG generates an entity-based
directed acyclic graph (EDAG) via a series of path-
expanding sub-tasks. Each path-expanding sub-
task is composed of a group of binary predictions
(1: expanding or 0: not), where one prediction
happens to one entity candidate.

The vanilla training of Doc2EDAG follows a
given ground-truth EDAG and calculates corre-
sponding losses for path-expanding sub-tasks. We
refer to this kind of training as the maximum likeli-
hood estimation (MLE) because its essential goal is
to maximize the likelihood of ground-truth EDAGs.
However, the vanilla MLE-based training cannot fit
the newly proposed metrics with hard constraints.

4 New Evaluation Metrics

Similar to the initial role-averaged evaluation, the
new evaluation starts from comparing a predicted
event table with the ground-truth one. To be spe-
cific, they pick one predicted event instance and
the most similar ground-truth one without replace-
ment from corresponding event tables. The differ-
ence lies in the comparison of two picked event
instances. Initially, the role-averaged evaluation
collects evaluation statistics of TP, FP, and FN for
each event role and averages them to calculate pre-
cision, recall, and F1 scores for that event type.
In contrast, the new evaluation considers an event
instance as a whole and collects those statistics di-
rectly at the event level. Next, we illustrate the
details of two new metrics on collecting TP, FP,
and FN statistics when taking into consideration
the event-as-a-whole requirement.

The NoFP Metric. An event instance that con-
tains any FP argument belongs to an FP error at
the event level. For an event instance that contains
both FN arguments and TP arguments, we retain
the statistics of FN and TP in proportion at the
event level. For an event whose arguments are all
correct, we count it as a TP event.

The NoFPFN Metric. We treat an event instance
that contains either FP arguments or FN arguments
as an FP error at the event level. Only for those
event instances that are the same to the ground-truth

ones, we treat them as TP events.

Note that the NoFP metric can be beneficial to
risk-sensitive scenarios, such as finance, health,
etc., where FP arguments of an event instance may
cause disastrous effects. Moreover, the NoFPFN
metric, also the most challenging one, can tell us
how large the gap between the current progress and
the perfect extractor is. In contrast, the initial role-
averaged evaluation can only provide the approx-
imate measures by averaging the performance of
event role predictions, which only fit for the cases
when downstream applications utilize arguments
of an event instance independently.

5 Optimizing New Metrics

Optimizing these new metrics is pretty challenging.
First, these metrics are non-differentiable, so it is
hard to specify corresponding training objectives.
Besides, we can only calculate event-level metrics
after obtaining predictions for all event roles, so the
supervision for role-level predictions is inevitably
delayed. Moreover, EDAG generation is an auto-
regressive procedure inherently, which suffers from
the error-propagation problem.

To address these challenges, we develop an RL-
based training paradigm for Doc2EDAG by view-
ing EDAG generation as a sequential decision-
making process. In this way, we can explicitly
optimize model parameters by a delayed reward,
which can be specified by a non-differentiable met-
ric. Moreover, the explorations during RL-based
training also help to stabilize EDAG generation.

MDP. Instead of treating the EDAG generation
as an autoregressive procedure, we regard it as a
Markov decision process (MDP). First, we con-
sider the event triggering as the beginning of this
MDP, which is also the virtual starting node of the
EDAG (Zheng et al., 2019a). Then, for a specific
event role, which corresponds to one step of the
MDP, we need to take specific actions for all en-
coded entities at all leaf nodes of the current EDAG.
Next, the EDAG grows accordingly, and we move
to the next event role. This iterative process contin-
ues until we reach the last role. By following spe-
cific evaluation metrics to compare the generated
EDAG with the ground-truth one, we can obtain the
final reward to guide the decision-making process
from a global perspective.

State. In general, the state at each step is the part
of EDAG before the current event role. In this
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Figure 3: An overview of the comparison between MLE-based training and RL-based training for Doc2EDAG,
where all marks follow the meanings in Figure 1 and 2.

paper, to present a fair comparison with the vanilla
Doc2EDAG with MLE-based training, we leverage
the same method developed by Zheng et al. (2019a)
to obtain state representations of the current EDAG.
In this way, we can focus on the real impact of
different supervision paradigms. For the step t, we
denote its state as st.

Action. At each step of the MDP, we need to
take an action, expanding (1) or not (0), for each
entity candidate at every leaf node of the current
EDAG. We denote the action collection at step t as
at. Here the action concept is the same as the path-
expanding prediction used in MLE-based training.
Note that there are multiple actions to be made (one
action per entity per expanding sub-task), which
is a little bit similar to the setting of multi-agent
RL (Buşoniu et al., 2010). While the difference is
that our model unifies all these agents in a single
model and enforces them to work collaboratively
for a specific metric. Moreover, we need to face a
growing number of actions during the expansion
of an EDAG, which largely raises the difficulties
of model training. Despite these challenges, we
empirically demonstrate that the RL-based training
can work pretty well with proper configurations.

Reward. For a specific evaluation metric, we uti-
lize its rules to calculate the reward and use this
reward to guide the optimization of model param-
eters. Moreover, there is no gap between train-
ing and inference because the model generates an
EDAG by itself to get a reward during training,
which includes the inference procedure.

Optimization. Given a document d and a trig-
gered event type e with Ne event roles, we can
take a series of actions to get an episode τ =
(s1,a1, s2,a2, · · · , sNe ,aNe) and calculate the fi-
nal reward Rτ by comparing the generated EDAG

with the ground truth. Then, we can write the over-
all loss function for the EDAG generation as

Ledag = −Ed,e
[
EπΘ(τ)Rτ

]
, (1)

where Ed,e is the expectation over training docu-
ments and their triggered event types, Θ denotes the
model parameters, πΘ(τ) =

∏Ne
t=1 πΘ(at|st) esti-

mates the probability of an episode, and πΘ(at|st)
corresponds to the policy at step t. We employ the
REINFORCE algorithm (Williams, 1992) and the
policy gradients (Sutton et al., 1999) to optimize
the above objective. And we can write the gradient
∇ΘLedag as

−Ed,e

[
EπΘ(τ)

[
Ne∑
t=1

Rτ log πΘ(at|st)

]]
. (2)

Moreover, we also follow Zheng et al. (2019a) to
obtain the final loss by summing Ledag, the loss
of entity recognition Ler, and the loss of event
triggering Let as Lall = λ1Ler+λ2Let+λ3Ledag,
where λ1, λ2 and λ3 are hyper-parameters.

Exploration. In our case, the complexity of gen-
erating an EDAG grows exponentially with the
number of entities and path-expanding sub-tasks.
To achieve efficient explorations under such a chal-
lenging scenario, we start from MLE-based train-
ing to get a relatively well-trained model and warm
start RL-based training from it. After the warm
start, we let the model sample actions according to
the predicted path-expanding probability to achieve
proper explorations.

Figure 3 depicts the comparison between MLE-
based training and RL-based training, where we
can observe two benefits of the latter one: 1) the
model learns from the global supervision (reward),
which can be specified by a specific metric; 2) the
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Event #Train #Dev #Test #Total

EF 806 186 204 1, 196
ER 1, 862 297 282 3, 677
EU 5, 268 677 346 5, 847
EO 5, 101 570 1, 138 6, 017
EP 12, 857 1, 491 1, 254 15, 602

All 25, 632 3, 204 3, 204 32, 040

Table 1: Statistics of the ChFinAnn dataset, including
the number of documents on the train (#Train), devel-
opment (#Dev), and test (#Test) sets as well as the total
number of documents (#Total).

model can explore diverse EDAG structures dur-
ing training, which helps to stabilize the dynamic
process of EDAG generation.

6 Experiments

In this section, we present extensive empirical stud-
ies to answer two questions: 1) how severe is the
overestimation of the initial role-averaged eval-
uation under the event-as-a-whole requirement?
2) to what extent can RL-based training improve
MLE-based training under new evaluation metrics?
Subsequently, Section 6.2 answers the first ques-
tion. Section 6.3, 6.4, and 6.5 together answer the
second question.

6.1 Experimental Setup
Model. As Section 3.2 illustrates, Doc2EDAG
owns the superiority of both providing end-to-end
modeling and simplifying data labeling. Therefore,
in this paper, we adopt Doc2EDAG as the base
model to demonstrate the challenges of new eval-
uation settings and the benefits of the RL-based
training paradigm. Moreover, we follow the open-
source implementation2 to reproduce MLE-based
training.

Dataset. The ChFinAnn dataset (Zheng et al.,
2019a) is the largest public dataset for EE at
present, and it is also the initial benchmark for
Doc2EDAG. Therefore, we employ it as the testbed
to compare RL-based training with the initial MLE-
based training. ChFinAnn dataset includes ten-
years Chinese financial documents accompanied
with corresponding event tables and contains five
event types: equity freeze (EF), equity repurchase
(ER), equity underweight (EU), equity overweight
(EO), and equity pledge (EP). Table 1 summarizes
this dataset.

2https://github.com/dolphin-zs/
Doc2EDAG

Metric Avg.
P. R. F1

Base∗ - - 76.3
Base 83.8 70.6 76.6

NoFP 60.4 52.4 56.1
Drop -23.4 -18.2 -20.5

NoFPFN 37.5 34.8 36.1
Drop -46.3 -35.8 -40.5

Table 2: We present the overall performance (Avg.)
of the vanilla Doc2EDAG under different evaluation
settings by averaging scores for each event type,
where ∗ indicates the copy of results in Zheng et al.
(2019a),“Base” denotes the initial role-averaged eval-
uation, “NoFP” denotes the NoFP evaluation, “NoF-
PFN” denotes the NoFPFN evaluation, and “Drop” rep-
resents the difference between the line above it and the
“Base” line.

Hyper-parameters. MLE-based training sets all
hyper-parameters the same as those presented
in Zheng et al. (2019a). As for RL-based train-
ing, we utilize the following settings. To enable
efficient explorations, we first train Doc2EDAG by
MLE for 30 epochs and then turn to RL for an-
other 70 epochs, where the total number of training
epochs is still 100. To alleviate the noises of policy
gradients, we sample five independent episodes for
each document in the training batch and adopt a
relatively small learning rate of 1e−5. For all other
hyper-parameters, we set them the same as those in
MLE-based training. Moreover, for each training
method, we utilize the development set to pick the
best epoch for the target evaluation metric.

Evaluation. We consider three evaluation set-
tings: 1) the role-averaged evaluation, which is
the base setting that provides approximate mea-
sures by averaging the performance of event roles;
2) the NoFP evaluation, strictly penalizing incor-
rect event arguments; 3) the NoFPFN evaluation,
explicitly penalizing both incorrect and incomplete
event arguments. For all settings, we collect eval-
uation statistics of TP, FP, and FN as Section 4
describes to compute the precision (P.), recall (R.),
and F1 scores (in the percentage format).

6.2 The Overestimation Problem of the
Role-averaged Evaluation

In this section, we conduct experiments to re-
veal the overestimation problem of the initial role-
averaged evaluation under the event-as-a-whole
scenario. Following the setups mentioned above,

https://github.com/dolphin-zs/Doc2EDAG
https://github.com/dolphin-zs/Doc2EDAG
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Metric EF ER EU EO EP
P. R. F1 P. R. F1 P. R. F1 P. R. F1 P. R. F1

Base∗ 77.1 64.5 70.2 91.3 83.6 87.3 80.2 65.0 71.8 82.1 69.0 75.0 80.0 74.8 77.3
Base 78.4 66.5 71.9 95.5 81.3 87.9 80.4 62.0 70.0 80.7 70.9 75.5 84.2 72.4 77.9

NoFP 49.7 46.3 47.9 78.1 70.6 74.2 61.7 48.5 54.3 58.7 48.0 52.8 53.7 48.7 51.1
Drop -28.7 -20.2 -24.0 -17.4 -10.7 -13.7 -18.7 -13.5 -15.7 -22.0 -22.9 -22.7 -30.5 -23.7 -26.8

NoFPFN 36.2 32.1 34.0 40.1 39.4 39.8 39.2 35.6 37.3 35.2 33.3 34.3 36.5 33.6 35.0
Drop -42.2 -34.4 -37.9 -55.4 -41.9 -48.1 -41.2 -26.4 -32.7 -45.5 -37.6 -41.2 -47.7 -38.8 -42.9

Table 3: We evaluate the vanilla Doc2EDAG under different settings and report results for all event types, where
all marks follow those in Table 2.

we reproduce a Doc2EDAG model with the initial
MLE-based training. Then, we evaluate this model
with different evaluation methods. Table 2 presents
the overall comparison, and Table 3 records per-
formance comparisons for each event type. We
can observe that the performance results of our
reproduced model roughly match those reported
by Zheng et al. (2019a) under the base setting.
However, there is a drastic drop in the performance
scores under new metrics. On average, the F1 score
decreases 20.5 under the NoFP metric, and the F1

decrement reaches 40.5 under the NoFPFN met-
ric. The role-averaged metric does not consider the
event-as-a-whole requirement and tends to produce
overestimated performance that is too optimistic to
fit the real situation. The vast performance degrada-
tion demonstrates that the overestimation problem
can be quite severe.

Moreover, the degree of overestimation depends
on the event type and varies irregularly. For exam-
ple, as Table 3 shows, the model achieves similar
F1 scores for EF and EU events (71.9 vs. 70.0),
but the performance drops under the NoFP evalu-
ation are quite different (−24.0 vs. −15.7). The
underlying reason is that the role-averaged eval-
uation only tells us the averaged performance of
role predictions, which is an approximate measure.
Therefore, in downstream applications that utilize
an event instance as a whole, it is critical for them
to utilize our newly designed metrics to be aware
of the real performance.

6.3 The NoFP Evaluation

The NoFP evaluation considers an event instance
as a whole and strictly penalizes FP entities. Under
this evaluation setting, we compare the RL-based
training that directly optimizes the specific met-
ric with the initial MLE-based training that mim-
ics path-expanding predictions of a ground-truth
EDAG. Table 4 shows the overall performance com-

Model Avg.
P. R. F1

MLE 60.4 52.4 56.1
RL 66.2 56.7 61.1

Inc +5.8 +4.3 +5.0

Table 4: The averaged (Avg.) performance of all event
types under the NoFP evaluation, where “MLE” de-
notes Doc2EDAG with MLE-based training, “RL” de-
notes the model with RL-based training, and “Inc” rep-
resents the increment between “RL” and “MLE”.

EF ER EU EO EP
Event Type

0.0

2.5

5.0

7.5

10.0

In
cr

em
en

t

Metric
P.
R.
F1

Figure 4: The performance increment between RL-
based training and MLE-based training for all event
types under the NoFP evaluation.

parisons, and Figure 4 presents performance im-
provements of RL-based training for all event types.
We can observe that, on average, RL-based train-
ing improves the MLE-based one by 8.9% of F1

scores, and similar improvements happen for all
event types. These vast improvements demonstrate
that considering the NoFP metric explicitly during
training can bring remarkable benefits.

6.4 The NoFPFN Evaluation

We further consider the NoFPFN evaluation that
penalizes not only FP entities but also FN enti-
ties. As Table 5 shows, RL-based training obtains
similar improvements over MLE-based training on
average. To be specific, the relative improvement
in terms of the F1 score reaches 11.3%. Since RL-
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Model Avg.
P. R. F1

MLE 37.5 34.8 36.1
RL 39.6 40.7 40.2

Inc +2.1 +5.9 +4.1

Table 5: The averaged (Avg.) performance of all event
types under the NoFPFN evaluation, where all abbrevi-
ations follow Table 4.
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Figure 5: The performance increment between RL-
based training and MLE-based training for all event
types under the NoFPFN evaluation.

based training and MLE-based training share the
same network architecture, we can clearly see the
benefits of evaluation-aware learning.

Moreover, Figure 5 shows performance improve-
ments of RL-based training for all event types. In-
terestingly, under the much challenging NoFPFN
evaluation, we observe that the model automati-
cally finds a trade-off between different event types.
For example, the model sacrifices a little perfor-
mance on EF (−1.7) and EP (−0.1) events but
earns much more improvements on ER (+16.7),
EU (+3.8), and EO (+1.7) events. Such an au-
tomatic trade-off is quite appealing because it is
entirely data-driven and can adapt to different sce-
narios flexibly.

6.5 The Role-averaged Evaluation

In this subsection, we include performance com-
parisons under the initial setting, the role-averaged

Model Avg.
P. R. F1

MLE 83.8 70.6 76.6
RL 79.9 75.7 77.7

Inc -3.9 +5.1 +1.1

Table 6: The averaged (Avg.) performance of all event
types under the role-averaged evaluation, where all ab-
breviations follow Table 4.
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Figure 6: The performance increment between RL-
based training and MLE-based training for all event
types under the role-averaged evaluation.

evaluation, where RL-based training follows the
initial rule to calculate rewards. Table 6 shows
the averaged comparison results. We can observe
that MLE-based training achieves competitive per-
formance compared with RL-based training. The
underlying reason is that both MLE-based training
and the role-averaged evaluation focus on improv-
ing the role-level predictions, so these two tech-
niques are much consistent with each other. Never-
theless, RL-based training still obtains a small gain
of the F1 score (+1.1) because it can make a proper
trade-off between the precision and the recall. Fig-
ure 6 presents performance improvements for all
event types, and we also observe similar trade-offs.
Therefore, we can conclude that RL-based train-
ing can achieve remarkable improvements under
new metrics while still maintain competitive per-
formance for the initial setting.

7 Conclusion and Future Work

In conclusion, our new metrics provide a more
complete understanding of performance than the
role-averaged metric under the event-as-a-whole
scenario. Moreover, our proposed RL-based train-
ing for Doc2EDAG can be a better choice than the
MLE-based one when adapting the model to these
new metrics. Extensive experiments demonstrate
the necessity of new evaluation metrics and the
superiority of the novel training scheme.

Given the necessity of employing new metrics,
however, as Table 2 shows, the current performance
is still far from satisfactory, even for RL-based
training. Therefore, further improving EE under
these new metrics calls for much more attention
from the research community.
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