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Abstract

Learning authors representations from their
textual productions is now widely used to
solve multiple downstream tasks, such as clas-
sification, link prediction or user recommen-
dation. Author embedding methods are of-
ten built on top of either Doc2Vec (Le and
Mikolov, 2014) or the Transformer architec-
ture (Devlin et al., 2019). Evaluating the qual-
ity of these embeddings and what they capture
is a difficult task. Most articles use either clas-
sification accuracy or authorship attribution,
which does not clearly measure the quality of
the representation space, if it really captures
what it has been built for. In this paper, we pro-
pose a novel evaluation framework of author
embedding methods based on the writing style.
It allows to quantify if the embedding space
effectively captures a set of stylistic features,
chosen to be the best proxy of an author writ-
ing style. This approach gives less importance
to the topics conveyed by the documents. It
turns out that recent models are mostly driven
by the inner semantic of authors’ production.
They are outperformed by simple baselines,
based on state-of-the-art pretrained sentence
embedding models, on several linguistic axes.
These baselines can grasp complex linguistic
phenomena and writing style more efficiently,
paving the way for designing new style-driven
author embedding models.

1 Introduction

Since the early work of Mikolov et al. 2013a, and
more recent models based on the Transformer ar-
chitecture (Devlin et al., 2019), continuous word
representations have been key in processing and
analyzing textual data. It led to a prolific research
on learning meaningful representations of larger-
scale textual entities, such as paragraph, document
or even authors. Learning author embeddings can
be used to solve several downstream tasks, such
as user recommendation (Nayyeri et al., 2020) and
classification (Benton and Dredze, 2018). Addi-

tionally, metadata (e.g., graph structure (Gourru
et al., 2020), timestamp (Delasalles et al., 2019))
are often used to guide the representation learn-
ing process, in particular with application to social
media. This is referred as user embedding, while
author embedding only focuses on the textual pro-
duction of users.

Despite a growing literature in both author and
user embedding (Maharjan et al., 2019; Wu et al.,
2020), it is usually difficult to tell what these rep-
resentations really capture from its textual produc-
tion. Although most recent models reach more than
90% accuracy in authorship attribution on several
datasets (Maharjan et al., 2019), none of the ex-
isting works tried to determine if the embedding
space captures topic preferences, topological infor-
mation, sentiment or stylistic features. Getting a
better understanding of what these spaces really
capture can be a real asset to design new machine
learning models.

For instance, one could be interested in link-
ing several authors with similar writing style even
though they deal with different topics. It is even
more important with literacy data or for specific
tasks such as authorship attribution for forensic in-
vestigation (Amir et al., 2017; Ganguly et al., 2016;
Kumar et al., 2019). Being able to compare and
determine which embedding methods are the more
relevant in such a context is essential. Unfortu-
nately, in most previous works, the evaluation of
author embedding relies solely on classification ac-
curacy, which demonstrates the need for a more
robust and richer evaluation framework. As stated
in (Conneau et al., 2018), most evaluation meth-
ods for embedding are based on downstream tasks,
which does not fully assess the quality of the em-
bedding space, if it really captures what is has been
built for.

To tackle this issue, we propose a novel experi-
mental scheme to evaluate author representations
based on her writing style. Even though there is no



85

consensual definition of what the writing style is,
many works have tried to identify the most relevant
features to characterize it. In this article, we con-
sider low-level structural and syntactical features
uncorrelated with topics, and we show that most
author embedding methods are in fact essentially
driven by semantic. The code is made available at
the following address: Style Embedding Evalua-
tion

2 Related Works

In this section, we present an overview of existing
author embedding models and evaluation frame-
works. We also briefly review prior works on stylis-
tic features selection through authorship attribu-
tion.

Author embedding consists in learning, for each
author, a vector representation in a low dimensional
space. In this space, the proximity between two
vectors should relate to the similarity in authors’
textual production.

Part of the literature focuses on user embedding.
While works on author and user embedding may
look similar, they should not be mistaken. User
embedding usually refers to the context of social
media where, in addition to the user textual produc-
tion, several metadata (e.g., retweet, likes, links)
are used to guide the learning process. Here, we
mostly focus on methods that leverage the textual
content only. Nevertheless, our experimental proto-
col method can be used to evaluate user embedding
models in a stylistic way, in combination with other
metrics. We leave this perspective to future work.

2.1 Author Embedding models

Representation learning in NLP took a huge step
forward with (Mikolov et al., 2013b) and (Mikolov
et al., 2013a) who proposed two neural models
to learn word vectors, based on the distributional
hypothesis. Each word embedding is learnt by
solving a word co-occurrence prediction task. The
Doc2Vec model (Le and Mikolov, 2014) extends
these models to document embedding by adding a
document id to the word context. More recently,
Devlin et al. (2019) proposed another word repre-
sentation method, the BERT model, that reaches
state-of-the-art in various downstream tasks. Based
on the Transformer architecture, each word repre-
sentation is contextualized and thus different given
the sentence in which it occurs. Today, Doc2Vec
and BERT methods and their extensions constitute

the basic bricks of every author embedding method.
Recent works apply representation learning to

authors by solving several downstream tasks, such
as author classification and link prediction. For
example, the Aut2Vec model (Ganguly et al., 2016)
is built on top of (Le and Mikolov, 2014). Docu-
ment and author embeddings are initialized using
Doc2Vec. Then, they train a single hidden layer
model to perform authorship prediction (the Con-
tent Info model). The idea is to bring author rep-
resentation closer to the content she/he produced.
This simple model is paired with a link-info model
using the same idea for co-authorship graph, which
we do not develop here. Maharjan et al. (2019) use
Doc2Vec formulation on documents of character
trigrams. According to them, character trigrams
should better capture both semantic content and
writing style, as it was shown by previous studies
(Sapkota et al., 2015; Stamatatos, 2013; Schwartz
et al., 2013). The trigrams are also annotated ac-
cording to their position in a given word or if they
contain punctuation or not, following the idea of
Sapkota et al. (2015). A few BERT-based methods
recently emerged. Wu et al. (2020) use BERT to
build representations of each author’s posts. They
are then aggregated using a bidirectionnal GRU. It
allows to tackle authors with a various number of
posts. This architecture is trained on authorship
classification with a Multi-Layer Perceptron on top.
One can also mention several methods dealing with
dynamic author embedding (Kumar et al. (2019),
Delasalles et al. (2019)). While our metric can also
be applied to such contexts, we choose to work first
in a static setting.

2.2 Author Embedding evaluation

Previous works use different strategies to evaluate
the quality of author representations. Ganguly et al.
(2016) perform link prediction (predicting if two
authors have already co-authored a paper based
on their embedding) and clustering. The latter re-
quires an annotated dataset, the final metric being
the Normalized Mutual Information after simple
clustering through K-Means for example. Link pre-
diction supposes we have additional information to
text content if we want to build the author network.
Maharjan et al. (2019) and Wu et al. (2020) also
evaluate their models using an annotated dataset,
through user depression prediction and gender pre-
diction (Reddit MBTI9k dataset) for the first one,
and book likeability prediction for the second one

https://github.com/EnzoFleur/style_embedding_evaluation
https://github.com/EnzoFleur/style_embedding_evaluation
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(Goodread corpus). A simple classification model
(e.g., SVM, MLP) is trained to predict the class for
each author through its embedding. The accuracy
score then allows to compare each method.

Maharjan et al. (2019) use authorship attribution
to evaluate the quality of their model. Authorship
attribution consists in predicting the author of a
given document. It requires that document and
author representations lie in the same space. It is
performed either by clustering or simply by com-
puting the cosine similarity between a document
embedding and each author’s embeddings to get
either an accuracy score or a coverage error. This
task could be a reference to evaluate author embed-
ding. Being able to perfectly associate an author
with its production ensures that the method effi-
ciently captures each author’s writing habits and
characteristics. However, one of the biggest issues
of authorship attribution is the lack of interpretabil-
ity. It fails to reveal if a given author embedding
method is more based on the content/topics or on
the author writing style. To fully understand the
distinction between writing style and content we
can mention the book Exercises in Style of French
author Raymond Queneau, who wrote the same
story 99 times, but in 99 different ways (see Table
1). Although the story which is told remains the
same, the choice of words and complexity of each
sentence strongly differs. A way to get around this
issue is to evaluate one’s method on at least two
datasets with various profiles. Sari et al. (2018)
show that the decisive features to discriminate the
author of a document can either be topic based or
style based, depending on the dataset under study.
Using at least two datasets when evaluating author
embedding methods is a good step to better under-
stand the model capacities.

Finally, author embedding evaluation methods
are mostly centered on narrow downstream tasks
and do not fully quantify the quality of the embed-
ding space. For example, likeability prediction in
(Maharjan et al., 2019) only measures one precise
aspect of what the embedding space can capture.
Conneau et al. (2018) therefore propose a large
range of probing tasks to evaluate sentence em-
beddings. Following their idea, we propose an
evaluation method for author embedding strictly
based on writing style.

2.3 Stylometric Analysis

In this section we detailed which textual features
are the most used to efficiently characterize an au-
thor’s style. Authorship attribution is commonly
used to identify an author way of writing and the
most relevant features related to it. (Juola and Sta-
matatos, 2013; Stamatatos, 2013; Sapkota et al.,
2015; Sari et al., 2018) propose a huge variety of
textual extracted properties to tackle the problem
of authorship attribution. The main breakthrough is
that character n-grams are one of the most efficient
and versatile features. It provides insight on both
writing style and topic content of a given document.
Sapkota et al. (2015) even show that character n-
grams can be enhanced with position based affixes
and punctuation n-grams.

More classic features (e.g., word and punctua-
tion frequencies, hapax legomena, dislegomena)
are also used with good efficiency since the 19th
century (Mendenhall, 1887). They are often com-
bined with function word frequencies (Zhao and
Zobel (2005)) as they improve the performance
of classifiers in authorship detection. Sari et al.
(2018) performed ablation study on the authorship
attribution problem, with style features (punctua-
tion, function words, word length, etc.), topical fea-
tures (frequencies of most common word n-grams)
and hybrid variables (frequencies of most common
character n-grams). Doing so, they reach state-
of-the-art performance on two out of four datasets.
They allow to identify the most useful and easily re-
trievable stylometric features to identify an author
writing style without topic information. However,
they do not rely on author embedding and cannot
evaluate whether the embedding captures the writ-
ing style or not.

3 New proposed framework for author
embedding evaluation

A classification model usually evaluates whether
an embedding method successfully captures an au-
thor’s topic preferences. Here, we want to evaluate
how well the embedding captures its way of writ-
ing. As stated earlier, simple stylistic features are
a good proxy of the authors’ writing style. These
features can easily be extracted from a corpus and
aggregated by author. Training a simple regression
model (typically linear regression or more complex
methods, such as support vector regression) using
author embedding to predict these features would
allow to compare these representations in their abil-
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Writing style Extract
Notation Two hours later, I meet him in the Cour de Rome, in front of the gare Saint-Lazare.

Litotes Two hours later I met him again;

Metaphorically In a bleak, urban desert, I saw it again that self-same day, ...

Retrograde I met him in the middle of the Cour de Rome, after having left him rushin avidly towards a seat.

Surprises Two hours after, guess whom I met in front of the gare Saint-Lazare!

Table 1: We illustrate here the distinction between writing style and semantic thanks to Raymond Queneau. For
each writing style the same passage of the story is shown.

ity to separate writing styles. Even better, it would
show if the representation space effectively cap-
tures each stylistic feature. Figures 1 and 2 show
the intuition behind this simple idea. To the best of
our knowledge, this method is the first to evaluate
this aspect of author embedding. At the opposite of
classification tasks, there is no metric such as accu-
racy for regression that gives an absolute measure
of performance. Here, we propose to use the Mean
Square Error as regression score, in a 10-fold cross
validation scheme. First results show how poorly
current author embedding method capture writing
style and thus set a new goal for new methods to
come.

3.1 Selection of key stylistic features

The selection of the stylistic features to retrieve
from the corpus is key. It needs to fully embrace
each author’s writing style and specificity, whether
it is based on phonetic, syntax, or structural. It
should not be topic related. Based on (Zhao and
Zobel, 2005), (Elahi and Muneer, 2018), (Sari et al.,
2018), we choose a total of 301 stylistic features
that are summed up in Table 3. Each of these
features are aggregated into categories extracted
from the aforementioned references according to
their nature. Although none of the aforementioned
works study POS and NER tags as stylistic fea-
tures, (Szwed, 2017) shows that it can be used for
authorship attribution with good results. (Feng
et al., 2012; Ganjigunte Ashok et al., 2013) demon-
strate that they are effective markers of the syntactic
structure of a text, performing sentence type identi-
fication with POS tags. We therefore incorporate
these features in our metric. As a test, we perform
authorship attribution using these variables on the
Project Gutenberg dataset with a simple logistic
regression and a various number of authors. Re-
sults are shown in Table 2. We use two metrics,
accuracy, and coverage error. Coverage error com-
putes how far we need to go through the ranked

scores to cover the true labels. Using style-based
features only, we are able to reach an accuracy of
96% with 10 authors and 88% with 50 authors. The
averaged coverage error is always near 2 (correct
author has the second highest score in average in
prediction). Best authorship attribution methods
reach accuracy score between 90% and 95% (Sari
et al., 2018; Ruder et al., 2016), depending on the
dataset and the number of authors. These features
are thus a good proxy of an author writing style
as no topic information directly flows through the
selected variables. Of course, there are correlation
between style and topics. Strong line break fre-
quency attest of poetry, strong PERSON NER-tag
frequency attest of novels and so on. Are writing
style and topics strictly separable remains an open
question (Subramanian et al., 2018). Here, we tried
to keep variables with least topic information pos-
sible.

Authorship Attribution scores
Number of authors Accuracy Coverage error
10 0.96 1.04

50 0.88 1.80

100 0.79 2.28

Table 2: Authorship attribution with logistic regression
using only stylistic features. With no direct topic infor-
mation, we are able to reach 96% accuracy with only
10 authors. These was performed on the full Project
Gutenberg dataset with a random authors sample.

4 Evaluation

4.1 Competitors
To test our metric, we select several author embed-
ding methods among the ones presented in Sec-
tion 2.1. The Content Info model of Ganguly et al.
(2016) (embedding size 512) and the annotated
ngram based Doc2Vec model of Maharjan et al.
(2019), with embedding size fixed to 300 (referred
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Figure 1: We project NGRAM DOC2VEC embeddings on the full Gutenberg dataset into a 2D space with t-
SNE and we represent the gradient of 4 selected stylistic features (before standardization): DATE entity frequency,
Exclamation mark frequency, Flesh-Cincade readability index and superlative adverb frequency - RBS. Clear ten-
dencies appear, which motivates our method.

Figure 2: We project USE embeddings on the reduced Gutenberg dataset into a 2D space with t-SNE and we
represent the gradient of 4 selected stylistic features (before standardization): DATE entity frequency, Exclamation
mark frequency, Flesh-Cincade readability index and superlative adverb frequency - RBS. Clear tendencies appear,
which motivates our method.
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Type of features Examples Number of features
Letters Letters frequencies 26
Numbers Numbers frequencies 10
Structural Avg word length, Hapax Legomena, Syllable count, ... 9
Punctuation Punctuation sign frequencies 16
Function words Function words (does, once, doing, ...) frequencies 174
Tag Pos tag frequencies 43
Ner Name Entity Recognition tag frequencies 18
Indexes Complexity and readability indexes 7

Table 3: List of stylistic features selected and their categories. Frequencies are computed by sentence.

as NGRAM Doc2Vec in this paper). We also add
two state-of-the-art sentence embedding methods:
a) Universal Sentence Encoder (USE) (Cer et al.,
2018), based on a Deep Averaging Network (DAN)
built on top of a Bag Of Word (BOW) vector, and
b) Sentence BERT (Reimers and Gurevych, 2019),
built on top of BERT. Author embedding is then cal-
culated by simply averaging every sentence repre-
sentation of an author (embedding size 512 for USE
and 768 for SBERT). Whereas it performs well on
several downstream tasks for sentence embedding,
we expect lower results in author embedding, both
because of the averaging of full documents, and as
it is not trained specifically to retrieve writing style.
We choose not to test the most recent (Wu et al.,
2020), which is closer to user embedding, and to
focus on well-established method.

4.2 Datasets & framework
For the stylistic features extraction, we use spacy
word and sentence tokenizer, POS-tagger and NER.
We use nltk set of English stopwords and nltk CMU
Dictionary for syllable count. Each feature is stan-
dardized before regression. The regression algo-
rithm used is an SVR with Radial Basis Function
(rbf) kernel as it offers both quick training time
and best results among other kernels in our experi-
ments.

We apply our evaluation protocol to datasets
of different natures, using most recent author em-
bedding approaches. First, we experiment with a
Lyrics dataset 1, consisting in a set of 47 singers
from various music genre (Bob Dylan to Eminem,
including Prince and Radiohead). There are around
2,300 verses by author. This dataset is rather small
and unusual but is a good illustration of our ap-
proach. Nevertheless, poetry and by extension song

1https://www.kaggle.com/
paultimothymooney/poetry

lyrics are the type of document where one could
expect literary style to express the most.

We also experiment on a Project Gutenberg
dataset extracted following (Gerlach and Font-Clos,
2018) paper. The Project Gutenberg is a multilin-
gual library of more than 60,000 e-books for which
U.S. copyright has expired. It is freely available
and started in 1971. This dataset is often used in
NLP, whether for its literacy aspect or for automatic
translation. Here, we focus on the texts written in
English, randomly sampling 10 books for each au-
thor. As most of the books are novels, we only take
the 200 first sentences of each book, to eventually
obtain 664 authors with 2,000 sentences by au-
thor. We refer to this subset as the “reduced Project
Gutenberg dataset” in the upcoming paragraphs.

Finally, we use part of the Blog Authorship Cor-
pus. This dataset is composed of 681,288 posts
from 19,320 authors gathered in the early 2000s.
There are approximately 35 posts and 7,250 words
by user. We only take 500 bloggers with at least
50 blogposts to build our reduced dataset of the
BlogAuthorshipCorpus.

These three datasets allow to cover different as-
pect of writing style, from pure literature to so-
cial media. To compare how well each embedding
also captures content, we extract the 10 most rel-
evant topics using LDA from the reduced version
of project Gutenberg. We then perform a topic pre-
diction task based on embeddings with an SVM.
Results are presented in Table 4.

4.3 Results
All results are presented in Table 5, 6 and 7. For
the Gutenberg and Blog Authorship datasets, they
are summed up in Figure 3. Although smaller,
the Lyrics dataset gives clear tendencies which
are confirmed by the results on Blog Authorship
and Gutenberg. The Content Info and NGRAM

https://www.kaggle.com/paultimothymooney/poetry
https://www.kaggle.com/paultimothymooney/poetry
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Topic prediction on Gutenberg dataset
Embedding method Accuracy Coverage error
Content-Info 0.81 1.32

SBERT 0.76 1.38

USE 0.74 1.43

NGRAM Doc2Vec 0.73 1.44

Table 4: Topic prediction from author embeddings
with an SVM. Topic are retrieved with an LDA with
10 topics. We see that each model efficiently captures
each author’s topic preferences, Content-Info model be-
ing the best at this task.

Doc2Vec models designed to build consistent au-
thor embeddings both obtain the worst MSE scores.
USE and SBERT outperform them on almost every
axis defined among our stylistic features. USE and
SBERT are powerful models, pretrained on huge
corpora with multitask training. It seems that they
are able to capture linguistic notions, which is not
achievable by current author embedding models.

As expected, the Content Info model performs
poorly. It is based on BOW representations
thus unable to grasp any structural, syntactic or
punctuation-based information such as TAG or
NER, even more after word tokenization. This
model strictly focuses on topic preferences, as
shown in Table 4, reaching top accuracy on topic
prediction.

Character n-grams are known as the best fea-
tures to capture both style and content, even more
when they are annotated regarding their position in
a word or if they contain punctuation as in (Sapkota
et al., 2015). Here we show that Maharjan et al.
(2019)’s method does not properly capture com-
plex syntactic notions, suffering from the reduced
window size in Doc2Vec formulation. Similarly to
the Content Info model, it cannot detect TAG or
NER, but grasps punctuation with ease. As func-
tion words are not filtered during preprocessing, all
the tested models perform equally well along this
axis.

The real surprise here is how well SBERT and
USE perform in capturing complex grammatical
and linguistic notions such as TAG, readability and
complexity indexes. They also perform well along
the structural axis (e.g., average word/sentence
length, hapax legomena, short words frequency).
Clark et al. (2019) show that each BERT attention
head naturally focuses on different linguistic phe-
nomena in a sentence. For example, in some heads,

direct objects attend to their verbs. In others, aux-
iliary verbs mostly put attention to the verb they
modify, and so on. Our experiment seems to show
that this information is propagated to the author
embedding. This is why transformer-based mod-
els, not even fine-tuned on a specific author-based
downstream task, capture writing style notions so
well. For USE, we use the DAN version, which
performs non-linear transformations on word and
bigram embedding averages over sentences. De-
spite the BOW assumption made in the model, it
is the best embedding model regarding our met-
ric. The DAN model successfully retrieves com-
plex linguistic information, showing that a syntac-
tic treatment of sentences is not a prerequisite to
effectively represent them, as stated in the origi-
nal paper (Iyyer et al., 2015). This gives a huge
improvement in terms of computation time against
costly transformer-based models. Training mod-
els on multiple tasks with a huge corpus allows
to skip the need to process semantically sentences
and documents. USE is trained on question answer-
ing, next and previous sentence prediction, and the
SNLI task. We could expect the Transformer ver-
sion of USE to have even better results, at the cost
of a higher computation time. Relying on these
pretrained models seems to be the path to develop
new author embedding methods to better capture
the writing style, as improvements can still be done
on several axes.

5 Conclusion

We presented a new evaluation framework for au-
thor embedding focusing on the writing style. This
evaluation scheme is based on the extraction of
stylistic features which represent a good proxy
of an author way of writing. We show that sim-
ple baselines outperform recent author embedding
models in predicting most of those stylistic fea-
tures. These baselines rely on state-of-the-art sen-
tence embedding models which capture complex
linguistic notion thanks to multitask training on
several big corpora. This demonstrates the need
to develop new author embedding models that can
grasp the author writing style. If models relying on
Doc2Vec show clear limit in this task, USE with a
DAN architecture seems to be a way to go.
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