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Abstract
Schema translation is the task of automati-
cally translating headers of tabular data from
one language to another. High-quality schema
translation plays an important role in cross-
lingual table searching, understanding and
analysis. Despite its importance, schema trans-
lation is not well studied in the community,
and state-of-the-art neural machine translation
models cannot work well on this task because
of two intrinsic differences between plain text
and tabular data: morphological difference and
context difference. To facilitate the research
study, we construct the first parallel dataset for
schema translation, which consists of 3,158
tables with 11,979 headers written in 6 dif-
ferent languages, including English, Chinese,
French, German, Spanish, and Japanese. Also,
we propose the first schema translation model
called CAST, which is a header-to-header
neural machine translation model augmented
with schema context. Specifically, we model
a target header and its context as a directed
graph to represent their entity types and rela-
tions. Then CAST encodes the graph with
a relational-aware transformer and uses an-
other transformer to decode the header in the
target language. Experiments on our dataset
demonstrate that CAST significantly outper-
forms state-of-the-art neural machine transla-
tion models. Our dataset will be released at
https://github.com/microsoft/ContextualSP.

1 Introduction

As the saying goes, "a chart is worth a thousand
words". Nowadays, tremendous amounts of tab-
ular data written in various languages are widely
used in Wikipedia pages, research papers, finance
reports, file systems, and databases, which are infor-
mative. Schema translation is the task of automati-
cally translating headers of tabular data from one
language to another. High-quality schema transla-
tion plays an essential role in cross-lingual table
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No. Match Hosted_by Loc. Cost ($)
13249 Olympic America Chicago 287,000
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13249 Olympic America Chicago 287,000

13250 World Cup Brazil Brasilia 129,000

13251 UEFA German Berlin 362,000
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Figure 1: An illustrative example of schema translation
from English to Chinese. 1�- 4� denotes headers with
abbreviation, polysemy, verb-object phrase and special
symbol, respectively.

searching, understanding, and analysis (Zhang and
Balog, 2018; Deng et al., 2019; Sherborne et al.,
2020). Note that in this work, we focus on translat-
ing the headers instead of the entire table content,
since for each entity in table content, it is hard to
decide if it needs to be translated or not. Over trans-
lation could even have negative effects in reality.

Despite its importance, most research efforts
are dedicated to plain text machine transla-
tion (Sutskever et al., 2014; Bahdanau et al., 2015;
Vaswani et al., 2017; Yang et al., 2020), and schema
translation is not well studied in the community,
to the best of our knowledge. According to our
preliminary study, state-of-the-art neural machine
translation (NMT) systems cannot work well on
schema translation because of two intrinsic differ-
ences between plain text and tabular data: morpho-
logical difference and context difference.

Morphological Difference. The morphology of
table headers differs from that of plain text in the
following four aspects. First, headers are always
phrases and they usually contain a lot of domain-
specific abbreviations (e.g., as shown in Figure 1,
“No.” is the abbreviation of “Number” and the
“Loc.” is short for “Location”) and special symbols
(e.g., “$” means “dollar” in Figure 1). Second, verb-
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object phrases are frequently used as headers which
indicate a subject-object relationship between two
columns. For example, “Hosted by” in Figure 1 in-
dicates a host relationship between the second and
the third columns. Third, special tokenizations like
CamelCase and underscore are idiomatic usages
in headers. At last, capitalized words are partic-
ularly preferred in order to capture more readers’
attention for headers. These special word-forms
are commonly used in headers but rarely seen in
plain text. Therefore, the NMT models trained with
a massive amount of plain text cannot be directly
applied to schema translation.

Context Difference. Compared with plain text,
which is a sequence of words, tables have well-
defined structures, and understanding a table’s
structure is crucial for schema translation. Specif-
ically, a table consists of an ordered arrangement
of rows and columns. Each column header de-
scribes the concept of that column. The inter-
section of a row and a column is called a cell.
Each cell contains entities of the column header
it belongs to. This structure plays an important
role in schema translation, especially for polysemy
words and abbreviation words. For example, in
Figure 1, the header “Match” could be translated to
“kÙ (Matchstick)”, “9M (Mapping)”, and “‘
[ (Competition)”, but its sibling column header
“Hosted_by” provides important clues that the ta-
ble might belong to the domain of sport. Thus,
translating “Match” to “‘[ (Competition)” is
more appropriate in the context. Moreover, a col-
umn header’s cell values could also provide hints
to infer the meaning of the header. For example,
successive numerical cell values indicate that “No.”
might be an identity column in Figure 1. NMT
models trained with plain text have never seen the
structure of tables, and consequently, they perform
poorly in schema translation.

Although the context information of tables is
important, how to effectively use it for schema
translation is challenging. On the one hand, the
NMT model needs to make use of the context in-
formation to make word-sense disambiguation for
polysemy headers and abbreviation headers. For
another, the context information should not bring
additional noise when translating the target header.
To facilitate the research study, we construct the
first parallel dataset for schema translation writ-
ten in six different languages. It consists of 3,158
tables with 11,979 headers written in six differ-

ent languages, including English, Chinese, French,
German, Spanish, and Japanese.

Furthermore, to address the challenges in
schema translation, we propose a Context Aware
Schema Translation (CAST) model, which is a
header-to-header neural machine translation model
augmented with table context. Specifically, we
model a target header and its context as a directed
graph to represent their entity types and structural
relations. Then CAST encodes the graph with
a relational-aware transformer and uses another
transformer to decode the header in the target lan-
guage. The advantages of our approach come from
two folds: (1) The structure relationships make the
transformer encoder capture the structural informa-
tion and learn a contextualized representation for
the target header; (2) The entity types differentiate
the target header from its context and thus help
denoise the target header translation.

Experiments on our dataset demonstrate that
CAST significantly outperforms state-of-the-art
neural machine translation models. Our contribu-
tions are summarized as follows.

• We propose the task of schema translation,
and discuss its differences with a plain text
translation. To facilitate the research study, we
construct the first parallel schema translation
dataset.

• We propose a header-to-header context-aware
schema translation model, called CAST, for
the new schema translation task. Specifically,
we use the transformer self-attention mecha-
nism to encode the schema over predefined
entity types and structural relationships, mak-
ing it aware of the schema context.

• Experiments on our proposed dataset demon-
strate that our approach significantly out-
performs the state-of-the-art neural machine
translation models in schema translation.

2 Schema Translation Dataset

To address the need for a dataset for the new
schema translation task, we construct the first paral-
lel schema translation dataset. It consists of 3,158
tables with 11,979 headers written in six differ-
ent languages, including English, Chinese, French,
German, Spanish, and Japanese. In this section, we
will first introduce our construction methodology
and then analyze the characteristics of our dataset.
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2.1 Dataset Construction
We construct the dataset in two steps: collecting
3,158 English tables and then manually translating
the schema of English tables to other languages.

Table Collection. Our tables are collected from
three resources. Firstly, we use all tables from
the WikiTableQuestion dataset (Pasupat and Liang,
2015), in which they randomly select 2,108 multi-
domain data tables in English from Wikipedia with
at least eight rows and five columns. Secondly,
we manually collect 176 English tables from the
search engine covering multiple domains like retail,
education, and government. At last, we select all
the tables that appear in the training set and devel-
opment set from the Spider dataset (Yu et al., 2018),
which contains 200 databases covering 138 differ-
ent domains. Finally, we obtained 3,158 tables with
11,979 headers in total.

Context Aware Schema Annotation. To reduce
the translation effort, we first use Google translator1

to automatically translate the English headers to
five target languages, header by header. Then based
on the Google translations, we recruit three profes-
sional translators for each language to manually
check and modify the translations if inappropriate.

In this process, we found that Google transla-
tor is not good enough in schema translation since
industry jargon and abbreviations are commonly
used in column headers. Table 1 shows some exam-
ple headers and their paraphrases under different
domains in our dataset. However, domain infor-
mation is implicit, and the meaning of the header
needs to be inferred carefully from the entire ta-
ble context. To get more precise translations, we
provide three kinds of additional information as a
schema context: (1) a whole table with structural
information, including its table name, column head-
ers and cell values; (2) an original web-page URL
for the table from the Wikipedia website; (3) some
natural language question/answer pairs about the
table2. Our translators are asked to first understand
the context of the given schema before validating
the translations. We find that the modification rate
is 40%, which indicates that the provided context is
very useful. Finally, we further verify the annotated
data by asking a different translator to check if the
headers are correctly translated.

1https://translate.google.com/
2Tables from WikiTableQuestion and Spider datasets have

5�10 question/answer pairs for each table.

Header Domain Paraphrasing
Chart Music Ranking list
W/L/T Sport Win/Loss/Tie
Short/Long Finance Speculates on the decline/increase

in a stock or other security’s price
Receiver Football A role of a football player to catch

forward passes from the quarterback
Aid/Did/Kid Academic Author ID/Domain ID/Keyword ID

Table 1: Example headers with industry jargon and ab-
breviation in our dataset.

Abbreviation Symbol Verb object phrase Capitalized
18.12% 27.18% 5.45% 87.25%

Table 2: Characteristic analysis of our dataset.

2.2 Data Statistics and Analysis

As we know, the translation cost is expensive, and
we provide parallel corpus in six languages, which
limits the volume of translated headers. On the
basis of our statistics, the average validating speed
is 100 headers/hour and we spend 159.34⇤5 hours
in total. This speed is much slower than the plain
text translation since our translators need to read
large amounts of different domain-specific contexts
to help disambiguation. To this end, we make our
best effort and translate 11,979 headers, spending
6,625 USD in total. According to our translators’
feedback, the context is quite helpful in understand-
ing the meaning of headers. We will also release
these contexts together with our schema translation
dataset to facilitate further study.

Dataset Analysis. To have a more quantitative
analysis of our dataset, we count the ratio of head-
ers containing four lexical features, including ab-
breviation, symbol characters, verb-object phrase
and capitalized character. As we can see in table 2,
these lexical features commonly occur in headers,
making them quite different from plain text.

To help better understand the domains of the
collected tables, we firstly use a 44-category on-
tology presented in Wikipedia: WikiProject Coun-
cil/Directory as our domain category. Then we ran-
domly sample 500 tables in the training set and
manually label the domains. According to our
statistics, our dataset covers all 44 domains. In
detail, the Sports, Countries, Economics, and Mu-
sic topics together comprise 44.6% of our dataset,
but the other 55.4% is composed of broader topics
such as Business, Education, Science, and Govern-
ment.
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Split Number of Tables Number of Headers
Train 2,437 8,796
Dev 450 1,285
Test 721 2,909

Table 3: Data split statistics of our dataset.

Datasets Splits. Firstly, for tables from Wik-
iTableQuestion dataset, we inherit the same data
splitting setting to divide the schema into training
and testing sets. Then we further divide tables from
the search engine and Spider dataset into two parts
and add them to the training and testing sets. After
that, we randomly sampled 450 tables from the de-
velopment set of the WikiTablesQuestion dataset
for validation. Eventually, we have 2,437 schemas
for training, 450 for validation, and 721 for testing.
Note that all headers for the same table are in the
same split. In this way, we can test a model’s abil-
ity to generalize to new tables. We summarize the
statistics of our dataset in Table 3.

3 Methodology

In this section, we describe our schema translation
approach in detail. We first introduce the require-
ment and our definition for the schema translation
task and then introduce the model architecture.

3.1 Task Requirement
In schema translation, both the meaning of the
headers and the structural information like order
and numbers must be completely transferred to the
target language. Obviously, this requirement can-
not be met by translating schema as a whole with
the traditional sequence-to-sequence NMT mod-
els because it cannot achieve precisely token level
alignment. For example, when concatenating all
headers with a separator “|”, the separator can be
easily lost during translation. To meet this require-
ment, we employ a header-to-header translation
manner in this work, which translates one header
at a time.

3.2 Task Definition
We define a column header as Hi = hh1, . . . , hni,
where hj is the jth token of the header in the
source language. Let Ci = (Si, Vi) denote the
context of Hi. It is made up of a set of selected
cell values Vi = {v1, . . . , vt} of Hi and the rest
of headers Si = [H1, . . . , Hi�1, Hi+1, . . . , Hm]
in the schema. The translation of Hi is denoted
as Yi = hy1, . . . , ymi, where yj is the jth token of

the header in the target language. Taking a header
H and its corresponding context C as input, the
model outputs the header Y in the target language.

3.3 Model
Basically, our model adopts a Transformer encoder-
decoder architecture (Vaswani et al., 2017), which
takes the source language header with its corre-
sponding context as inputs and generates the trans-
lation for the target language header as outputs.
Specifically, we model the target header and its
context as a directed graph and use the transformer
self-attention to encode them over two predefined
structural relationships and three entity types. Fig-
ure 2 depicts the overall architecture of our model
via an illustrative example.

Relation-Aware Self-Attention. First, we intro-
duce self-attention and then its extension, relation-
aware self-attention. Consider a sequence of inputs
X = {xi}ni=1 where xi 2 Rdx . Self-attention in-
troduced by Vaswani et al. (2017) transforms each
xi into zi 2 Rdx as follows:

eij =
xiWQ(xjWK)Tp

dz

↵ij = softmax
j

{eij} (1)

zi =
nX

j=1

↵ij(xjWV )

where WQ, WK , WV 2 Rdx⇥(dz).
Shaw et al. (2018) proposes an extension to self-

attention to consider the pairwise relationships be-
tween input tokens by changing Equation (1) as
follows:

eij =
xiWQ(xjWK + r

K
ij ))

T

p
dz

zi =
nX

j=1

↵ij(xjWV + r
V
ij )

(2)

Here the rij terms encode the known relationships
between the two tokens xi and xj in the input se-
quence. In this way, this self-attention is biased
toward some pre-defined relationships using the
relation vector rij in each layer when learning the
contextualized embedding. Specifically, they use
it to represent the relative position information be-
tween sequence elements. More details could be
found in their work (Shaw et al., 2018).
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[SEP]
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[SEP]
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Figure 2: An overview of CAST with an illustrative example of English-to-Chinese schema translation. Firstly,
the target header “Chinese” and its context are modeled as a directed graph. Then a stack of relation-aware
transformers encodes the input sequence X to X

0
with a relational matrix R induced from the graph.

Inspired by Shaw et al. (2018), we model the
target header and its context as a labeled directed
graph and use the same formulation of relation-
aware self-attention as Shaw et al. (2018). Here
X = {xi}ni=1 are initial embeddings of our input
sequence, and the relational matrix R is induced
from the input graph, where rij is a learned em-
bedding according to the type of edge that xi and
xj hold in the directed input graph. The following
section will describe the set of relations our model
uses to encode a target header concatenated with
its context.

Input Graph. We model a target header and its
context as a directed graph to represent their entity
types and structural relations. Firstly, we induce
two kinds of edges to denote the structural rela-
tionships between the target header and its context:
sibling header (i.e., an edge point from tokens in
S to tokens in the target header.), and belonging
value (i.e., an edge point from tokens in V to to-
kens in the target header.). In this sense, it could
incorporate the structural information into the con-
textualized representation of the target header.

Then, we define three sorts of entity types to dis-
tinguish the target header from its context. Specif-
ically, for a token in the target header, we assign
a special edge Target point to itself, denoting the
entity type. For tokens in S and V , we assign them
different edges point to themselves, e.g., Header,

and Value respectively. Figure 2 illustrates an ex-
ample graph (with actual edges and labels) and its
induced relational matrix R.

Initial Token Embedding. We obtain the initial
token embedding by a pre-trained transformer en-
coder before feeding it to the ration-aware trans-
former. To obtain the input sequence, each ele-
ment in S and V are firstly concatenated with a
vertical bar “|”. Then, the target header H , the
rest of the headers S, and the selected cell val-
ues V are concatenated by a separator symbol
“[sep]”. At last, following (Fan et al., 2020), an
additional source language token “hsrci” is added
at the front to help the pretrained model identify the
source language. The encoder then transforms the
final input sequence into a sequence of embedding
X = [x1, . . . , xl]. Then we feed them to the rela-
tional aware layers and get the final contextualized
sequence of embedding X

0
= [x

0
1, . . . , x

0
l] .

Decoder. The goal of the decoder is to autore-
gressively generate the translated column header
Y = hy1, . . . , ymi. Specifically, taking X

0 and the
representation of previously output token as input,
the decoder predicts the translation token by token
until an ending signal hendi is generated. Similar
to the encoder, a special token htgti which indi-
cates the target language is added at the front to
guide the prediction of the target language.
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4 Experiments

In this section, we conduct experiments on our
proposed schema translation dataset to evaluate
the effectiveness of our approach. Furthermore,
we ablate different ways of context modeling in
our approach to understand their contributions. At
last, we conduct a qualitative analysis and show
example cases and their predicting results.

4.1 Experiment Setup
Baseline. We choose two state-of-the-art NMT
models, including M2M-100 (Fan et al., 2020) and
MBart-50M2M (Tang et al., 2020), as our base-
lines. Specifically, both of the baseline models
employ the Transformer sequence-to-sequence ar-
chitecture (Vaswani et al., 2017) to capture fea-
tures from source language input and generate the
translation. The M2M-100 is directly trained on
large-scaled translation data while MBart-50M2M
is firstly pre-trained with a “Multilingual Denois-
ing Pretraining” objective and then fine-tuned in
machine-translation task. We evaluate the baseline
models with the following settings:

• Base: The original NMT models without fine-
tuning on the schema dataset.

• H2H: The NMT models that are fine-tuned
on our schema translation dataset in a header-
to-header manner.

• H2H+CXT: The NMT models are fine-tuned
by concatenating a target header and its con-
text as input and translating the target header.

• H2H+CXT+ExtL: The NMT models with
two extra Transformers layers at the end of
the encoder, and are fine-tuned with the same
setting as H2H+CXT.

Besides NMT models, we also trained a phrase-
based statistical machine translation (PB-SMT)
schema translation model with Moses3 (Koehn
et al., 2007), with the same data split.

Evaluation Metrics. We evaluate the perfor-
mances of different models with the 4-gram
BLEU (Papineni et al., 2002) score of the trans-
lations. Following the evaluation step in M2M-100,
before computing BLEU, we de-tokenize the data
and apply standard tokenizers for each language.
We use SacreBLEU tokenizer for Chinese, Kytea4

3http://www.statmt.org/moses
4https://github.com/neubig/kytea

Approach En-Zh En-Es En-Fr En-De En-Ja
PB-SMT 36.7 24.6 26.7 38.3 32.6
M2M-100

Base 27.4 23.9 27.5 30.6 22.2
H2H 45.1 48.6 54.2 46.1 38.8
H2H+CXT 47.2 48.5 53.3 46.7 40.4
H2H+CXT+ExtL 47.1 48.6 53.0 46.6 40.4

CAST 47.7 50.0 54.5 47.9 40.7
MBart-50M2M

Base 31.9 - 23.4 44.6 28.2
H2H 46.0 48.5 56.0 51.8 41.8
H2H+CXT 47.5 49.7 56.4 51.3 41.7

CAST 47.6 51.2 57.9 52.7 42.0

Table 4: Overall experimental results in BLEU for mod-
els translating schema from En to five languages. Re-
sults in bold denote the improvements are significant.

for Japanese, and Moses tokenizer5 for the rest of
the languages. Besides BLEU, we also conduct a
human evaluation for a more precise analysis.

Hyperparameters. We fine-tune all of our NMT
models for 4 epochs with a batch size of 4 and a
warmup rate of 0.2. To avoid over-fitting, we set
the early stopping patience on the validation set as
2. In the context construction, we randomly select
5 cell values for each target column. The Adam
optimizer (Kingma and Ba, 2015) with ß1=0.9,
ß2=0.99 and ✏ = 1e-8 is adopted. We set the num-
ber of relation-aware layers as 2, and we set the
learning rate of the decoder and the relational aware
layers as 3e-5, and decrease the learning rate of the
Transformer encoder to 4 times and 8 times smaller
for M2M-100 and MBart-50M2M respectively.

4.2 Experimental Results
We conduct experiments of translating schema
from English (En) to five different languages, in-
cluding Chinese (Zh), French (Fr), German (De),
Spanish (Es), and Japanese (Ja). The performances
of different translation models are listed in Table 4.

Overall Performance. The overall perfor-
mances of two NMT models across five target
languages show similar trends.

Firstly, compared with Base, which is trained
only on plain text, H2H gains significant improve-
ment. For example, H2H based on M2M-100 out-
performs Base by 17.7, 24.7, 26.7, 15.5, and 16.6
BLEU in translating schema from En to Zh, Es,
Fr, De, and Ja, respectively. It demonstrates a big
difference between plain text and tabular data, and

5https://github.com/moses-smt/mosesdecoder/blob/
master/scripts/tokenizer/tokenizer.perl
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Model Accuracy

M2M-100
Base 48.50%
H2H 63.34%
H2H+CXT 66.45%

CAST 68.75%

Table 5: Human evaluation results on En-Zh.

fine-tuning on schema translation data could allevi-
ate the difference to some extent.

Next, we find that, in most situations, the per-
formance of H2H can be further boosted by con-
catenating the constructed context from the table.
Taking H2H+CXT based on M2M-100 as an ex-
ample, comparing with H2H, H2H+CXT obtains
2.1, 0.6, and 1.6 points of improvement in En-Zh,
En-De, and En-Ja settings, respectively. In terms
of H2H+CXT based on MBart-50M2M, the con-
catenation of context also boosts the BLEU score
for translating schema from En to Zh and Es by 1.5
and 1.2. The observations demonstrate the benefits
of making good use of the constructed context.

However, we also notice that concatenating the
context does not help improve the performance of
H2H+CXT based on MBart-50M2M and M2M100
in the setting of En-De and En-Ja, and the setting
of En-Es and En-Fr, respectively. We hypothesize
that the decrease of BLEU score comes from the
noise brought by the context.

There are no significant differences between the
performance of H2H+CXT and H2H+CXT+ExtL
which has two extra Transformers layers since
the pre-trained NMT models have already had
12 Transformers layers. For example, the
H2H+CXT+ExtL model based on M2M100 ob-
tains 47.1, 48.6, 53.0, 46.6, and 40.4 BLEU points
on En-Zh, En-Es, En-Fr, En-De, and En-Ja, respec-
tively.

Finally, equipped with the relation-aware mod-
ule, CAST can make the best use of the context and
obtain significant improvement over H2H across
all settings. For models based on M2M-100, CAST
outperforms H2H by 2.6, 1.4, 0.3, 1.8, and 1.9
BLEU in En-Zh, En-Es, En-Fr, En-De, and En-Ja,
respectively. When it comes to models based on
MBart-50M2M, CAST obtains 1.6, 2.7, 1.9, 0.9,
0.2 improvements of BLEU points over H2H in
translating schema from En to 5 target languages.
It is also noticeable that CAST can help denoise the
concatenated context for H2H+CXT. For instance,
CAST based on M2M-100 achieves 1.5 and 1.2

Model En-De En-Fr

CAST 52.7 57.9
w/o Entity Type 52.2 57.4
w/o Structural Relation 52.3 56.9
w/o Entity Type and Structural Relation 51.3 56.4

Table 6: Ablation study results of BLEU score on
CAST based on MBart-50M2M in En-De and En-Fr.

improvements of BLEU points over H2H+CXT for
schema translation from En to Es and Fr respec-
tively. This improvement shows CAST can better
model the target header and its context. We also
run a Wilcoxon signed-rank tests between CAST
and H2H+CXT and the results show the improve-
ment are significant with p < 0.05 in 3 out of 5
languages. For the rest of the languages CAST
achieves comparable results.

Human Evaluation. Since the machine evalua-
tion metrics cannot absolutely make sure whether
the predicted result is correct or not, we conduct a
human evaluation on the test set for a more precise
evaluation. Specifically, we invite two experts to
evaluate each language pair. For each case, they
compare the machine translation and the human
annotation. The label is set as 1 if they think the
translation is equivalent to the annotation, other-
wise 0. We report the human evaluation results for
the Base, H2H, H2H+CXT, and CAST based on
M2M-100 on the En-Zh setting in Table 5.

According to human evaluation, H2H achieves
14.84% improvement over Base, and the perfor-
mance is further boosted by 3.11% when the con-
text is added. Finally, enhanced by the relation-
aware structure, CAST obtains 2.3% improvement
over H2H+CXT, which demonstrates the effective-
ness of our approach.

4.3 Ablation Study

We conduct ablation studies on CAST to analyze
the contributions of our predefined entity types
and structural relationships for context modeling.
First, we evaluate the variant of CAST without
entity types. Next, we evaluate the performance
of CAST, without structural relations. Finally, we
erase all kinds of relations in CAST which is iden-
tical to H2H+CXT. We report the performance of
models based on M2M-100 in the setting of En-De
and En-Fr in Table 6.

Firstly, it is clear that erasing entity types de-
creases the performance of the schema translation
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Type Header M2M-100(Base) H2H H2H+CXT CAST Context
Tokenization Skill_Description Ä˝-œ (skill-description) Ä˝œ (skill description) Ä˝œ (skill description) Ä˝œ (skill description)

AssessedDebtService ƒ˜Debt�° ƒ0:°�° ƒ0:°�° ƒ0:°�°
(assessed service) (assessed debt service) (assessed debt service) (assessed debt service)

Abbreviation OS ⌘Ï (we/us) ⌘Ï (we/us) Õ\˚fl (operating system) Õ\˚fl (operating system) Computer|System|Core
Jan ¶ (John) ¶ (John) 1� (January) 1� (January) Feb|Mar|Apr

Polysemy Area :fl (district) :fl (district) bÔ (area) bÔ (area) Height|Length|Depth
Chinese -˝∫ (people) -˝∫ (people) Ìá (language) Ìá (language) Class|Teacher|Student
Title ⌥ò (heading) LM (position) L� (song title) L�(song title) song id|singer
Volume πœ (capacity) w (reel/roll) Volume (not translated) πœ(capacity) fuel|engine
Film.1 5q1 (Film 1) 5q1 (Film 1) 5q (Film) 5q1(Film1) Film|Date
Rank of the year tí� (Rank of the year) tí� (Rank of the year) t˝ (year) tí�(Rank of the year) company id|station id

Table 7: Qualitative analysis for models’ performance in schema translation from En to Zh on three kinds of
headers. For each predicting result, we add extra explanations for their meanings in the brackets. Results with
underline denote the correct translation for the header.

models. Comparing CAST (w/o entity type) with
CAST, for instance, We can see a 0.5 and 0.5
decrease of BLEU for En-De and En-Fr respec-
tively. Secondly, the comparison between CAST
(w/o structural relation) and CAST shows that the
structure relations also play an important role in
bettering the performance of context modeling. As
seen in the En-Fr translation setting, CAST(w/o
structural relation) obtains a 1.0 lower BLEU score
over CAST. Finally, when erasing both kinds of
edges and the models give the lowest performance.

4.4 Qualitative Analysis
In this section, we conduct a qualitative analysis
on the effectiveness of CAST based on M2M-100
for three types of headers: headers with special
tokenization, abbreviation headers, and polysemy
headers. We list some of the example translations
in Table 7.

By comparing the translations for headers with
special tokenization, we can see that all fine-tuned
models, including H2H, H2H+CXT, and CAST
can accurately translate headers in CamelCase or
underscore tokenizations, while Base fails to skip
the underscore and cannot translate “Debt” in the
middle of “AccessedDebtService”.

For the abbreviation headers, when translating
“OS” (the abbreviation of operation system) and
“Jan” (the abbreviation of January), both Base and
H2H fail to get the correct result. However, be-
ing aware of the context of “Jan” (e.g., Feb, Mar
and Apr, etc.) and “OS” (e.g., Computer, System,
and Core, etc.), H2H+CXT and CAST can better
understand and translate the abbreviations.

When it comes to the polysemy headers, with
the help of context like “Height”, “Width” and
“Depth”, H2H+CXT and CAST can disambiguate
polysemy header “Area” from region or zone
to acreage. For header “Volume”, However,
H2H+CXT copies the source language column,

which is not a valid translation, because the transla-
tor is disturbed by the context. On the other hand,
with the help of the relational-aware transformer
encoder, CAST generates a proper translation for
“Volume” as the capacity of the engine. Affected
by the context, H2H+CXT only translates part of
the information from header ’Film.1’ and ’Rank of
the year’, while M2M-100, H2H, and CAST give
an appropriate translation.

5 Related Work

With the developments of Neural Machine Transla-
tion (NMT) systems (Sutskever et al., 2014; Bah-
danau et al., 2015), tremendous success has been
achieved by existing studies on machine translation
tasks. For instance, Vaswani et al. (2017) greatly
improved bilingual machine translation systems
with the Transformer architectures, (Edunov et al.,
2018) achieved state-of-the-art on the WMT’ 14
English-German tasks with back-translations aug-
mentation, Weng et al. (2020) and Yang et al.
(2020) explored ways to boost the performance
of NMT systems with pre-trained language mod-
els. Recent works (Fan et al., 2020; Zhang et al.,
2020) saw the potential to improve NMT models in
many-to-many settings and proposed models that
can perform machine translation on various lan-
guage pairs. While the above-mentioned studies
focus on sentence-level translation in plain text,
they are not suitable for schema translation.

A line of machine translation research closely re-
lated to our task is the phrase-to-phrase translation,
which considers phrases in multi-word expressions
as their translation unit. Traditional phrase-based
SMT models (Koehn et al., 2007; Haddow et al.,
2015) get phrase table translation probabilities by
counting phrase occurrences and use local context
through a smoothed n-gram language model. Re-
cently, some works explore ways to adapt NMT
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models for phrase translation. For example, Wang
et al. (2017) combined the phrase-based statisti-
cal machine translation (SMT) model into NMT
and shown significant improvements on Chinese-
to-English translation data, Huang et al. (2018)
explored the use of phrase structures for NMT sys-
tems by modeling phrases in target language se-
quences, and Feng et al. (2018) used a phrase atten-
tion mechanism to enhance the decoder in relevant
source segment recognition. The main differences
between these studies and our work are: (1) we do
not rely on external phrase dictionaries or phrase
tables; and (2) we study how to make use of the
schema context for word-sense disambiguation in
the schema translation scenario.

Context-aware schema encoding has received
considerable attention in both recent semantic pars-
ing literature (Hwang et al., 2019; Gong et al.,
2019) and Table-to-Text literature (Gong et al.,
2019). In general, there are two sorts of techniques:
1). add additional entity type embedding and spe-
cial separator token from the input sequence to
distinguish the table structure (i.e., Type-SQL and
IRNET); 2). encode the schema as a directed graph.
For example, Bogin et al. (2019) use a Graph Neu-
ral Network (Scarselli et al., 2008), and Wang
et al. (2020); Shaw et al. (2019) use a transformer
self-attention mechanism to encode the schema
over predefined schema relationships. Unlike these
works, we explore the suitability of schema en-
coding techniques for the newly proposed schema
translation task.

6 Conclusion

In this paper, we propose a new challenging trans-
lation task called schema translation, and construct
the first parallel dataset for this task. To address the
challenges for this new task, we propose CAST,
which uses a relational-aware transformer to en-
code a header and its context over predefined rela-
tionships, making it aware of the table context.

Ethical Considerations

The schema translation dataset presented in this
work is a free and open resource for the commu-
nity to study the newly proposed translation task.
English tables collected are from three sources.
First, we collect all tables from the WikiTableQues-
tions dataset (Pasupat and Liang, 2015), which is
a free and open dataset for the research of ques-
tion answering task on semi-structured HTML ta-

bles. Since all of the tables are collected from
open-access Wikipedia pages, there is no privacy
issue. Second, we collect 176 English tables from
the search engines which are also publicly avail-
able and do not contain personal data. To Fur-
ther enlarge our dataset, we select all tables from
the training set and development set of the Spider
dataset (Yu et al., 2018), which is also a free and
open dataset for research use. Since the tables from
the Spider dataset are mainly collected from open-
access online csv files, college database courses
and SQL websites, there is no privacy issue either.
For the translation step, we hire professional trans-
lators to translate the collected English tables to
five target languages and the details can be found
in Section 2.

All the experiments with NMT models in this
paper can be run on a single Tesla V100 GPU. On
average, the training process of models in differ-
ent languages can be finished in four hours. We
implement our model with the Transformer6 tools
in Pytorch7, and the data will be released with the
paper.
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