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Abstract

For programmers, learning the usage of APIs
(Application Programming Interfaces) of a
software library is important yet difficult. API
recommendation tools can help developers use
APIs by recommending which APIs to be
used next given the APIs that have been writ-
ten. Traditionally, language models such as
N-gram are applied to API recommendation.
However, because the software libraries keep
changing and new libraries keep emerging,
new APIs are common. These new APIs can
be seen as OOV (out of vocabulary) words and
cannot be handled well by existing API recom-
mendation approaches due to the lack of train-
ing data. In this paper, we propose APIRecX,
the first cross-library API recommendation ap-
proach, which uses BPE to split each API call
in each API sequence and pre-trains a GPT-
based language model. It then recommends
APIs by fine-tuning the pre-trained model.
APIRecX can migrate the knowledge of ex-
isting libraries to a new library, and can rec-
ommend APIs that are previously regarded as
OOV. We evaluate APIRecX on six libraries
and the results confirm its effectiveness by
comparing with two typical API recommenda-
tion approaches.

1 Introduction

Application Programming Interface (API) is an in-
tegral part of software libraries. Being familiar
with APIs could help improve programming pro-
ductivity. However, a library tends to contain a
large number of APIs and there could be complex
dependencies among APIs, and thus understanding
all APIs in a library is very challenging, especially
for new developers. To facilitate correct and ef-
ficient usage of APIs during programming, many
API recommendation approaches (Zhong et al.,
2009; Nguyen et al., 2016; Xie et al., 2019; Bruch
et al., 2009; Huang et al., 2018) have been pro-
posed. More specifically, API recommendation

*Junjie Chen is the corresponding author.

aims to automatically recommend a correct API
call at the current programming location based on
its preceding part of code information.

As an example, Listing 1 shows a Java code snip-
pet about opening a text file. Assuming a program-
mer forgets what to write in Line 6. API recommen-
dation tool can help the programmer by prompting
the most likely API call to be used next. In this
case, printStackTrace() will be returned. The
API recommendation tools do so by learning API
usage pattern from a large code corpus. Some tools
(Nguyen et al., 2016; Nguyen and Nguyen, 2015)
use probabilistic models to learn API usage pat-
tern , while others (Zhong et al., 2009; Wang et al.,
2013) use data mining methods to find API usage
patterns . Recently, deep learning based language
models are proposed to model the API sequences
and have obtained promising results in recommend-
ing APIs (Raychev et al., 2014; Yan et al., 2018;
White et al., 2015; Nguyen and Nguyen, 2015).

However, the existing API recommendation
tools only focus on improving the performance
of API recommendation when API usage data are
sufficient (i.e., the usage data of the APIs to be
recommended are sufficient in training data). That
is, they mostly ignored the OOV (out of vocabu-
lary) problem, which could have negative impact
on the performance of API recommendation. More
specifically, when some APIs are unseen in train-
ing data, these approaches cannot recommend them
correctly. The OOV problem could be more serious
for a new library, since it is very difficult to collect
sufficient API usage data.

To conduct API recommendation for new li-
braries, cross-library API recommendation is a po-
tentially feasible solution, which aims to recom-
mend APIs in new libraries based on the usage data
of APIs in other libraries, but it is still an open
challenge due to the inherent OOV problem. For
example, as shown in Listing 2, we may rarely (or
even never) see SQLException.printStackTrace()
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in the training set, but the usage of Exception is
very common in the training set and the usage of
SQLException and Exception are similar. So if we
use a word segmentation algorithm to split SQLEx-
ception.printStackTrace() into the sequence: SQL-
Exception-.-print-StackTrace(), we can use the Ex-
ception usage pattern learned during the training
process to predict the printStackTrace() method and
finally synthesize SQLException.printStackTrace()
as the recommendation result.

public static void main(...) {
FileInputStream inputStream =
try {
File file = new File("tmp.txt")}
catch (Exception e) {
e.____); //To write a catch block

}

null ;

}

API Sequence: FilelnputStream .new()-
TRY-TryBlock—-File .new(String )—
CATCH-Exception .

Listing 1: An Example of API Recommendation

public static Connection
getConnection () {

Connection connection = null;
try {
connection = Drivermanager. get (URL,

username , password) ;
} catch (SQLException e) {

e.printStackTrace () ;

}

return connection;

}

J

Listing 2: An OOV Example in API Recommendation

To achieve the goal of cross-library API recom-
mendation, we draw lessons from the area of text
generation in relieving the OOV problem (Sennrich
et al., 2016; Hermann et al., 2021). More specifi-
cally, we design a framework of cross-library API
recommendation, called APIRecX, which consists
of three main components, i.e., API segmentation,
subword language model building, and API synthe-
sis for recommendation. Since the OOV problem
at the API level hampers cross-library API recom-
mendation, APIRecX first incorporates BPE (Byte
Pair Encoding) (Provilkov et al., 2020; Sennrich
et al., 2016), one of the most widely-used word
segmentation methods in text generation, to split
each API call into a sequence of subwords. That
is, the OOV problem at the API level could be
largely relieved at the subword level. Based on
a large number of subword data, APIRecX then

adopts the “pre-training&fine-tuning” mechanism
to build a GPT-based(Generative Pre-Training) pre-
trained language model, which can recommend a
subword in each prediction. Since the recommen-
dation process is conducted at the subword level,
it is necessary to compose a complete API call
for recommendation based on predicted subwords.
Here, APIRecX incorporates beam search for API
synthesis.

To evaluate the performance of APIRecX, we
conducted an extensive study based on 1,711 Java
projects from GitHub involving six libraries in
three domains as subjects for mimicking new li-
braries in the scenario of cross-library API recom-
mendation, and over 14,000 GitHub Java projects
that do not involve the former six libraries as train-
ing corpus. By comparing with two typical API
recommendation approaches, i.e., LSTM-based lan-
guage model(Yan et al., 2018; White et al., 2015)
and N-gram-based language model (Raycheyv et al.,
2014; Karampatsis and Sutton, 2019; Hindle et al.,
2012), our experimental results demonstrate the
effectiveness of APIRecX for cross-library API
recommendation in terms of recommendation ac-
curacy.

To sum up, this work makes the following major
contributions:

* We propose the first framework for cross-
library API recommendation, consisting of
BPE-based API segmentation, subword lan-
guage model building, and beam-search based
API synthesis.

* We are the first to build a GPT-based language
model in the area of API recommendation,
which is more effective than the existing lan-
guage models.

* We conduct an extensive study to evaluate our
proposed approach, demonstrating its effec-
tiveness in the scenario of cross-library API
recommendation.

2 Approach

In the paper, we propose APIRecX, the first
approach for cross-library API recommendation.
With APIRecX, we can recommend APIs in some
libraries (especially new libraries) by learning from
a large amount of API usage data of some other
libraries.
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Figure 1: An Overview of APIRecX

2.1 Overview

Achieving the goal of cross-library API recommen-
dation is challenging.

¢ First, different libraries tend to not contain
APIs with the same names, and thus it is hard
to adopt existing approaches to recommend
APIs that are not seen in training data. That is,
the first challenge is due to the OOV problem
at the API level. To overcome it, APIRecX
aims to recommend APIs at the subword level
through API segmentation. The insight is that
an API call usually consists of a set of rela-
tively commonly-used subwords such as Ex-
ception, print, etc. Therefore, the OOV prob-
lem at the API level can be largely relieved at
the subword level.

* Second, APIRecX recommends each subword
in turn and then composes a complete API call
for recommendation based on predicted sub-
words. That means that an API call can be cor-
rectly recommended only if all the subwords
in the API call are recommended correctly,
which largely aggravates the recommendation
difficulty. To relieve the inaccuracy of API
recommendation caused by inaccurate sub-
word prediction, APIRecX incorporates beam
search to enlarge the search space of API syn-
thesis instead of directly recommending an
API call composed by Top-1 subword in each
prediction.

With the above two insights, we design a novel
GPT-based method in APIRecX to build a subword
language model. Here, APIRecX first pre-trains a

subword language model based on a large number
of API usage data of other libraries in an offline pro-
cess. When new libraries are released, APIRecX
then directly fine-tunes the pre-trained model af-
ter collecting a certain amount of API usage data
of new libraries, which is much more efficient
than retraining based on all API usage data (i.e.,
pre-training data and fine-tuning data). Also, to
make APIRecX a light-weight approach, APIRecX
does not build complex data-flow and control-flow
graphs, but directly represents a method as an API
sequence following the existing work (Gu et al.,
2017; Yan et al., 2018; Nguyen et al., 2017). The
overview of APIRecX is shown in Figure 1.

2.2 BPE-based API Segmentation

APIRecX extracts API sequences following the
practice in the existing work (Gu et al., 2017),
which extracts all API calls (identifier&arguments,
e.g.DriverManager.getConnection(String)), and
control statements with API call in a method to
form an API sequence. Here, all variables in API
sequences are replaced with their types. For exam-
ple, for an API call o.m () where o is an instance
of a class C, APIRecX adds C.m to the API se-
quence.

Although API names tend to be unique, they
usually consists of a set of relatively commonly-
used subwords. That is, different API names may
include common subwords, and thus the OOV prob-
lem at the API level could be largely relieved at the
subword level. With this insight, APIRecX splits
an API call in an API sequence into a sequence of
subwords and conducts follow-up learning and pre-
diction at the subword level, and finally composes
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a complete API call for recommendation based on
predicted subwords. In this way, it is possible to
compose an unseen API call in training data with
subwords, which makes cross-library API recom-
mendation become feasible.

Here, APIRecX adopts BPE (Provilkov et al.,
2020; Sennrich et al., 2016; Devlin et al., 2018),
one of the most widely-used word segmentation
methods in text generation, for splitting an API call
to subwords. The reason why choosing BPE is that
it achieves a good balance between effectiveness
and efficiency. More specifically, compared with
character segmentation (Gao et al., 2020) ,whites-
pace segmentation (Tezcan et al., 2020; Mikolov
et al., 2013),and CamelCase segmentation,BPE
is more effective, since character segmentation is
too fine-grained and thus leads to much semantic
loss while whitespace segmentation is too coarse-
grained for API calls and thus cannot effectively
relieve the OOV problem.Although CamelCase seg-
mentation can achieve a relatively appropriate seg-
mentation granularity, compared with BPE.,it has
a larger granularity, which will cause more OOV
words.By taking the domain of Swing as an exam-
ple, there are 61.9% common subwords between
training and test data achieved by BPE, while there
are only 50.9% common subwords achieved by
CamelCase.Compared with more advanced meth-
ods (e.g., WordPiece (Devlin et al., 2018) and
ULM (Chen et al., 2005), BPE is more efficient but
not much less effective, since these methods need
to build language models during word segmenta-
tion while BPE is based on frequency. Besides,
APIRecX adds a special subword (/t) to mark
the end of each API call, which helps APIRecX
determine the termination of subword recommen-
dation for an API call. Through this step, APIRecX
obtains a large amount of API usage data at the sub-
word level. As an example, for the code in Listing
1, the API sequence after BPE-based segmenta-
tion is: Connection—.—new()(/t)-TRY(/t)-Driver—
Manager——get—Connection()(/t) —CATCH(/t)—
Exception——print-StackTrace()(/t).

2.3 Building a Subword Language Model

To build a subword language model, APIRecX
adopts the “pre-training & fine-tuning” mechanism
as presented above. That is, APIRecX first pre-
trains a subword language model based on a large
amount of subword data that do not involve APIs
of new libraries, and then fine-tunes the pre-trained

model by including a small amount of subword
data involving the APIs of the library to be recom-
mended. Besides the efficiency benefit presented
above, fine-tuning has been demonstrated to be
more effective than the strategy of direct training
based on the mixed data of pre-training data and
fine-tuning data (Mao et al., 2015), since the vol-
ume of API usage data of new libraries is signifi-
cantly smaller than that of other libraries, leading
to very difficult to learn usage patterns of the APIs
of new libraries via the latter strategy.

In APIRecX, we design a GPT-based subword
language modeling building method. GPT first
maps an API subword sequence S =ay, ..., a; into
a vector matrix through the embedding layer Emb
where t represents the total number of subword
in the API subword sequence , and then we can
get the embedding matrix Hy of the API subword
sequence after adding the position information
through the position embedding matrix W,,.

x=0
1<z<n

) Emb(S) + W, 0
“ | Thlock(H,—y)

Then, GPT inputs the obtained embedding ma-
trix into the decoder block of the transformer for
calculation. where x represents the order number
of Transformer layers, and the vector matrix H,
outputted by the last layer of decoder block rep-
resents the attention weight for each subword in
this sequence. Then, H,, is multiplied by the trans-
pose of embedding layer matrix, and normalized
by softmax to obtain P(S) which represents the
probabilities of all subwords in the vocabulary at
each position in the sequence.

P(S) = Softmax(H, *+ Emb") ()

In the training phase, we calculate the loss between
ground truth and P(.S) through cross-entropy, and
optimize GPT through the Adam optimization al-
gorithm.

2.4 Beam-search based API Synthesis

With a subword language model, APIRecX recom-
mends a subword in each prediction based on a
sequence of subwords before the current position
to be predicted. Given that an API call to be recom-
mended is denoted as A, = {s. 82, ..., s"m

where 5¥n refers to the j th subword in 4,,, and n,y,
refers to the number of subwords in A,,, API calls

before A,, are denoted as {A1, As,..., Apm—1}
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where 4; = {s},s?,...,s!"}. When pre-
dicting at the position of s., APIRecX
inputs {st,ooo s st o syt
to the model, and when predicting at
the position of S, APIRecX inputs
{si,..., 8 sk 1 o st w) ..,w%{l},
where wi,;, ! is the predicted subword at the

position of s)Y and wi; ! is the same as s/,
if the prediction is correct. That is, the cur-
rently predicted subword is used to predict
subsequent subwords.  When the prediction
result ends with (/t), APIRecX outputs the
chain of predicted subwords as the API call
for recommendation. For example, in listing 2,
when the developer enters e. on line 6, APIRecX
inputs {Aj, Ag, A3, Ay, S, 52}, where A; =
{File, Input, Stream, .,new()(/t)}, A2 =
{TRY (/t)}, A3 = {File,.,new(String)(/t)}
, Ay = {CATCH(/t)}, Si = FEuxception
and 552 = .. Then APIRecX predicts the next
subword based on the input. When APIRecX
predicts a subword ending with (/t) such as
{print, StackTrace()(/t)}, it will merge pre-
dicted subwords with S} and S? and return the
result to the developer.

However, subword prediction aggregates the dif-
ficulty of API recommendation, since it is hard to
guarantee the accurate prediction of each subword
in an API call. Especially, when a wrong subword
is predicted in a certain position, the predictions of
all the subsequent subwords could be also affected,
since the wrong subword will be used to predict
subsequent subwords. Actually, each subword is
assigned as a probability in each prediction. By
considering all the subwords in each prediction and
using each subword for subsequent predictions, the
correct chain of subwords (used for composing a
complete API call) cannot be missing, but explor-
ing such enormous combination space is unafford-
able. Therefore, it is still challenging to recom-
mend a complete API call based on subword-level
prediction.

To achieve the balance between the accuracy of
API recommendation and the efficiency, APIRecX
adopts widely-used beam search (Freitag and Al-
Onaizan, 2017; Shu and Nakayama, 2018; Huang
etal.,2017). More specifically, beam search consid-
ers Top-K subwords (K refers to beam size) in each
prediction rather than only Top-1 subword or all the
subwords. For each of Top-K subwords in a predic-
tion, it then produces Top-K subwords and obtains

K? chains of subwords, and then preserves Top-K
chains according to their chain probabilities for the
next prediction. Following the existing work (Shu
and Nakayama, 2018; Huang et al., 2017; Freitag
and Al-Onaizan, 2017; Karampatsis et al., 2020),
we use Formula 3 to calculate the chain probability
of a chain of subwords:

P(win,’ "'7w77:n:|8}7 AR 8?1""7527131) = H p(winz) (3)
j=1

where,  p(w},) (which is short for

J el Nm—1 1 G—1\y -

p(win|sy, -, ST oo S Wy - Wiy ) S

the probability of the j subword in the chain of
(wr, ..., w ) predicted by the subword model.

To relieve the effectiveness problem caused
by the monotonicity of traditional beam search,
APIRecX preserves the memory of poor-quality
incomplete chains produced during the process
of beam search following the existing work in
text generation (Shu and Nakayama, 2018). More
specifically, APIRecX constructs a candidate pool
that stores the remaining incomplete chains except
Top-K chains among k? chains produced in each
prediction. When k? chains produced based on
Top-K chains selected from the last prediction have
smaller chain probabilities than those of chains
in the candidate pool, APIRecX chooses Top-K
chains among the k2 chains produced in the current
prediction and all the chains in the candidate pool
rather than only the current k2 chains. In this way,
APIRecX has a chance to make up wrong choice in
previous predictions. Besides, APIRecX improves
the condition of terminating the beam search pro-
cess following the existing work (Huang et al.,
2017) in text generation, i.e., the searching stops
until the smallest chain probability among all the
produced complete chains is larger than the largest
chain probability among all incomplete chains (in-
cluding incomplete chains in both the candidate
pool and current Top-K chains).

3 Evaluation

3.1 Experimental Setup
3.1.1 Datasets

We used six JDK libraries from three domains to
mimic new libraries in the scenario of cross-library
API recommendation. They are java.sqgl and
Javax.sql in the domain of JDBC (which is the
domain about database operations), java.awt
and javax.swing in the domain of Swing
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Domain #API  #Project #Sequence
JDBC 909 784 42,298
Swing 10,622 722 63,249
10 1,192 205 15,356

Table 1: Statistical information on three domains

#Projects 14,807
#LOC 352,312,696
#Methods 15,201,014
#Sequence 5,120,310

Table 2: Statistical information on pre-train corpus

(which is the domain about user interfaces), and
java.io and java.nio in the domain of 10
(which is the domain about stream-based inputs and
outputs), respectively. Based on the three domains,
we conducted three groups of experiments, each of
which uses the two libraries in the corresponding
domain as the new libraries for recommendation.
Table 1 shows the information about the three ex-
periments. where Column “#API” is the number
of APIs in the corresponding domain libraries, Col-
umn “#Project” is the number of Java projects that
are collected from GitHub and use the APIs in the
domain libraries, and Column “#Sequence” is the
number of API sequences that are extracted from
the collected projects.

Besides, we adopted the corpus provided by the
existing work (Allamanis and Sutton, 2013) for pre-
training. The corpus has over 14,000 Java projects
from GitHub after removing the projects involv-
ing the above three domains. From these projects,
we extracted over 5,000,000 API sequences as pre-
training data.Table 2 shows the information about
the pre-train corpus. where Column “#Projects”
is the number of Java projects in pre-train corpus,
Column “#LOC” is the total number of lines of
code, Column “#Methods” is the total number of
java methods, and Column “#Sequence” is the num-
ber of API sequences that are extracted from this
corpus.

3.1.2 Selecting test and fine-tune data

We used 10 projects (splitting domain projects
into 10 groups and then selecting the one with the
largest number of domain API calls in each group)
as test projects, and extract API call sequences from
them.For each sequence of API calls, we produced
a set of API call sequences, each of which contain
a "hole", as test data. Specifically, we produced
them by digging a "hole" from the second API call
in the sequence in turn respectively. Then, for each

API call sequence with a "hole", we used the se-
quence of API calls before the "hole" as input for
predicting the API call in the "hole". After select-
ing the test data, we sample a certain amount of
data from the remained data at 5 different sampling
ratios which are 0.2%, 1%, 10%, 50%, and 100%
as fine-tune data.Then we use these sampled data
to fine-tune the pre-trained model following the
fine-tuning process presented in Section 2.3

3.1.3 Baselines

We adopted traditional LSTM-based API recom-
mendation approach (Yan et al., 2018; White et al.,
2015; Zhang et al., 2019; Chen et al., 2019) and N-
gram based API recommendation approach (Ray-
chev et al., 2014; Karampatsis and Sutton, 2019)
for comparison in order to quantitatively investi-
gate the superiority of APIRecX over traditional
API recommendation approaches. We refer to the
parameter settings in these two works(Yan et al.,
2018; Raychev et al., 2014) to train baseline tools
on the data we collected, and the specific parameter
settings are shown in Table 6.

3.1.4 Parameters

The parameters comprise the model training param-
eters and the beam search parameters in the API
recommendation process. Table 6 lists all the pa-
rameters of APIRecX and baselines. The structure
of original GPT contains a 12-layer transformer
decoder block with 12-head attention, containing
nearly 100 million parameters, which requires an
extremely huge amount of data to support train-
ing. However, compared with collecting text data,
it is harder to collect such a huge amount of API
usage data to support training such a complicated
model, and thus we tailored the structure of the
original GPT to match with the scale of our train-
ing data. Specifically, our tailored GPT uses a 6-
layer transformer decoder block with 8-head atten-
tion. Besides, GPT handles fixed-length sequences,
thus we set the subword-sequence length to be 512.
In our context, the fixed-length sequence refers
to the fixed-length subword sequence processed
from an API call sequence. For the API call se-
quences in our dataset, the average length is 41,
the largest length is 2,280, and the percentage of
subword sequences that are longer than 512 is only
0.4%. Moreover, the longer the sequence is, the
more difficult it is to model. Therefore, our setting
(512) could reach a good trade-off following the
existing study(Devlin et al., 2018). The baseline
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model parameters were set according to the previ-
ous work(Yan et al., 2018; Raychev et al., 2014).
We trained the APIRecX for 15 epochs in the pre-
training stage, and then we adopted the early stop
strategy to terminate the fine-tuning process in the
fine-tuning stage. For baseline approaches, we
adopted early stop strategy to terminate the training
process according to the previous work.

Beam search process contains two parameters:
beam size and max iteration. Beam size represents
the width of beam search and max iteration repre-
sents the maximum search epoch. More details of
parameters setting will be shown in the Appendix.

3.1.5 Evaluation Metric

To evaluate the performance of APIRecX, we
adopted Top-N accuracy following the existing
work on API recommendation (Xie et al., 2019;
Nguyen et al., 2016; Nguyen and Nguyen, 2015).
Each API recommendation approach can produce
a ranking list of API calls for recommendation.
Top-N accuracy measures the percentage of the
cases that the correct API call is included in Top-
N results among all the locations in the test set,
and higher Top-N accuracy indicates better perfor-
mance. Following the existing work (Nguyen et al.,
2016; Nguyen and Nguyen, 2015; Xie et al., 2019;
Yan et al., 2018), we set N tobe 1, 5, and 10 respec-
tively. Note that We focus on the recommendation
of domain APIs, so we only report the accuracy of
Top-N recommendation of domain APIs.

3.2 Results and Analysis

3.2.1 Opverall effectiveness

Table 3 presents the comparison results between
APIRecX and baselines under five sampling ratios
in three domains, respectively.

From this table, APIRecX performs better than
the two baselines under all the studied sampling
ratios in all the three domains in terms of all the
metrics. For example, under the sampling ratio of
0.2% in the domain of 10, APIRecX has achieved
52.9% Top-1 accuracy while the two baselines are
only 30.6% and 16.5%. The improvements are
72.87% and 220.61%, respectively. We also per-
formed a Wilcoxon rank sum test to investigate
whether our approach can significantly outperform
LSTM and N-gram across all the domains respec-
tively. The results show that all the p-values are
smaller than 0.004 (<0.05) regardless of Top-1/Top-
5/Top-10 accuracy, demonstrating the effectiveness
of our approach in statistics.

We then analyzed why APIRecX performs well
as shown in Table 4. In this table, the fast three
rows present the percentage that training data cover
domain APIs in the test set, the percentage that
training data cover subwords from domain APIs
in the test set, percentage of unseen APIs in the
correct recommendation result, and the last rows
present the number of API call types that success-
fully recommended by APIRecX under the sam-
pling ratio of 0.2%.

From Table 4, under the sampling ratio of
0.2%, the API coverage is small (10.9~49.3%),
only 25.5% APIs are covered by training data
on average, but the subword coverage is large
(61.9~89.3%) and the average subword coverage
rate reached 77.7%, indicating the power of API
segmentation to handle the OOV problem. Indeed,
APIRecX is able to recommend unseen APIs in
both pre-training and fine-tuning data. For exam-
ple, Among the APIs correctly recommended by
the APIRecX, an average of 28.1%, 131.3 types is
from the unseen APIs,demonstrating its ability for
cross-library API recommendation.

3.2.2 Effectiveness of Beam Search

We compare our beam search strategy in APIRecX
and the traditional beam search (Freitag and Al-
Onaizan, 2017; Shu and Nakayama, 2018) under
different beam sizes. Here, we use the JDBC do-
main with and the sampling ratio of 10% as the rep-
resentative, whose comparison results are shown in
Table 5. From this table, our used beam search per-
forms better than traditional beam search under all
the studied beam sizes in terms of all the metrics,
demonstrating the contribution of the improved
beam search strategy. In the meanwhile, its contri-
bution becomes more obvious in Top-5 accuracy
and Top-10 accuracy than Top-1 accuracy because
the rescued chains of subwords by the improved
beam search are difficult to have larger chain prob-
abilities than Top-1 chain due to the small proba-
bility of certain subword prediction. More specifi-
cally, the probability of a complete API call (e.g.,
printStackTrace() in Line-6 of Listing-1) is the
product of the probabilities of a chain of subwords
(e.g., print, StackTrace, ()). Although the candi-
date pool storage of the improved beam search can
relieve the effectiveness problem caused by the
monotonicity of traditional beam search through
preserving the memory of poor-quality incomplete
chains produced during the beam-search process,
the small probabilities of poor-quality incomplete
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Sample | Approach JDBC Swing 10
Top-1 Top-5 Top-10 | Top-1 Top-5 Top-10 | Top-1 Top-5 Top-10
APIRecX 37.9 T4.7 81.2 25.0 43.8 51.2 52.9 69.5 73.7
0.2% LSTM 26.8 52.6 65.9 15.1 31.3 39.1 30.6 53.4 63.3
N-gram 11.9 41.5 56.5 7.9 26.3 31.6 16.5 45.9 57.0
APIRecX 42.8 71.7 83.7 25.3 46.9 54.5 56.4 75.5 79.8
1% LSTM 31.6 67.4 74.8 17.2 343 44.0 36.7 56.5 66.4
N-gram 16.0 40.6 58.5 10.2 28.2 36.7 16.7 45.9 57.8
APIRecX 46.9 79.9 85.7 40.6 67.8 74.5 56.9 75.9 80.5
10% LSTM 33.7 69.1 75.3 30.6 53.1 60.9 36.1 60.8 70.0
N-gram 18.6 43.8 59.3 16.3 37.5 46.9 18.1 48.3 59.2
APIRecX 56.6 86.3 93.0 48.7 79.0 80.9 60.6 81.9 85.3
50% LSTM 41.8 73.8 84.7 32.8 56.7 65.0 39.1 64.1 70.9
N-gram 254 55.1 63.7 16.3 394 48.7 18.6 48.5 62.8
APIRecX 60.0 89.4 94.5 54.8 77.2 83.7 63.9 84.2 88.7
100% LSTM 434 76.2 85.6 36.7 61.1 69.2 40.1 67.1 75.3
N-gram 28.6 56.1 65.5 18.7 41.4 50.7 21.6 52.8 68.8
Table 3: Overall effectiveness of APIRecX
Criterion IDBC DS"v'v‘i‘s;“ 0 Avg. In the literature, some statisti.cal learning based
API Coverage 493% 109% 163% | 255% (Nguyen and Nguyen, 2015; Liu et al., 2018; Ray-
Subword Coverage 82.0% 61.9% 89.3% | 717%  chev et al., 2014; Xie et al., 2019) and pattern
OOV Correct Rate 8.7% 26.4% 49.6% | 28.1% .. .
OOV Correct AP type | 14.7 3176 615 1373~ Mmining based API recommendation approaches
(Zhong et al., 2009; Wang et al., 2013; Fowkes and
Table 4: Analysis of the results Sutton, 2016; Xie et al., 2019) have been proposed
without dealing with the OOV problem, and thus
Beam size | Method Top-1 | Top-5 | Top-10  all of them cannot be effective in the scenario of
10 Ours 4521 194 84.3 " cross-library API recommendation. For example,
Traditional 441 69.7 76.1 Xie et al. (2019) proposed HiRec, which improves
s Ours 46.6 | 786 84.6 - (ZULY) prop ’ ' IMp
Traditional 44.5 69.1 75.8  pattern-mining based approaches by utilizing the
20 Ours 46.9 79.9 85.7  hidden information of project-specific code via call
Traditional | 44.1 70.1 77.1  graph in mining API usage patterns. Nguyen and
25 Ours 46.6 83.1 85.7 Nguyen (2015) designed a graph-based statistical
Traditional 44.0 72.7 77.2
Ours 453 30.1 367 language model by representing source code as
30 Traditional 443 71.9 78.0  graphs for API recommendation. Different from

Table 5: The results of different beam search methods
on JDBC

chains could lead to the small probability of the
corresponding complete API call, making it hard to
be ranked as Top-1. Taking Line-6 in Listing-1 as
an example, if “StackTrace” has a small probability,
its small probability could make the probability of
the complete API call small, causing it hard to be
ranked as Top-1. Therefore, the improved beam
search has less apparent improvement in terms of
Top-1 accuracy. Also, APIRecX performs stably
under different beam sizes.

4 Related work

4.1 API recommendation

them, APIRecX is the first approach for cross-
library API recommendation by handling the OOV
problem via GPT-based pre-trained subword lan-
guage model.

4.2 Pre-trained models across languages

Our approach is inspired by pre-training in the mul-
tilingual scenario (Chi et al., 2020; Huang et al.,
2019; Yang et al., 2020a,b, 2019). For example,
Lample and Conneau (2019) proposed the XLM
model, which processes multiple languages via
BPE so that all the languages can share subword
dictionaries. Ren et al. (2019) proposed the cross-
lingual masked language model, which uses more
explicit cross-lingual information (such as trans-
lation table). More specifically, they used the
monolingual corpus of two languages to train the
monolingual N-gram vector through FastText (Bo-
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janowski et al., 2017), and then used the unsuper-
vised cross-lingual word vector method, VecMap,
(Garneau et al., 2020) to obtain the cross-lingual
N-gram vector. The translation table between the
two languages is inferred from the similarity of the
N-gram vectors of the two languages.

Different from them, our work targets the prob-
lem of API recommendation rather than cross-
lingual problems, which have different character-
istics, and APIRecX builds a GPT-based subword
language model for API recommendation. Code-
BERT(Feng et al., 2020) gets a general language
model about programming language by pre-trained
on six different programming languages, and can
be applied to different downstream tasks,It seems
that codebert can be our baseline but the reason
why not use CodeBERT as the baseline for com-
parison is that it needs two-way information and
we regard API recommendation as a one-way text
generation task. When developers use API, they
usually write API calls sequentially (forward) and
the task of API recemmendation is to predict the
future API calls, there is no reverse information
(backward) in practice. Therefore, CodeBERT can-
not be applied to our problem.

5 Conclusions

We propose the first approach APIRecX for cross-
library API recommendation, which can automat-
ically recommend API calls for new libraries.
APIRecX first splits each API call into a sequence
of subwords to relieve the OOV problem at the
API level. It then pre-trains a GPT-based sub-
word language model based on a large number
of API usage data from other libraries. By fine-
tuning the pre-trained model with a sample of
API usage data of new libraries, APIRecX con-
ducts subword prediction and incorporates beam
search to compose a complete API call for recom-
mendation. We conduct an extensive study based
on six libraries of three domains for mimicking
new libraries and 14,000 GitHub Java projects for
pre-training, demonstrating the effectiveness of
APIRecX. However, our work also has certain limi-
tation, which is the generalization of our results and
findings. Although we invested significant time and
effort to prepare datasets, conducted experiments
and analyzed results, our experiments involved only
one program language with three domains. The per-
formance of our neural architecture, and especially
the findings on transfer learning, could be different

with other programming languages or libraries. In
the future, we will try to get rid of this limitation by
applying our approach to more languages/libraries.

The source code of APIRecX and experimen-
tal data can be found in https://github.com/
yuningkang/APIRecX.
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Appendix

A Parameter settings

Section Approach | Hyperparameter | Value
ffn_hidden 512
hidden 256
num_head 8
num_layer 6
GPT batch size 32
sequence length 512
learning rate 0.00015
epoch(pre-train) 15
epoch(fine-tune) Early Stop
Model hidden 128
num_layer 2
batch size 128
LSTM sequence length 60
learning rate 0.005
epoch Early Stop
hidden 300
context size 3
N-gram batch size 40000
learning rate 0.005
epoch Early Stop
Beam Search | - beam size' 20
max iteration 10

Table 6: Parameters of APIRecX and baseline

B Retrain and pre-train

Our experiments shows that the “pre-train&fine-
tune” mechanism is effective and efficient than
the one-step training strategies. Table 8 lists
the domain API recommendation accuracy of the
model trained in three training strategies. ‘Pre-
train&fine-tune” represents the strategy used in
training APIRecX introduced in Section 2.3, “re-
train” means training APIRecX from scratch us-
ing three different proportions of fine-tuning data
combined with pre-training data in three domains.

Beam size Sample Top-1 Top-5 Top-10
0.2% 38.4 71.3 76.5
10 10% 452 79.4 84.3
100% 58.7 88.1 92.7
0.2% 38.2 73.1 79.3
15 10% 46.6 78.6 84.6
100% 58.8 88.1 93.7
0.2% 38.2 74.8 81.2
20 10% 46.9 79.9 85.7
100% 60.0 89.4 94.5
0.2% 38.5 74.1 81.5
25 10% 46.6 83.1 85.7
100% 59.6 88.7 93.1
0.2% 38.4 73.5 81.9
30 10% 453 80.1 86.7
100% 58.8 88.2 93.9

Table 7: Different beam size results in JDBC domain

Domain | Ratio | Strategy Top-1 | Top-5 | Top-10
pre-train&fine-tune 60 89.4 94.5

100% | retrain 54.5 85.6 91.1

scratch 52.9 85.4 91.9

pre-train&fine-tune 46.9 79.9 85.7

JDBC 10% retrain 42.1 71.5 79.4
scratch 30.2 56.9 64.7

pre-train&fine-tune 37.6 75 81.2

0.2% | retrain 27.7 50.4 53.1

scratch 13.2 33.2 33.3

pre-train&fine-tune 54.8 772 83.7

100% | retrain 44.4 713 77.6

scratch 48.8 753 80.8

pre-train&fine-tune 40.6 67.8 745

Swing 10% retrain 33.6 57.9 64.2
scratch 25.9 50.7 60.6

pre-train&fine-tune 25 43.8 51.2

0.2% | retrain 23.6 43.1 47.7

scratch 3.2 4.9 8.8

pre-train&fine-tune 63.9 84.2 88.7

100% | retrain 62.7 81.9 87.2

scratch 324 62.8 71.4

pre-train&fine-tune 56.9 75.9 80.5

10 10% retrain 56.9 74.9 79.1
scratch 0.7 10.2 20.8

pre-train&fine-tune 52.9 69.5 73.7

0.2% | retrain 51.7 68.4 71.3

scratch 0.05 0.05 1.4

Table 8: Pre-train and retrain result

“Scratch” means training APIRecX from scratch us-
ing only three different proportions of fine-tuning
data. As shown in Table 8, the “pre-train&fine-
tune” mechanism is better than the other two one-
step strategy at three sampling ratios, and proves
superiority under low sampling ratios.

C Beam Size evaluation

We evaluate the effectiveness of different beam
size under three different sampling ratios of JDBC
domain to find the suitable beam size. Table 7
lists the average recommendation accuracy rates
achieved in 5 different beam sizes under three dif-
ferent sampling ratios in JDBC domain. Table 7
shows that, as the beam size increases, the dura-
tion and the accuracy both increases. After the
beam size reaches 20, the accuracy increases rather
slowly and remains basically unchanged. To bal-
ance the performance and efficiency of APIRecX,
we set beam size to be 20 as the parameter of other
comparative experiments.
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