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Abstract

In decision making in the economic field, an
especially important requirement is to rapidly
understand news to absorb ever-changing eco-
nomic situations. Given that most economic
news is written in English, the ability to read
such information without waiting for a trans-
lation is particularly valuable in economics in
contrast to other fields. In consideration of
this issue, this research investigated the extent
to which non-native English speakers are able
to read economic news to make decisions ac-
cordingly – an issue that has been rarely ad-
dressed in previous studies. Using an existing
standard dataset as training data, we created a
classifier that automatically evaluates the read-
ability of text with high accuracy for English
learners. Our assessment of the readability of
an economic news corpus revealed that most
news texts can be read by intermediate English
learners. We also found that in some cases,
readability varies considerably depending on
the knowledge of certain words specific to the
economic field.

1 Introduction

In the economic field, it is important to read news
as primary information to make decisions quickly.
While the majority of economic news is written in
English, the economic activities of non-native En-
glish speakers, or English-as-a-Second-Language
(ESL) learners also have a strong influence. To
what extent can ESL learners read economic news?
If, for example, certain economic news is difficult
for ESL learners to read, then the language gap
may affect their economic activities. Although this
question is important, it was rarely addressed in
previous studies.

The importance of the aforementioned question
is also related to the efficient market hypothesis.
The hypothesis is one of the major propositions
in financial economics that forms the basis of the
Black–Scholes equation, which is a fundamental

formula used for market modeling. It assumes that
“asset prices reflect all available information” 1.
Intuitively, the hypothesis maintains that no infor-
mation gap, including the gaps caused by language
deficiencies, exists in the market. However, this
proposition does not hold in cases wherein most
second language learners cannot read economic
news to make economic decisions in the market.
We tackled the challenge of illuminating this issue.

To this end, we first sought to understand the
difficulty that economic news poses for non-native
speakers of English. We approached this problem
in two ways. The first was based on the field of ed-
ucational NLP (Vajjala and Lučić, 2018). Using a
corpus that is standard in this field, we constructed
a machine learning classifier that can determine
the difficulty of a text with high accuracy using
deep learning methods, such as Bidirectional En-
coder Representations from Transformers (BERT)
(Devlin et al., 2019).

The second approach was to conduct readabil-
ity assessments on the basis of information about
the vocabulary of English learners. These methods
have been well studied in the field of applied lin-
guistics, where considerable research has shown
that English learners need to know more than 95%
of words in a text to read and understand them (Na-
tion, 2006; Laufer and Ravenhorst-Kalovski, 2010).
The idea of assessing text readability via each
learner’s vocabulary knowledge is beneficial for
interpreting readability assessment results. There-
fore, we also constructed a classifier that ascertains
how many words in a text an English learner knows
using a data set of English learners’ vocabulary
tests (Ehara, 2018).

In experiments carried out on a standard data set
for evaluating readability (Vajjala and Lučić, 2018)
in educational NLP, the two approaches to assess-
ing readability derived results that were in close

1https://en.wikipedia.org/wiki/
Efficient-market_hypothesis
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agreement. Next, the experiments involving a real
economic news corpus uncovered that most of the
texts in the economic news corpus were readable
by intermediate English learners. The analysis for
which the second approach was used indicated that
readability can be substantially improved for En-
glish learners through knowledge of a few words
that are frequently used in economics.

The contributions of this study are as follows:

1. We constructed a high-performance readabil-
ity evaluator and examined the readability of
economic news for English learners.

2. We showed that intermediate English learners
can read economic news texts.

3. We demonstrated that the knowledge of a few
economic domain-specific words may consid-
erably improve the readability of some eco-
nomic news for second language learners.

2 Automatic Readability Assessment

This section formalizes the problem of automatic
readability assessment. Let us suppose that we
have N texts to assess: we write the set of texts
as {Ti|i ∈ {1, . . . , N}}. Let Y be the set of
readability labels. Labels are typically ordered in
the order of difficulty. For example, in the On-
eStopEnglish dataset (Vajjala and Lučić, 2018), we
can set Y = {0, 1, 2}, where 0 is elementary, 1 is
intermediate, and 2 is advanced. The number of
levels depends on the evaluation corpus. Using Y ,
we write the label for Ti as yi ∈ Y .

Given each text Ti, an assessor outputs its read-
ability score si. In a supervised setting, the asses-
sor knows the number of levels in the evaluation
corpus from training examples. Hence, si ranges
within Y: si ∈ Y . However, in an unsupervised
setting, it is noteworthy that the assessor does not
know Y , or how many levels the evaluation corpus
has, because no label is given. Hence, even if only
integers are allowed for yi, si can be a real value.

Throughout this paper, we write arrays using [
and ]. Given N texts [Ti|i ∈ {1, . . . , N}], our goal
is to make an assessor output arrays of readabil-
ity scores [si|i ∈ {1, . . . , N}] that correlate well
with the array of labels [yi|i ∈ {1, . . . , N}]. Here,
there are multiple types of correlation coefficients
between the array of scores and the array of labels,
which we explain in the later sections. Typically,
we should use rank coefficients such as Spearman’s

15. deficit:
The company <had a large deficit>.
a: spent a lot more money than it earned
b: went down a lot in value
c: had a plan for its spending

that used a lot of money
d: had a lot of money stored in the bank

Figure 1: Examples of the Vocabulary Size Test, one
of the most widely accepted vocabulary tests to quickly
assess language learners. They are asked to choose the
option that paraphrases the part between “<” and “>”
from a, b, c, and d.

ρ, defined as the Pearson’s ρ between rankings,
when si is real-valued.

3 Vocabulary Testing-based Readability

Fig. 1 shows example questions from the vocabu-
lary size test, a widely used vocabulary test in ap-
plied linguistics (Beglar and Nation, 2007). Each
question asks about a word in a multiple-choice
question format. The test consists of 100 questions
like those shown in Fig. 1. Ehara (2018) used this
test to have 100 second-language learners take the
test and to collect their responses. Their data were
published and made publicly available. We used
their dataset to train our classifiers.

We want to analyze vocabulary test results to
obtain word difficulty values encoding learners’
language knowledge. To this end, we employed
the idea of item response theory (Baker, 2004), a
statistical model that can estimate learners’ abilities
and test questions’ difficulties from the learners’
responses to the questions.

Let V be the set of vocabulary, and let L be
the set of learners. Let zv,l ∈ {0, 1} be the result
of whether learner l ∈ L correctly answered the
question for word v ∈ V: zl,v = 1 if l answered
correctly for word v; otherwise, zl,v = 0. Correct
answers usually imply that l knows word v.

Then, by using {zv,l} as the training data, we
train the following model:

p(z = 1|v, l) = sigmoid(al − dv) (1)

In Eq. 1, al is the ability parameter of learner l, dv
is the difficulty of word w, and sigmoid denotes
the logistic sigmoid function, i.e., sigmoid(x) =

1
1+exp(−x) .

The logistic sigmoid function is the binary ver-
sion of the softmax function, which is frequently
used in neural classifiers. It is a monotonously
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increasing function ranging within (0, 1). As
sigmoid(0) = 1

1+1 = 1
2 , when a learner’s ability

al is larger than the word difficulty dv, the proba-
bility that learner l knows word v can be written as
follows: p(z = 1|v, l) > 1

2 in Eq. 1. Likewise, by
using Eq. 1, we can compare a learner’s ability and
word difficulty in the same dimension.

To estimate learner ability and word difficulty,
zv,l is given as z in Eq. 1 in the training phase.
In this way, in item response theory, learner abil-
ity and word difficulty are comparable, and these
parameters are estimated from the test result data.

In Eq. 1, dv denotes the word difficulty estimated
from the vocabulary tests. Here, in addition to the
word difficulty for the words within the vocabulary
test, we also want to obtain word difficulty values
for all words that may appear in the target language.
To this end, we calculate dv by using the word
frequency in large balanced corpora as features as
follows:

dv = −
K∑
k=1

wk log(freqk(v) + 1) (2)

Eq. 2 assumes that we have K corpora to use as
features to calculate word difficulty dv. In Eq. 2, K
is the number of corpora to use, freqk(v) denotes
the frequency of word v in the k-th corpus, and
wk is the weight parameter of the k-th corpus. In
summary, given the vocabulary test results {zv,l}
and corpus frequency features freqk(v), we can
estimate the parameters: namely, the weight of
the k-th corpus wk and learner l’s ability al. To
implement the model, we used logistic regression,
by following (Ehara, 2018). Note that this model
does not use the valuable readability label {yi} in
the training phase, so is unsupervised.

After estimating the parameters using the above-
mentioned procedure, we use the following for-
mula to obtain the readability of given Ti. Here,
lavg denotes the test-taker whose estimated ability
parameter is closest to the average of the estimated
ability parameter values {al}. Intuitively, the fol-
lowing equation calculates the probability that the
average learner knows all the words that appear
in Ti and uses it as the readability score. The use
of the − log here has two reasons. The reason of
using log is to prevent problems in numerical cal-
culations, since the probability values can be very
close to 0. While we want to design dv so that
the more difficult the word v, the larger the value,
whereas the higher the probability, the easier the

word. Hence, we use negative of log to make the
two scales meet.

si = score(Ti) = − log

 ∏
v∈Ti

p(z = 1|v, lavg)


(3)

4 Experimental Settings

4.1 Readability Dataset

We used the OneStopEnglish dataset (Vajjala and
Lučić, 2018) for the source of readability for sec-
ond language learners because it is one of the
newest, publicly available, and reliable in the sense
that no known trivial features are effective for pre-
dicting its labels such as average sentence length.

The dataset has three levels: elementary, in-
termediate, and advanced. The original articles
were taken from the Guardian newspaper. The
OneStopEnglish dataset is a parallel corpus, i.e,
language teachers manually rewrote the original
articles into the three aforementioned readability
levels. Hence, the corpus is designed so that its
readability labels are not easily estimated from the
topic of texts. While a text is usually a single news-
paper article in the OneStopEnglish dataset. How-
ever, during the building of the dataset, it can be
edited to be a unit shorter than an article. Therefore,
henceforth, we simply call it a text.

All three levels have 189 texts each, 567 texts
in total. We split these texts into a training set
consisting of 339 texts, a validation set consisting
of 114 texts, and a test set consisting of 114 texts.
The training set and validation sets were used to
train solely supervised methods for comparison.
Unsupervised methods did not use the training and
validation sets; they used only the test set.

4.2 Compared Methods

As the BERT-based sequence classification has
been reported to achieve excellent results (Devlin
et al., 2019), we applied the standard BERT-based
sequence classification approach involving pretrain-
ing and fine-tuning. For the pretrained model,
we used bert-large-cased-whole-word-masking
in the Huggingface models 2.

Then, we fine-tuned the model using the 339
training texts. We named this fine-tuned model
spvBERT, in which “spv” denotes being super-
vised. For fine-tuning, we used the Adam optimizer

2https://huggingface.co/models

https://huggingface.co/models
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Method Spearman’s ρ Pearson’s ρ
Flesch-Kincaid 0.324 0.359

ARI 0.317 0.351
Coleman-Liau 0.373 0.372

FleschReadingEase -0.387 -0.426
GunningFogIndex 0.331 0.362

LIX 0.348 0.383
SMOGIndex 0.456 0.479

RIX 0.437 0.462
DaleChallIndex 0.495 0.506

TCN RSRS-simple - 0.615(*)
Vocabulary-based 0.730 0.715

spvBERT 0.866 0.864

Table 1: Predictive Performance of Readability. Only
spvBERT is supervised: the others are unsupervised.

(Kingma and Ba, 2015) with a setting of 10 epochs
and a 10−5 training rate.

For the implementation of conventional read-
ability formulae, we used the readability PyPI
package 3. We used almost all readability formu-
lae implemented in this package for our experi-
ments: namely, Flesch-Kincaid (Flesch-Kincaid
Grade Level, FKGL) (Kincaid et al., 1975), ARI
(Automated Readability Index) (Senter and Smith,
1967), the Coleman-Liau Index (Coleman and
Liau, 1975), Flesch Reading Ease (Flesch, 1948),
the Gunning Fog Index (Gunning, 1952), LIX
(Björnsson, 1968), the SMOG Index (Mc Laugh-
lin, 1969), the RIX index (Anderson, 1983), and the
Dale-Chall Index (Dale and Chall, 1948). More
details of these formulae and their implementation
are described on the project page. All of these read-
ability formulae are unsupervised in the sense that
they do not require any training data.

The Vocabulary-based model was trained on a
publicly available vocabulary dataset (Ehara, 2018).
For the corpus word frequency, we used the fre-
quencies taken from the British National Corpus
(BNC Consortium, 2007) and the Corpus of Con-
temporary American English (COCA) (Davies,
2008). Both corpora are balanced general cor-
pora used extensively in English education (Nation,
2006). Especially, the word frequencies of these
corpora are important resources for determining
word difficulty in English education.

3https://pypi.org/project/readability/

Year/Month Elem. Int. Adv.
Jan.2007 0.001 0.970 0.029
Feb.2007 0.003 0.975 0.022
Mar.2007 0.006 0.965 0.029
Apr.2007 0.002 0.976 0.022
May 2007 0.001 0.978 0.021
Jun.2007 0.009 0.964 0.027
Jul.2007 0.002 0.964 0.034

Aug.2007 0.002 0.951 0.047
Sep.2007 0.001 0.953 0.046
Oct.2007 0.005 0.949 0.047
Nov.2007 0.001 0.955 0.044
Dec.2007 0.012 0.944 0.044

Table 2: Readability Assessment Results of Economic
News Texts in 2007. “Elem.” denotes “elementary”,
“Int.” denotes “intermediate”, and ”Adv.” denotes “ad-
vanced”.

4.3 Experimental Results
Tab. 1 shows the experimental results. First,
in all unsupervised methods, Vocabulary-based
achieved the best results in all rank correlation co-
efficients. TCN RSRS-simple is the best model on
the OneStopEnglish dataset in Martinc et al. (2021).
As they show only the performance measured by
the Pearson correlation, we filled “-” for Spear-
man’s ρ in the table. While a direct comparison is
not possible as denoted by (∗), Vocabulary-based
outperforms it.

Importantly, we can observe that both
Vocabulary-based and spvBERT achieve high
predictive performance. This result indicates that
the two approaches to assessing readability derived
results that were in close agreement.

5 Experiments with Economic News

We used an economic news article dataset (Ding
et al., 2014, 2015) for our analysis because it is pub-
licly available and easy to replicate. The dataset
consisted of 109,110 Reuters news articles pub-
lished in 2006–2007. Tab. 2 shows the readability
assessment results for each month of 2007. Each
month included approximately 1,000 articles. Few
of the articles were elementary, whereas most were
intermediate. Approximately 2%–4% of the texts
were advanced. The results show that intermediate
English learners could read most but not 2%–4%
of economic news.

We also conducted a vocabulary-based analy-
sis. Using (Ehara, 2018), we chose a learner who

https://pypi.org/project/readability/
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could successfully answer 75 vocabulary questions
among the 100 questions in the Vocabulary Size
Test (Beglar and Nation, 2007). This learner was es-
timated to know 15, 000 words. Knowledge of this
number of words should be sufficient for reading
typical newspaper texts (Nation, 2006). However,
in the vocabulary-based readability assessor, some
words, such as “annuity” and “veritable”, were pre-
dicted to be unfamiliar to this learner. In one article,
these words greatly reduced the probability that this
learner could read the text from 0.62 to 0.38: these
probability values represented the probability that
this learner knew at least 95% of the words in this
text. The probability of knowing each word was
represented by Eq. 1. Ehara (2019) proposed an
algorithm to calculate the probability of knowing
95% or more of the words in a text from the proba-
bility of knowing each word. We simply used their
algorithm to calculate these probabilities.

6 Discussion

In Eq. 2, word frequencies in the corpora are used
as features. In this study, we used multiple bal-
anced corpora. Eq. 2 is applicable when preparing
K corpora in advance. k denotes the index of the
prepared corpora.

In NLP, the Proposed method is closely related
to complex word identification (CWI) tasks (Yi-
mam et al., 2018; Paetzold and Specia, 2016). CWI
is a task that aims to discover difficult words in a
text. The relationship between CWI and person-
alized text readability was previously studied in
(Ehara, 2019). The task of obtaining the difficulty
of an English word for each individual ESL learner,
as we performed in this study, can be regarded as
personalized CWI (Ehara et al., 2012, 2014) 4. Per-
sonalized CWI has many downstream applications
in NLP, such as lexical simplification (Lee and
Yeung, 2018, 2019), text recommendation for lan-
guage learners (Ehara et al., 2013; Yeung and Lee,
2018; Lee, 2021), and translator selection in crowd-
sourcing (Ehara et al., 2016). Some studies have
focused on the relationship between word seman-
tics and word difficulty (Ehara et al., 2014; Bein-
born et al., 2016; Ehara, 2020b). Regarding the
interpretability of CWI classifiers, Ehara (2020a)
studied the relationship between CWI classifiers’
weights and vocabulary sizes.

4The journal version of (Ehara et al., 2012) is (Ehara et al.,
2018).

7 Conclusions

In this paper, we focused on the readability of eco-
nomic news texts for ESL learners. We conducted
two approaches for measuring readability: the
BERT-based approach and the vocabulary-based
approach. We found that although most texts were
readable to intermediate learners, 2.4% of articles
were not readable to them. Furthermore, some eco-
nomic words greatly reduced the readability for
ESL learners. Future work will include investigat-
ing for differences in the readability of different
types of economic news for ESL learners.
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