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Abstract

Commonly used information retrieval meth-
ods such as TF-IDF in open-domain question
answering (QA) systems are insufficient to
capture deep semantic matching that goes be-
yond lexical overlaps. Some recent studies
consider the retrieval process as maximum in-
ner product search (MIPS) using dense ques-
tion and paragraph representations, achiev-
ing promising results on several information-
seeking QA datasets. However, the pretraining
of the dense vector representations is highly
resource-demanding, e.g., requires a very large
batch size and lots of training steps. In this
work, we propose a sample-efficient method to
pretrain the paragraph encoder. First, instead
of using heuristically created pseudo question-
paragraph pairs for pretraining, we use an ex-
isting pretrained sequence-to-sequence model
to build a strong question generator that cre-
ates high-quality pretraining data. Second, we
propose a simple progressive pretraining algo-
rithm to ensure the existence of effective nega-
tive samples in each batch. Across three open-
domain QA datasets, our method consistently
outperforms a strong dense retrieval baseline
that uses 6 times more computation for train-
ing. On two of the datasets, our method
achieves more than 4-point absolute improve-
ment in terms of answer exact match.

1 Introduction

With the promise of making the vast amount of in-
formation buried in text easily accessible via user-
friendly natural language queries, the area of open-
domain QA has attracted lots of attention in recent
years. Existing open-domain QA systems are typ-
ically made of two essential components (Chen
et al., 2017). A retrieval module first retrieves a
compact set of paragraphs from the whole corpus
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(such as Wikipedia) that includes millions of docu-
ments. Then a reading module is deployed to ex-
tract an answer span from the retrieved paragraphs.

Over the past few years, much of the progress in
open-domain QA has been focusing on improving
the reading module of the system, which only needs
to process a small number of retrieved paragraphs.
Specifically, improvements include stronger read-
ing comprehension models (Wang et al., 2018b;
Yang et al., 2019; Xiong et al., 2020; Min et al.,
2019a) and paragraph reranking models (Wang
et al., 2018a; Lin et al., 2018) that assign more ac-
curate relevance scores to the retrieved paragraphs.
However, the performance is still bounded by the
retrieval modules, which simply rely on traditional
IR methods such as TF-IDF or BM25 (Robertson
and Zaragoza, 2009). These methods retrieve text
solely based on n-gram lexical overlap and can fail
on cases when deep semantic matching is required
and when there are no common lexicons between
the question and the target paragraph.

While neural models have proven effective at
learning deep semantic matching between text
pairs (Bowman et al., 2015; Parikh et al., 2016;
Chen et al., 2018; Devlin et al., 2019), they usu-
ally require computing question-dependent para-
graph encodings (i.e., the same paragraph will have
different representations when considering differ-
ent questions), which is formidable considering
space constraints and retrieval efficiency in practice.
More recent studies (Lee et al., 2019; Chang et al.,
2020; Guu et al., 2020) show that such a dilemma
can be resolved with large-scale matching-oriented
pretraining. These approaches use separate en-
coders for questions and paragraphs and simply
model the matching between the question and para-
graph using inner products of the output vectors.
Thus, these systems only need to encode all para-
graphs in a question-agnostic fashion, and the re-
sulted dense corpus index could be fixed and reused
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for all possible questions. While achieving signifi-
cant improvements over the BM25 baseline across
a set of information-seeking QA datasets, existing
pretraining strategies are highly sample-inefficient
and typically require a large batch size (up to thou-
sands), such that diverse and effective negative
question-paragraph pairs could be included in each
batch. When using a small batch size in our exper-
iments, the model ceases to improve after certain
updates. Given that a 12G GPU can only store
around 10 samples with the BERT-base architec-
ture at training time, the wider usage of these meth-
ods to corpora with different domains (e.g., non-
encyclopedic web documents or scientific publica-
tions) is hindered given modest GPU hardware.

In this work, we propose a simple and sample-
efficient method for pretraining dense corpus repre-
sentations. We achieve stronger open-domain QA
performance compared to an existing method (Lee
et al., 2019) that requires 6 times more computa-
tion at training time. Besides, our method uses a
much smaller batch size and can be implemented
with only a small number of GPUs, i.e., we use
at most 4 TITAN RTX GPUs for all our experi-
ments. In a nutshell, the proposed method first uses
a pretrained sequence-to-sequence model to gener-
ate high-quality pretraining data instead of relying
on heuristics to create pseudo question-paragraph
pairs; for the training algorithm, we use cluster-
ing techniques to get effective negative samples
for each pair and progressively update the clusters.
Our method’s efficacy is further validated through
ablation studies, where we replicate existing meth-
ods that use the same amount of resources. For the
downstream QA experiments, we carefully inves-
tigate different finetuning objectives and show the
different configurations of the retrieval and span
prediction losses have nontrivial effects on the fi-
nal performance. We hope this analysis could save
the efforts on trying out various finetuning strate-
gies of future research that focus on improving the
retrieval component of open-domain QA systems.

The main contributions of this work include:

• We show the possibility of pretraining an effec-
tive dense corpus index for open-domain QA
with modest computation resources.

• Our data generation strategy demonstrates that
pretrained language models are not only useful
as plug-and-play contextual feature extractors:
they could also be used as high-quality data gen-
erators for other pretraining tasks.

• We propose a clustering-based progressive
training paradigm that improves the sample-
efficiency of dense retrieval pretraining and can
be easily incorporated into existing methods.

2 Framework

We begin by introducing the network architectures
used in our retrieval and reading comprehension
models. Next, we present how to generate high-
quality question-paragraph pairs for pretraining and
how we progressively train the retrieval model with
effective negative instances. Finally, we show how
to finetune the whole system for QA.

2.1 Model Architectures
Notations We introduce the following notations
which will be used through our paper. The goal
of open-domain QA is to find the answer deriva-
tion (p, s) from a large text corpus C given a
question q, where p is an evidence paragraph
and s is a text span within p. The start and
end token of s are denoted as START(s) and
END(s) respectively. We refer the retrieval mod-
ule as Pθ(p|q), with learnable parameters θ. Sim-
ilarly, we refer the reading comprehension mod-
ule as Pφ(s|p, q), which can be decomposed as
Pφ(START(s)|p, q)× Pφ(END(s)|p, q). We use
Dk to represent the top-k paragraphs from the re-
trieval module; a subset of D∗ ∈ Dk represents
the paragraphs in Dk that cover the correct answer;
for each paragraph p ∈ D∗, we define S∗p as all the
spans in p that match the answer string.

The Retrieval Module We uses two isomorphic
encoders to encode the questions and paragraphs,
and the inner product of the output vectors is used
as the matching score. The encoders are based on
the BERT-base architecture. We add linear layers
Wq ∈ R768×128 and Wp ∈ R768×128 above the
final representations of the [CLS] token to derive
the question and paragraph representations:

hq = WqBERTQ(q)([CLS])

hp = WpBERTP (p)([CLS]),

The matching score is modeled as h>q hp. Thus, the
probability of selecting p given q is calculated as:

Pθ(p|q) =
eh
>
q hp∑

p′∈C e
h>q hp′

.

In practice, we only consider the top-k retrieved
paragraphs C for normalization.



2805

All Wiki Paragraphs
Paragraph Encoder

…

Paragraph Representations

K-means Paragraphs Clusters

In-batch Negative Sampling

Question Encoder 

Paragraph Encoder

Retrieval Module

Independent Encoding

…

…

+---

Question Representations

Paragraph Representations Paragraph Batch
Paired with 
Questions

Sample from one cluster

NER 1. Wiki Paragraphs
2. Entity Spans

(Question, 
Paragraph) pairs

Question Generation
Question Generation

Pretraining Method

Finetuned BART

Encode as Dense Vectors

Update
Re-clustering

Figure 1: An overview of the progressive pretraining approach.

The Reading Module The architecture of our
reading comprehension model is identical to the
one in the original BERT paper (Devlin et al., 2019).
We use two independent linear layers to predict the
start and end position of the answer span. At train-
ing time, when calculating the span probabilities,
we apply the shared-normalization technique pro-
posed by Clark and Gardner (2018), which normal-
izes the probability across all the top-k retrieved
paragraphs. This encourages the model to produce
globally comparable answer scores. We denote this
probability as Psnφ (s|p, q) in contrast to the original
formulation Pφ(s|p, q) that normalizes the proba-
bility within each paragraph.

2.2 The Pretrainining Method

We now describe how to pretrain the retrieval mod-
ule using a better data generation strategy and a
progressive training paradigm. Figure 1 depicts the
whole pretraining process.

Pretraining Data Generation Previous dense
retrieval approaches usually rely on simple heuris-
tics to generate synthetic matching pairs for pre-
training, which do not necessarily reflect the un-
derlying matching pattern between questions and
paragraphs. To minimize the gap between pre-
training and the end task, we learn to generate
high-quality questions from the paragraphs using
a state-of-the-art pretrained seq2seq model, i.e.,
BART (Lewis et al., 2019). More specifically,
we finetune BART on the original NaturalQues-
tions dataset (Kwiatkowski et al., 2019) such that it
learns to generate questions given the groundtruth
answer string and the groundtruth paragraph (la-

beled as long answer in NaturalQuestions). We
concatenate the paragraph and the answer string
with a separating token as the input to the BART
model. We find this simple input scheme is ef-
fective enough to generate high-quality questions,
achieving a 55.6 ROGUE-L score on the dev set.
Samples of the generated questions could be found
in the appendix. Afterward, we use spaCy1 to rec-
ognize potential answer spans (named entities or
dates) in all paragraphs in the corpus and use the
finetuned BART model to generate the questions
conditioned on the paragraph and each of the po-
tential answers.

It is worth noting that the groundtruth answer
paragraph supervision at this step could be even-
tually dropped and we could just use weakly su-
pervised paragraphs to train the question generator;
thus, our system becomes fully weak-supervised.
As the pretraining process takes a long training
time and lots of resources, we are unable to re-
peat the whole pretraining process with the weakly-
supervised question generator. However, additional
question generation experiments suggest that while
using weakly-supervised paragraphs, the question
generator still generates high-quality questions,
achieving a ROUGE-L score of 49.6.2

In-batch Negative Sampling To save compu-
tation and improve the sample efficiency of pre-
training, we choose to use in-batch negative sam-
pling (Logeswaran and Lee, 2018) instead of gath-
ering negative paragraphs for each question to pre-

1https://spacy.io
2For reference, a state-of-the-art QG model (Ma et al.,

2020) trained with strong supervision achieves 49.9 ROUGE-
L on a similar QA dataset also collected from real-user queries.

https://spacy.io
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train the retrieval module. Specifically, for each
pair (q, p) within a batch B, the paragraphs paired
with other questions are considered negative para-
graphs for q. Thus, the pretraining objective for
each generated question is to minimize the negative
log-likelihood of selecting the correct p among all
paragraphs in the batch:

Lpre = − log Pθ(p|q). (1)

A graphic illustration of this strategy is shown in
Figure 1. As the batch size is usually very small
compared to the number of all the paragraphs in
the corpus, the pretraining task is much easier com-
pared to the final retrieval task at inference time. In
the whole corpus, there are usually lots of similar
paragraphs and these paragraphs could act as strong
distractors for each other in terms of both para-
graph ranking and answer extraction. The desired
retrieval model should be able to learn fine-grained
matching instead of just learning to distinguish ob-
viously different paragraphs. However, since exist-
ing dense retrieval methods typically use uniform
batch sampling, there could be many easy negative
samples in each batch, and they can only provide
weak learning signals. Thus, a large batch size is
usually adopted to include sufficient effective neg-
ative samples. Unfortunately, this is generally not
applicable without hundreds of GPUs.

The Progressive Training Paradigm To pro-
vide effective negative samples, we propose a pro-
gressive training algorithm, as shown in the lower
part of Figure 1. The key idea is to leverage the
retrieval model itself to find groups of similar para-
graphs. At a certain training step, we use the para-
graph encoder at that moment to encode the whole
corpus and cluster all (q, p) pairs into many groups
based on the similarity of their paragraph encod-
ings. These groups are supposed to include similar
paragraphs and potentially related questions. Then,
we continue our pretraining by sampling each batch
from one of the clusters. By doing this, we can pro-
vide challenging and effective negative paragraphs
for each question, even with small batch size. Ev-
ery time we recluster the whole corpus, the model
will be encouraged to learn finer-grained matching
between questions and paragraphs. Algorithm 1
provides a formal description of the entire process.
Note that our training algorithm shares spirits with
Curriculum Learning (Bengio et al., 2009) and Self-
Paced Learning (Kumar et al., 2010; Jiang et al.,
2015), in which the models are trained with harder

Algorithm 1 The Clustering-based Progressive Pretraining

1: Input:
2: a) all (q, p) pairs from the question generation model;
3: b) the retrieval module BERTQ and BERTP ;
4: while not finished do
5: Encode the whole corpus with BERTP ;
6: Clustering all paragraphs into C clusters using the

dense encodings;
7: for updates = 1:K do
8: Random sample a paragraph cluster;
9: Sample B paragraphs from the cluster;

10: Fetch the corresponding questions;
11: Calculate gradients wrt Lpre;
12: if updates % U == 0 then
13: Update BERTQ and BERTP ;
14: end if
15: end for
16: end while

instances as the training progresses. Instead of
utilizing a predefined or dynamically generated or-
der of all the instances according to their easiness,
our algorithm makes use of a dynamic grouping
of all the training instances and is specifically de-
signed for the efficient in-batch negative sampling
paradigm.

2.3 QA Finetuning
Once pretrained, we use the paragraph encoder to
encode the corpus into a large set of dense vectors.
Following previous practice, we only finetune the
question encoder and the reading module so that
we can reuse the same dense index for different
datasets. For every training question, we obtain
the question representation hq from the question
encoder and retrieve the top-k paragraphs Dk on
the fly using an existing maximum inner product
search package. To train the reading module, we ap-
ply the shared-normalization trick and optimize the
marginal probability of all matched answer spans
in the top-k paragraphs:

Lreader = − log
∑
p∈D∗

∑
s∈S∗p

Psnφ (s|p, q). (2)

In additional to the reader loss, we also incorporate
the “early” loss used by Lee et al. (2019), which
updates the question encoder using the top-5000
dense paragraph vectors. If we define D∗5000 as
those paragraphs in the top-5000 that contain the
correct answer, then the “early” loss is defined as:

Learly = − log
∑

p∈D∗5000

Pθ(p|q). (3)

Thus our total finetuning loss is Learly + Lreader.
Note this is different from the joint formulation
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Method Dataset
NaturalQuestions-Open WebQuestions CuratedTREC

DrQA (Chen et al., 2017) - 20.7 25.7
R3 (Wang et al., 2018a) - 17.1 28.4
DSQA (Lin et al., 2018) - 25.6 29.1
HardEM (Min et al., 2019a) 28.1 - -
PathRetriever (Asai et al., 2020) 32.6 - -
WKLM (Xiong et al., 2020) - 34.6 -
GraphRetriever (Min et al., 2019b) 34.5 36.4 -

ORQA (Lee et al., 2019) 33.3 36.4 30.1
ProQA(Ours) 37.4 37.1 34.6

Table 1: Open-domain QA results in terms of exact answer match (EM). The first part of the table shows results
from methods that use the traditional IR component. Note that these methods retrieve more paragraphs (typically
dozens) than dense retrieval methods listed in the second part of the table, which only finds answers from the top-5.

used by Lee et al. (2019) and Guu et al. (2020),
which consider the paragraphs as latent variables
when calculating P(s|q). We find the joint objec-
tive does not bring additional improvements, es-
pecially after we use shared normalization. More
variants of the finetuning objectives will be dis-
cussed in §3.5. At inference time, we use a linear
combination of the retrieval score and the answer
span score to rank the answer candidates from the
top-5 retrieved paragraphs. The linear combination
weight is selected based on the validation perfor-
mance on each tested dataset.

3 Experiments

3.1 Datasets

We center our studies on QA datasets that reflect
real-world information-seeking scenarios. We con-
sider 1) NaturalQuestions-Open (Kwiatkowski
et al., 2019; Lee et al., 2019), which includes
around 10K real-user queries (79,168/8,757/3,610
for train/dev/test) from Google Search; 2) We-
bQuestions (Berant et al., 2013), which is orig-
inally designed for knowledge base QA and
includes 5,810 questions (3,417/361/2,032 for
train/dev/test) generated by Google Suggest API; 3)
CuratedTREC (Baudis and Sedivý, 2015), which
includes 2,180 real-user queries (1,353/133/694
for train/dev/test) from MSNSearch and AskJeeves
logs. Compared to other datasets such as
SQuAD (Rajpurkar et al., 2016) and Trivi-
aQA (Joshi et al., 2017), questions in these datasets
are created without the presence of ground-truth
answers and the answer paragraphs, thus are less
likely to have lexical overlap with the paragraph.

3.2 Essential Implementation Details

For pretraining, we use a batch size of 80 and accu-
mulate the gradients every 8 batches. We use the
Adam optimizer (Kingma and Ba, 2015) with learn-
ing rate 1e-5 and conduct 90K parameter updates.
Following previous work (Lee et al., 2019), we use
the 12-20-2018 snapshot of English Wikipedia as
our open-domain QA corpus. When splitting the
documents into chunks, we try to reuse the original
paragraph boundaries and create a new chunk every
time the length of the current one exceeds 256 to-
kens. Overall, we created 12,494,770 text chunks,
which is on-par with the number (13M) reported in
previous work. These chunks are also referred to as
paragraphs in our work. For progressive training,
we recluster all the chunks with k-means around
every 20k updates using the paragraph encodings.

While finetuning the modules for QA, we fix the
paragraph encoder in the retrieval module. For each
question, we use the top-5 retrieved paragraphs for
training and skip the question if the top-5 para-
graphs fail to cover the answer. The MIPS-based
retrieval is implemented with FAISS (Johnson et al.,
2019). On NaturalQuestions-Open, we finetune
for 4 epochs. To save the finetuning time on this
large dataset, we only use a subset (2,000 out of
8,757) of the original development set for model
selection. For WebQuestions and CuratedTREC
(both of them are much smaller), we finetune for
10 epochs. The optimizer settings are consistent
with the pretraining. Hyperparameters and further
details can be found in the appendix.

3.3 QA Performance

Following existing studies, we use the exact match
(EM) as the evaluation metric, which indicates the
percentage of the evaluation samples for which the
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Method EM model size batch size # updates

ORQA 33.3 330M 4096 100K
T5 36.6 11318M - -

REALM 40.4 330M 512 200K

ProQA 37.4 330M 80*8 90K

Table 2: Resource comparison with SOTA models. EM
scores are measured on NaturalQuestions-Open. batch
size and updates all refer to the dense index pretraining.
Note that REALM uses ORQA to initialize its param-
eters and we only report the numbers after ORQA ini-
tialization. “80*8” indicates that we use a batch size of
80 and accumulate the gradients every 8 batches.

predicted span matches the groundtruth answers. In
Table 1, we first show that our progressive method
(denoted as ProQA) is superior to all of the open-
domain QA systems (the upper part of the table)
that use conventional IR methods, even though we
only use the top-5 paragraphs to predict the an-
swer while these methods use dozens of retrieved
paragraphs. For the dense retrieval methods, we
compare with ORQA (Lee et al., 2019), which is
most relevant to our study but simply uses pseudo
question-paragraph pairs for pretraining and also
requires a larger batch size (4,096). We achieve
much stronger performance than ORQA with much
fewer updates and a limited number of GPUs. To
the best of our knowledge, this is the first work
showing that an effective dense corpus index can
be obtained without using highly expensive com-
putational resources. The reduced requirement of
computation also makes our method easier to repli-
cate for corpora in different domains.

In Table 2, we compare our method other more
recently published QA systems in terms of both per-
formance and computation cost. It is worth noting
that although we need to use a BART model to gen-
erate training questions for Wikipedia documents,
the inference cost of the question generator is still
much lower than the training cost of our system and
is not significant for comparing the overall compu-
tation cost: with the same GPU hardware, generat-
ing all the questions takes less than 1/6 of the train-
ing time. When using the batch size×# of updates
to approximate the training FLOPs, we see that our
system is at least 6 times more efficient than ORQA.
Compared to the recent proposed T5 (Roberts et al.,
2020) approach, which converts the QA problem
into a sequence-to-sequence (decode answers af-
ter encoding questions) problem and relies on the
large model capacity to answer questions without

Method R@5 R@10 R@20

ProQA (90k) 52.0 61.0 68.8
ORQA? (90k) 20.4 29.0 37.2
ProQA (no clustering, 90k) 42.9 52.6 60.8
ProQA (no clustering; 70k) 43.8 53.5 61.3
ProQA (no clustering; 50k) 38.8 48.2 56.7

Table 3: Ablation studies on different pretraining strate-
gies. The retrieval modules (Recall@k) are tested on
WebQuestions. ?Our reimplementation.

retrieving documents, our system achieves better
performance and is also much faster at inference
time, due to the much smaller model size. The state-
of-the-art REALM model (Guu et al., 2020) uses
a more complicated pretraining approach that re-
quires asynchronously refreshing the corpus index
at train time. As it relies on ORQA initialization
and further pretraining updates, it is even more
computational expensive at training time. Also,
as our method directly improves the ORQA pre-
training, our method could easily stack with the
REALM pretraining approach.

Concurrent to our work, Karpukhin et al. (2020)
show that it is possible to use the groundtruth an-
swer paragraphs in the original NaturalQuestions
dataset to train a stronger dense retriever. How-
ever, they use a larger index dimension (768) while
encoding paragraphs and also retrieve more para-
graphs (20∼100) for answer extraction. As a
larger index dimension naturally leads to better
retrieval results (Luan et al., 2020) (despite sacrific-
ing search efficiency) and using more paragraphs
increases the recall of matched answer spans3, this
concurrent result is not directly comparable to ours,
and we leave the combination effect of efficient pre-
training and strong supervision (i.e., using human-
labeled paragraphs) to future work.

3.4 Ablation Studies

To validate the sample efficiency of our method,
we replicate the inverse-cloze pretraining approach
from ORQA using the same amount of resource as
we used while training our model, i.e., the same
batch size and updates (90k). We also study the
effect of the progressive training paradigm by pre-
training the model with the same generated data
but without the clustering-based sampling. We test
the retrieval performance on the WebQuestions test

3While using more paragraphs, we achieve 40.6 EM (com-
pared to 41.5 EM in (Karpukhin et al., 2020)) even with a
much smaller index dimension. Also, we did not use the gold
paragraphs (strong supervision) to train our reading module.
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set before any finetuning. We use Recall@k as
the evaluation metric, which measures how often
the answer paragraphs appear in the top-k retrieval.
The results are shown in Table 3. We can see that
for the non-clustering version of our method, the
improvements are diminishing as we reach certain
training steps, while the progressive training algo-
rithm brings around 8% improvements on different
retrieval metrics. This suggests the importance of
introducing more challenging negative examples in
the batch when the batch size is limited. Compar-
ing the no-clustering version of our method against
ORQA, we see that using our data generation strat-
egy results in much better retrieval performance
(more than 22% improvements on all metrics).

3.5 Analysis on Finetuning Objectives
Noting that different finetuning configurations have
been used in existing studies , we conduct addi-
tional experiments to investigate the efficacy of dif-
ferent finetuning objectives and provide insights for
future research that intends to focus on improving
the model itself. Specifically, we study the effects
of using a joint objective (Lee et al., 2019; Guu
et al., 2020) and adding an additional reranking
objective that is commonly used in sparse-retrieval
QA systems (Min et al., 2019a; Xiong et al., 2020).

The joint objective treats the retrieved para-
graphs as latent variables and optimizes the
marginal probability of the matched answer spans
in all paragraphs:

Ljoint = − log
∑
p∈D?

Pθ(p|q)
∑
s∈S∗p

Pφ(s|p, q).

(4)

The reranking objective is usually implemented
through a paragraph reranking module that uses
a question-dependent paragraph encoder, e.g., a
BERT encoder that takes the concatenation of the
question and paragraph as input. This kind of
reranker has been shown to be beneficial to con-
ventional IR methods since it can usually provide
more accurate paragraph scores than the TF-IDF
or BM25 based retriever while ranking the an-
swer candidates. To implement this reranking
module, we simply add another reranking scor-
ing layer to our BERT-based span prediction mod-
ule Pφ(s|p, q), which encodes the paragraphs in a
question-dependent fashion. At inference time, we
use the paragraph scores predicted by this rerank-
ing component instead of the pretrained retrieval
model to guide our final answer selection.

id Objective Settings EMjoint rerank shared-norm

1 - - X 38.5
2 X - X 38.3
3 - X X 38.2
4 X - - 36.2
5 - - - 35.1

Table 4: Analysis on different finetuning objectives on
NaturalQuetions-Open. EM scores are measured on the
2,000 validation samples we used for model selection.

Table 4 shows the results of different objective
settings. Comparing the results of (4) and (5), we
can see that the joint objective can bring some im-
provements when shared-normalization is not ap-
plied. However, it does not yield improvements
when shared-normalization is applied, according
to the results of (1) and (2). By comparing (1)
and (3), we see that with the strong pretrained re-
trieval model, adding an extra reranking module
that uses question-dependent paragraph encodings
is no longer beneficial. This is partially because our
pretrained retrieval model gets further improved
during finetuning, in contrast to a fixed TF-IDF
based retriever. Finally, from (1) and (5), we see
that the shared normalization brings much larger
improvements than the other factors. This aligns
with the findings from an existing work (Wang
et al., 2019) that only tested on SQuAD questions.

4 Error Analysis

To investigate the fundamental differences of the
dense and sparse retrieval methods in open-domain
QA, we conduct an error analysis using both the
proposed method and a baseline system that uses
TF-IDF and BM25 for retrieval. This baseline uses
a similar retrieval pipeline as Min et al. (2019a) and
is trained with the finetuning objective defined in
Eq. 2. This sparse retrieval baseline achieves 29.7
EM on the official dev set of NaturalQuestions-
Open while our method achieves 36.7 EM4. Fig-
ure 2 shows the Venn diagram of the error sets from
both systems. Our key findings are summarized in
the following paragraphs.

The difference retrieval paradigms could com-
plement each other. First, according to the error
set differences (shown by the white regions in Fig-
ure 2), a considerable portion of the error cases
(9.1% of the devt set) of our dense-retrieval system

4Note that this number is different from the number in
Table 4 as we did not use the whole dev set for model selection.
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Figure 2: The error sets (from the official dev set of
NaturalQuesitons-Open) of our dense retrieval method
and a baseline system using sparse retrieval methods
like TF-IDF. We use circles to represent the error sets
of both systems. The percentages show the relative size
of each set in terms of the whole dev set.

does not occur in the sparse-retrieval system and
vice versa. This suggests the necessity of incor-
porating different retrieval paradigm when build-
ing real-world applications. In fact, the hybrid ap-
proach has already been adopted by a phrase-level
retrieval method (Seo et al., 2019) and concurrent
studies (Luan et al., 2020; Karpukhin et al., 2020).

Both systems are underestimated. As shown in
Figure 2, 54.2% of the questions cannot be cor-
rectly answered by either system. However, our
manual inspection on 50 of the shared error cases
suggests that around 30% of these errors are due to
annotation issues (14%) or the ambiguous nature of
real-user queries (16%). One obvious annotation
issue is the incompleteness of the answer labels.
Example questions include “When did Brazil lose
to in 2014 World Cup?”, to which both “Germany”
and “Netherlands” are correct answers. This issue
occurs because the annotators of NaturalQuestions
only have a local view of the knowledge source as
they are only asked to label the answer span using
one document. In terms of the ambiguous ques-
tions, many of them are due to constraints unspec-
ified by the question words, such as “What is the
population of New York City?” (the time constraint
is implicit) or “When did Justice League come
out in Canada?” (needs entity disambiguation).
This kind of questions result from the information-
seeking nature of the open-domain QA task where
the users usually use the minimal number of words
for searching and they are not aware of the potential
ambiguous factors. To solve this kind of questions,
an interactive QA system might be necessary. In
the appendix, we show more ambiguous questions
in which other kinds of constraints are missing.

5 Related Work

The task of answering questions without specify-
ing specific domains has been intensively studied
since the earlier TREC QA competitions (Voorhees,
1999). Studies in the early stage (Kwok et al., 2001;
Brill et al., 2002; Ferrucci et al., 2010; Baudiš,
2015) mostly rely on highly sophisticated pipelines
and heterogeneous resources. Built on the recent
advances in machine reading comprehension, Chen
et al. (2017) show that open-domain QA can be sim-
ply formulated as a reading comprehension prob-
lem with the help of a standard IR component that
provides candidate paragraphs for answer extrac-
tion. This two-stage formulation is simple yet ef-
fective to achieve competitive performance while
using Wikipedia as the only knowledge resource.

Following this formulation, a couple of recent
studies have proposed to improve the system us-
ing stronger reading comprehension models (Yang
et al., 2019; Wang et al., 2018b), more effective
learning objectives (Clark and Gardner, 2018; Min
et al., 2019a; Wang et al., 2019) or paragraph
reranking models (Wang et al., 2018a; Lin et al.,
2018; Lee et al., 2018). However, the retrieval
components in these systems are still based on tra-
ditional inverted index methods, which are efficient
but might fail when the target paragraph does not
have enough lexicon overlap with the question.

In contrast to the sparse term-based features
used in TF-IDF or BM25, dense paragraph vec-
tors learned by deep neural networks (Zhang et al.,
2017; Conneau et al., 2017) can capture much
richer semantics beyond the n-gram term features.
To build effective paragraph encoders tailed for the
paragraph retrieval in open-domain QA, more re-
cent studies (Lee et al., 2019; Chang et al., 2020;
Guu et al., 2020) propose to pretrain Transformer
encoders (Vaswani et al., 2017) with objectives that
simulate the semantic matching between questions
and paragraphs. For instance, Lee et al. (2019)
uses the inverse cloze pretraining task to train a
bi-encoder model to match a sentence and the para-
graph in which the sentence belongs to. These
approaches demonstrate promising performance
but require a lot of resources for pretraining. The
focus of this paper is to reduce the computational
requirements of building an effective corpus index.

6 Conclusion

We propose an efficient method for pretraining the
dense corpus index which can replace the tradi-
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tional IR methods in open-domain QA systems.
The proposed approach is powered by a better data
generation strategy and a simple yet effective data
sampling protocol for pretraining. With careful
finetuning, we achieve stronger QA performance
than ORQA that uses much more computational
resources. We hope our method could encourage
more energy-efficient pretraining methods in this
direction such that the dense retrieval paradigm
could be more widely used in different domains.
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A Appendix

A.1 Further Implementation Details
The pretraining process takes 4 TITAN RTX GPUs,
each with a 24G memory. We use the NVIDIA
Apex package for mixed-precision training. 90K
parameter updates take around 7 days to finish. For
QA experiments, We use the IndexIVFFlat index
for efficient search. We assign all the vectors to
100 Voronoi cells and only search from the closest
20 cells. The random seed is set as 3 for all QA
datasets. We use a batch size of 8 (8 questions,
each of them are paired with 5 paragraphs) for
NaturalQuestions-Open and 1 for the other datasets.
We limit the maximum answer length to 10 sub-
word tokens. For NaturalQuestions-Open, we eval-
uate the model every 1000 updates and save the best
checkpoint based on validation EM. For WebQue-
sitons and CuratedTREC, we evaluate the model
after every epoch. As neither of these two small
datasets has an official dev set, we use a small split
to find the best hyperparameters and then retrain
the model with all the training questions. To accel-
erate training, especially for the early loss function
which requires annotate the top5000 retrieved para-
graphs, we pre-annotate the top10000 paragraphs
retrieved by the untuned retrieval module and build
an answer paragraph set for each question. At fine-
tuning time, we direct check whether a particular
paragraph is in the precomputed paragraph set, in-
stead of doing string matching for each of the 5000
paragraphs. Our BERT implementations are based
on huggingface Transformers5.

A.2 Qualitative Examples
Here we include more examples that complement
the results and analysis of the paper. Table 5 shows
the generated questions from the finetuned BART
model and Table 6 complements the error analysis.

5https://github.com/huggingface/
transformers

https://github.com/huggingface/transformers
https://github.com/huggingface/transformers
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Gold Paragraph: “Does He Love You” is a song written by Sandy Knox and Billy Stritch, and recorded as a
duet by American country music artists Reba McEntire and Linda Davis. It was released in August 1993 as the
first single from Reba’s album Greatest Hits Volume Two. It is one of country music ’s several songs about a
love triangle.
Original Question: Who sings does he love me with reba?
Generated Question: Who sings with reba mcentire on does he love you?

Gold Paragraph: Invisible Man First edition Author Ralph Ellison Country United States Language English
Genre Bildungsroman African-American literature social commentary Publisher Random House Publication
date 1952 Media type Print (hardcover and paperback) Pages 581 (second edition) ...
Original Question: How many pages is invisible man by ralph ellison?
Generated Question: How many pages in the invisible man by ralph ellison?

Gold Paragraph: The Great Lakes (French: les Grands-Lacs), also called the Laurentian Great Lakes and the
Great Lakes of North America, are a series of interconnected freshwater lakes located primarily in the upper
mid-east region of North America, on the Canada–United States border, which connect to the Atlantic Ocean
through the Saint Lawrence River. They consist of Lakes Superior, Michigan, Huron (or Michigan–Huron), Erie,
and Ontario.
Original Question: Where do the great lakes meet the ocean?
Generated Question: Where do the great lakes of north america meet the atlantic?

Gold Paragraph: My Hero Academia: Two Heroes , Hepburn:Boku no Hiro Academia THE MOVIE: Futari
no Hiro) is a 2018 Japanese anime superhero film based on the manga My Hero Academia by Kohei Horikoshi.
Set between the second and third seasons of the anime series, the film was directed by Kenji Nagasaki and
produced by Bones. Anime Expo hosted the film’s world premiere on July 5, 2018, and it was later released to
theaters in Japan on August 3, 2018.
Original Question: When does the new my hero academia movie come out?
Generated Question: When does the my hero academia two heroes movie come out?

Gold Paragraph: Victoria’s Secret Store, 722 Lexington Ave, New York, NY Type Subsidiary Industry Apparel
Founded June 12, 1977; 40 years ago (1977-06-12 ) Stanford Shopping Center, Palo Alto, California, U.S.
Founder Roy Raymond Headquarters Three Limited Parkway, Columbus , Ohio , U.S. Number of locations
1,017 company - owned stores 18 independently owned stores Area served ...
Original Question: Who was the creator of victoria’s secret?
Generated Question: Who is the founder of victoria’s secret and when was it founded?

Table 5: Samples of the generated questions. The answer spans are underlined. Here we show the generated
questions for samples at the beginning of the official NaturalQuestions-Open dev data. We only skip the samples
whose gold paragraphs are not natural paragraphs (e.g., incomplete sentences).

Question: What is a ford mondeo in the usa?
Annotated Answers: ford contour, mercury mystique, ford fusion
ambiguous; could be asking about a particular car type (mid-sized car) instead of brand series

Question: air flow in the eye of a hurricane?
Annotated Answers: no wind
ambiguous; question itself is hard to understand

Question: Who wrote I’ll be there for you?
Annotated Answers: Michael Skloff, Marta Kauffman, Allee Willis, David Crane,
Phil Solem, Danny Wilde, The Rembrandts
ambiguous; there are multiple songs having this name

Question: Where do you go for phase 1 training?
Annotated Answers: army foundation college
ambiguous; the meaning of phase 1 is vague, could have different meanings in different context

Question: When does the new spiderman series come out?
Annotated Answers: August 19 , 2017
ambiguous; time constraint missing

Question: Where did the super bowl take place this year?
Annotated Answers: minneapolis, minnesota
ambiguous; the year cannot be inferred from the question words alone

Table 6: Error cases that include ambiguous questions.


