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Abstract

In this paper, we develop bilingual transfer
learning approaches to improve Arabic coref-
erence resolution by leveraging additional En-
glish annotation via bilingual or multilingual
pre-trained transformers. We show that bilin-
gual transfer learning improves the strong
transformer-based neural coreference models
by 2-4 F1. We also systemically investi-
gate the effectiveness of several pre-trained
transformer models that differ in training cor-
pora, languages covered, and model capac-
ity. Our best model achieves a new state-
of-the-art performance of 64.55 F1 on the
Arabic OntoNotes dataset. Our code is pub-
licly available at https://github.com/
bnmin/arabic_coref.

1 Introduction

Coreference resolution is the task of identifying
all mentions which refers to the same discourse en-
tity. It is a crucial step for many NLP tasks, and has
been well-studied (Ng, 2010) for English. Recently,
neural coreference resolution models based on
pre-trained tranformers, e.g., BERT (Devlin et al.,
2019) and SpanBERT (Joshi et al., 2020), have
shown to be highly effective for English corefer-
ence resolution, achieving 80 F1 on the OntoNotes
(Pradhan et al., 2012) dataset. However, corefer-
ence resolution in Arabic is still a challenging prob-
lem with previous systems (Björkelund and Kuhn,
2014; Chen and Ng, 2012; Fernandes et al., 2012;
Zhekova et al., 2012; Stamborg et al., 2012; Xiong
and Liu, 2012; Aloraini et al., 2020) performing
significantly lower than the English systems.

A main problem is that Arabic coreference res-
olution datasets are much smaller than their En-
glish counterparts. For example, the widely use-
ful benchmark dataset OntoNotes contains 7 times
more documents in English than Arabic (Table 2).

Based on this observation, we develop bilingual
transfer learning approaches to improve Arabic

coreference resolution by leveraging additional En-
glish coreference annotation via bilingual or multi-
lingual pre-trained transformers, e.g., multilingual
BERT (Devlin et al., 2019). We summarize our
contributions below:

• We develop several transformer-based mod-
els for Arabic coreference resolution. Our
best model achieves a new state-of-the-art
of 64.55 F1 in Arabic coreference resolution.
Our source code are made publicly available.

• We develop two bilingual transfer learning ap-
proaches to improve Arabic coreference res-
olution. We show bilingual transfer learning,
that combines English and Arabic coreference
annotation via multilingual pre-trained trans-
formers, leads to significant improvements in
Arabic coreference resolution.

• We systemically investigate the effectiveness
of several pre-trained transformer models that
differ in training corpora, languages covered,
and model capacity. We show that language-
specific pre-training is a crucial success factor.

2 Related Work

Neural models for coreference resolution: State-
of-the-art models for coreference resolution are
based on neural networks (NN). E2E-COREF (Lee
et al., 2018) is an NN model that performs span
extraction and coreference classification in a sin-
gle end-to-end model. BERT-based models (Joshi
et al., 2019a, 2020) further improve E2E-COREF

by replacing the Bi-LSTM text encoder with
BERT (Devlin et al., 2019) or SPANBERT (Joshi
et al., 2020). COREFQA (Wu et al., 2020) formu-
lates coreference resolution as a QA task leveraging
pre-trained transformers.

Arabic coreference resolution: Björkelund
and Kuhn (2014) investigates structured perceptron
models for Arabic coreference resolution. Chen
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and Ng (2012) uses a hybrid approach combining
rule-based methods and learning-based methods.
Fernandes et al. (2012) is a latent structure per-
ceptron model along with entropy-guided feature
induction. Zhekova et al. (2012) is a memory-
based coreference resolution system. Stamborg
et al. (2012) uses a mention classifier with features
extracted from the dependency graphs of the sen-
tences. Uryupina and Moschitti (2013) proposed
an algorithm for multilingual mention detection
by extracting mentions from parse trees via kernel-
based SVM learning. Haponchyk and Moschitti
(2017) improves structured prediction models for
Arabic coreference resolution by using more ex-
pressive loss functions. Xiong and Liu (2012) is a
projection-based model in which they first translate
Arabic into English, run a coreference resolution
system, and then map the coreference clusters back
into Arabic. Aloraini and Poesio (2020) devel-
oped a BERT-based cross-lingual models for zero
pronoun resolution in Arabic and Chinese.

Aloraini et al (2020) developed an Arabic neural
coreference system, and showed that data process-
ing and mention detection improve the performance
by about 7.8 F1 points over the pure neural corefer-
ence system, resulting in 63.9 F1 that is higher than
previous approaches but lower than ours (Table 3).
Our systems are pure neural systems and we focus
on a different problem (bilingual transfer learning).
Our approaches and Aloraini et al (2020) are com-
plementary, so it is possible that combining ours
and Aloraini et al (2020) can achieve further im-
provements. We leave this for future work.

Pre-trained transformers: Pre-trained trans-
former based language models such as BERT
has been shown to be effective for many NLP
tasks. ARABERT (Antoun et al., 2020) is a BERT-
like model trained with Arabic text. To enable
cross-lingual transfer learning, multilingual pre-
trained transformers such as MBERT (Devlin et al.,
2019) are trained with large corpora with many lan-
guages to encode similar words (words with simi-
lar meanings) from different languages into nearby
high-dimensional vector spaces. GIGABERT (Lan
et al., 2020) is an Arabic-English bilingual lan-
guage model trained with Arabic and English text.

3 Neural Coreference Models for Arabic

Our coreference resolution model is based on an
end-to-end neural model BERT-COREF (Joshi
et al., 2019b), which is built on top of E2E-COREF

(Lee et al., 2018). Below we give a brief overview
of BERT-COREF , and then describe our extensions
to this model for Arabic coreference resolution.

3.1 Overview of BERT-COREF

BERT-COREF is an neural model that performs
span extraction and coreference relation classifi-
cation in a single end-to-end model. It first enu-
merates mention spans, and then for pairs of men-
tion spans, scores their likelihoods of referring
to the same entity. The training signal is back-
propagated to allow the model to learn to per-
form span extraction and coreference resolution
simultaneously, leading to impressive performance
on the English coreference resolution task on the
OntoNotes dataset (Pradhan et al., 2012).

For each mentions span x, BERT-COREF learns
a distribution P over possible antecedent spans Y :

P (y) =
es(x,y)∑

y′∈Y e
s(x,y′)

The scoring function s(x, y) between spans x
and y uses span representations gx and gy to repre-
sent its inputs. The span representation are gener-
ated with BERT (Devlin et al., 2019). The model
computes s(x, y) as the sum of mention scores
sm(x) and sm(y) for x and y respectively, and a
compatibility score sc(x, y) of x and y that indi-
cates how likely the two spans refer to the same
entity:

s(x, y) = sm(x) + sm(y) + sc(x, y)

sm(x) = FFm(gx)

sc(x, y) = FFc(gx,gy, φ(x, y))

where FF represents a feed-forward (FF) net-
work and φ(x, y) represents additional features
such as speakers and metadata.

For more details, we refer readers to Lee et al.
(2018) and Joshi et al. (2019b).

3.2 Arabic Coreference Resolution with
Pre-Trained Transformers

We use BERT-COREF to train end-to-end neural
coreference models. To encode Arabic text, we re-
place the English-only BERT text encoder with pre-
trained transformers that are trained with Arabic
corpora or multilingual corpora including Arabic.

Table 1 summarizes the configurations of the fol-
lowing three pre-trained transformers that we use
to replace BERT to encode words in Arabic (and
also English words for MBERT and GIGABERT):
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Model Training source Training tokens (all/en/ar) # Model parameters
ARABERT newswire 2.5B/ – /2.5B 136M

MBERT Wikipedia 21.9B/2.5B/153M 172M
GIGABERT Gigaword, Wikipedia, Oscar 10.4B/6.1B/4.3B 125M

Table 1: Model configurations for the pre-trained transformers ARABERT (Antoun et al., 2020), MBERT (Devlin
et al., 2019), and GIGABERT (Lan et al., 2020). Wikipedia refers to the English and Arabic portions of the
Wikipedia. en and ar refers to English and Arabic respectively.

Train Development Test
English 2,802 343 348
Arabic 359 44 44

Table 2: Number of documents in the train, dev and test
sections of the English and Arabic OntoNotes datasets.

• ARABERT: An Arabic BERT-based model
trained from 2.5 billion words of publicly
available Arabic corpora, including El-khair
(2016) that includes more than 5 million arti-
cles from ten major news sources covering 8
countries and the Open Source International
Arabic News Corpus (Zeroual et al., 2019)
that consists of 3.5 million articles from 31
news sources in 24 Arab countries.

• MBERT: Multilingual BERT is a multilin-
gual BERT model that was trained with the
Wikipedia dump for the top 104 languages
with the largest Wikipedias.

• GIGABERT: an English-Arabic bilingual lan-
guage model pre-trained from the fifth edition
of English and Arabic Gigaword corpora 1

which consists of 13 million news articles, En-
glish and Arabic portions of Wikipedia 2, and
the Arabic section of the Oscar corpus (Or-
tiz Suárez et al., 2019), a large-scale multilin-
gual dataset filtered from the Common Crawl.

Table 1 summarizes training data and model
configurations for the three models above.

3.3 Bilingual Transfer Learning

Pires et al. (2019) show that MBERT is surprisingly
good at cross-lingual transfer learning for several
NLP tasks, in which the task-specific training data
in one language is used to fine-tune the model and
then evaluate in a zero-shot setting in a different

1https://catalog.ldc.upenn.edu/LDC2011T07 and
https://catalog.ldc.upenn.edu/LDC2011T11

2https://www.wikipedia.org/

language. However, its effectiveness in Arabic
coreference resolution has not been studied.

Inspired by the prior work, we developed two ap-
proaches for bilingual transfer learning to leverage
OntoNotes’ English coreference resolution annota-
tion to improve Arabic coreference resolution:

Pre-training on English + fine-tuning on Ara-
bic: We pre-train BERT-COREF form epochs with
the English training dataset, and then fine-tune it
with n epochs using the Arabic training dataset.
We replace the BERT encoder with MBERT or GI-
GABERT to allow cross-lingual transfer learning.
We call this the PIPELINE approach for bilingual
transfer learning (or PIPELINE for short).

Joint training on English and Arabic: We
combine the English and Arabic training dataset to
jointly train the BERT-COREF model. Similarly,
the model uses MBERT or GIGABERT instead of
the monolingual BERT as the text encoder. For
each epoch, we shuffle the combined set of English
and Arabic documents and perform stochastic gra-
dient descent (SGD) on the randomized mixture of
mini-batches from both English and Arabic. We
call this approach the JOINT training approach for
bilingual transfer learning (or JOINT for short).

4 Experiments

We evaluate the models on OntoNotes 5.0 (Pradhan
et al., 2012), which is widely used as a benchmark
dataset for coreference resolution. OntoNotes also
contains both Arabic and English documents an-
notated with coreference, which makes bilingual
transfer learning (Section 3.3) experiments feasi-
ble. Table 2 shows the numbers of English and Ara-
bic documents in OntoNotes. To not overwhelm
the much smaller Arabic dataset with the English
dataset, we replicate the Arabic dataset k = 6
times 3 so that the amount of English and Arabic
data is similar. We use the official train/dev/test
split from the CoNLL 2012 shared task on multi-

3We found that k = 6 produces the best result on the dev
dataset.

h
h
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Model MUC B3 CEAF
P R F1 P R F1 P R F1 Avg. F1
(1) Coreference resolution models trained with Arabic data

MBERT 61.71 43.81 51.24 56.72 36.34 44.3 53.79 38.48 44.86 46.8 (47.44)
ARABERT 70.07 51.61 59.44 65.87 45.32 53.69 64.5 49.62 56.09 56.41 (56.74)
GIGABERT 73.08 59.24 65.44 69.49 52.63 59.9 64.9 57.42 60.93 62.09 (61.91)

(2) Coreference resolution models trained with both English and Arabic data
MBERT-PIPELINE 61.2 48.2 53.93 56.35 40.84 47.36 53.52 43.8 48.17 49.82 (49.79)

MBERT-JOINT 58.83 46.07 51.67 54.11 39.59 45.73 52.86 43.05 47.45 48.28 (49.13)
GIGABERT-PIPELINE 71.46 63.19 67.07 66.93 57.62 61.92 65 61.48 63.19 64.06 (64.72)

GIGABERT-JOINT 73.63 61.81 67.21 70.74 55.92 62.46 66.07 62.03 63.99 64.55 (64.67)

Table 3: Performance of the models on OntoNotes Arabic test set. For validation, we additionally show the Avg.
F1 scores on the OnteNotes Arabic dev set in the parentheses in the last column.

lingual coreference (Pradhan et al., 2012).
We use BERT-COREF as the end-to-end neural

coreference model and then replace the BERT en-
coder with other encoders. We implemented three
models: MBERT, ARABERT, and GIGABERT,
named after the coresponding pre-trained tranform-
ers that are used as the text encoder. We train each
model with only the Arabic training data. Results
are shown in Table 3 (1).

To leverage English annotation in bilingual trans-
fer learning, we also implemented the following
models (shown in Table 3 (2)) that are trained with
both Arabic and English training data.

• MBERT-PIPELINE: We use MBERT as the
text encoder. We train the model with the
PIPELINE approach (Section 3.3). We set the
number of pre-training epochs m = 20 and
the number of fine-tuning epochs n = 20.

• GIGABERT-PIPELINE: Same as above except
that we use GIGABERT as the text encoder.

• MBERT-JOINT: We use MBERT as the text
encoder. We train the model with the JOINT

approach (Section 3.3).

• GIGABERT-JOINT: Same as MBERT-JOINT

except that GIGABERT is used as the encoder.

For all models, we set the pre-trained transform-
ers’ learning rate to 1e− 5, the task learning rate to
2e− 4, the number of epochs to 30 except for the
PIPELINE models, and use the default values for the
remaining parameters. We use the performance on
the dev set to choose the best hyperparameter for
all models, and use early stopping to prevent over-
fitting. All models are trained with an NVIDIA
QUADRO RTX 8000 GPU. Each model trains for

3 to 12 hours depending on the size of the data
(Arabic or the combined set).

Table 3 shows the performance numbers re-
ported by the CoNLL 2012 scorer. GIGABERT-
JOINT achieves the highest performance with an
average F1 of 64.55. establishing a new state-of-
the-art model for Arabic coreference resolution.

On pre-trained tranformers for Arabic: Com-
paring MBERT, ARABERT and GIGABERT, Ta-
ble 3 (1) shows a stunning difference in their per-
formance in Arabic coreference resolution. GI-
GABERT shows the best F1 at 62.09, ARABERT
comes second at 56.41 F1, and MBERT performs
the worst at 46.8 F1. There are two important fac-
tors that contribute to the difference:

First, the size of Arabic text used for pre-training
significantly affects the pre-trained transformer’
ability to encode text for Arabic coreference reso-
lution. As shown in Table 1, MBERT, ARABERT
and GIGABERT use drastically different amounts
of Arabic training tokens (153M, 2.5B and 4.3B
for MBERT, ARABERT and GIGABERT, respec-
tively). The more data that the transformer is pre-
trained on, the higher the performance.

Second, ARABERT and GIGABERT are trained
specifically for Arabic, while MBERT is trained for
104 languages and has not been tuned for Arabic.
The language-specific training makes ARABERT
and GIGABERT models specialized to capture the
intricacies of Arabic, leading to better performance.

On bilingual transfer learning: Comparing
the bilingual transfer learning models (Table3 (2))
to the Arabic-only models (Table3 (1)), we observe
3 and 2.5 average F1 improvements when using
MBERT and GIGABERT respectively. This shows
the effectiveness of the bilingual transfer learning.
The PIPELINE and JOINT approach shows similar
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gains. This indicates that it is the additional train-
ing data rather than the learning model that leads
to the gain. Interestingly, using MBERT and GIGA-
BERT gives similar gains, which shows that the
transferability of the these two models in English to
Arabic is about the same (though with MBERT lag-
ging in baseline Arabic performance by 15.29 F1).
It is surprising given that GIGABERT is a bilingual
model trained specifically for English-Arabic. We
plan to investigate this as an immediate next step.

5 Conclusion

We present bilingual tranfer learning for Arabic
coreference resolution, that achieved new state-of-
the-art performance as evaluated on OntoNotes.
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