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Abstract

We propose a novel approach for rapid pro-
totyping of named entity recognisers through
the development of semi-automatically anno-
tated data sets. We demonstrate the proposed
pipeline on two under-resourced agglutinating
languages: the Dravidian language Malayalam
and the Bantu language isiZulu. Our approach
is weakly supervised and bootstraps training
data from Wikipedia and Google Knowledge
Graph. Moreover, our approach is relatively
language independent and can consequently
be ported quickly (and hence cost-effectively)
from one language to another, requiring only
minor language-specific tailoring.

1 Introduction

Named entity recognition (NER) is the task of iden-
tifying proper names and assigning them to one of
several named entity (NE) classes, such as PERSON

(PER), LOCATION (LOC) or ORGANISATION (ORG),
which is a crucial processing step for many NLP
tasks, but also for many applications in the digital
humanities where information about the entities
involved (e.g. names of emperors or archaelogical
sites) is often particularly important. While state-
of-the-art systems obtain good results for standard
NE inventories and general purpose English (Chiu
and Nichols, 2016), annotated data sets for the de-
velopment of named entity taggers are not readily
available for most of the world’s languages.1

In this paper, we focus on semi-automatically
generating annotated data and bootstrapping NE
recognisers for under-resourced languages (cf.
Krauwer (2003)), i.e., languages for which manu-
ally annotated data as well as pre-processing tools,

1Even for English, NER is not necessarily a solved prob-
lem for specialised domains, which often require specific en-
tity class inventories (Brandsen et al., 2020).

such as part-of-speech taggers, are typically hard
to come by. To this end, we propose a weakly su-
pervised approach that bootstraps the training set
from Wikipedia (in the target language) and Google
knowledge graph (in English), requiring no manual
annotation and no pre-processing apart from the
language-specific tweaking of our matching heuris-
tics. This approach is therefore in principle suitable
for any language for which Wikipedia articles ex-
ist.2 Because the manual effort is limited, systems
can be quickly ported to new languages, while still
obtaining reasonable results.

We demonstrate this by developing the system
for Malayalam and then porting it to isiZulu. These
two languages were chosen because they are agglu-
tinating and morphologically complex, making the
task considerably more challenging than for many
Indo-European languages where NEs are only min-
imally inflected. While our target languages are
both agglutinating, they are also structurally quite
different in other respects and exhibit different de-
grees of “under-resourcing”, with noticeably fewer
resources being available for isiZulu (see Sect. 3)

2 Related Work

Wikipedia has been employed for NER in three
main ways: In a monolingual setting, early stud-
ies used it to extract Gazetteer lists which were
then used as features in (typically supervised) NER
systems. One of the first studies taking this ap-
proach was by Toral and Muñoz (2006), who ex-
tract Gazetteers by matching the first sentence of a
Wikipedia article heuristically against the WordNet

2As of July 2021 this applies to 323 languages. Arguably
this still leaves out a large amount of the world’s 6000+
languages but it covers many languages which have a fair
amount of speakers but are still under-resourced. Furthermore,
Wikipedia is constantly growing both in terms of content for a
given language and in terms of the languages it covers.
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(Fellbaum, 1998) noun hierarchy to identify the
category of the entity described. This was followed
by a number of similar approaches (Kazama and
Torisawa, 2007; Ratinov and Roth, 2009; Radford
et al., 2015).

Going one step further, some researchers used
Wikipedia not only for extracting Gazetteers but
also for bootstrapping annotated training data. For
example, Nothman et al. (2008) exploit hyperlinks
to annotate the sentences containing them with cat-
egory information, which is extracted from the arti-
cle the hyperlink links to. As not all mentions of an
entity in an article are hyperlinked, they extend the
data set by finding verbatim repetitions of the hy-
perlink’s anchor text in the article. Finally, they use
the data to train an NE tagger. The system requires
hand-labelling of seed data that maps information
extracted from articles to NE classes.

Wikipedia has also been used in a multilingual
setting to obtain NE taggers for languages other
than English, e.g. by exploiting cross-lingual links
between articles (Richman and Schone, 2008; Bha-
gavatula et al., 2012; Pan et al., 2017). This ap-
proach has also been applied to under-resourced
languages (Littell et al., 2016). Ni and Florian
(2016) go one step further and construct entity type
mappings for the English Wikipedia before project-
ing across Wikipedia language links.

Bouamor et al. (Bouamor et al., 2013) propose
employing Wikipedia as a resource for creating
domain-specific lexicons for machine-translation.
They demonstrate their approach for English-
French and English-Romanian translation tasks.
Mayhew et al. (Mayhew et al., 2017) combine
lexicon-based translation of training data from a
source to a target language with features generated
from Wikipedia and show that this approach can
be applied to under-resourced languages.

Studies that address NER for our target lan-
guages are very limited. To our knowledge the
first NER system for Malayalam was proposed by
Bindu and Idicula (2011), who use supervised ma-
chine learning utilising a variety of features comple-
mented with a finite-state automaton to deal with
complex words. Jayan et al. (2013) propose a hy-
brid approach that combines rules with supervised
machine learning. Devi et al. (2016) tackle named
entity extraction from social media and combine
supervised machine learning (SVMs) with skip-
gram features. Shruthi and Pranav (2016) propose

another supervised approach based on the TnT tag-
ger (Brants, 2002) and maximum entropy models.
A neural network approach is proposed by Ajees
and Idicula (2018) who use word embeddings of
context words and morphs of the target word as
features. A similar system but with a different
neural architecture (RNN-LSTM) has also been
proposed (Sreeja and Pillai, 2020). To our knowl-
edge, the only NER system for isiZulu was pro-
posed by Eiselen (2016), who used linear-chain
Conditional Random Fields (CRFs) for the classifi-
cation of the named entities. The features included
gazetteer lists and graphemic information (capital-
ization, punctuation, numerals).

3 The Target Languages: Malayalam
and isiZulu

We test our system on two agglutinating languages:
Malayalam and isiZulu. We hypothesise that in-
flection and agglutination will make the task par-
ticularly challenging, as one token can correspond
to several linguistic words (see Sec. 3.1 and 3.2).
However, Malayalam and isiZulu also differ in sev-
eral aspects: They use different writing systems
(Brahmic vs. Latin) and while the former tends to
make extensive use of suffixes the latter tends to
favour prefixes to encode grammatical information.
From a practical perspective, while both languages
are under-resourced, isiZulu is so to a greater ex-
tent, in particular its Wikipedia version is more than
an order of magnitude smaller (see Sec. 4). We thus
believe that these two languages pose sufficiently
heterogeneous use cases.

3.1 Malayalam

Malayalam is the official language of the Indian
state of Kerala. It is a Dravidian language and
shares its roots with other south Indian languages
such as Tamil and Telegu. Malayalam is spoken by
45 million people, mainly in Kerala, Lakshadeep
and Puducherry. Like most Dravidian languages,
Malayalam has a Subject-Object-Verb canonical
order. It is a heavily agglutinating language. Finite
verbs in Malayalam are inflected based on tense
and mood, and are invariant to gender or number.
Inflection is usually carried out through suffixing.
A noun in Malayalam can be suffixed in at least 7
different ways according to the case and grammati-
cal category employed.
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For example, “Kochi” (tIn»o) is a place in Ker-
ala. tIn»obo² means “inside/in Kochi”. tIn-

»obo²\oÁqw means from Kochi and tIn»obqtS

means of Kochi. The word can be be inflected in
various other ways as well. An example of suffix-
ing within a sentence is depicted in (1).

(1) i\qan°
Hanuman

hpX
Seetha

+
+
tb
accusative

InWqen°
to see

d¹
Lanka

+
+
boud·m
to

u]nbo
go

‘Hanuman went to Lanka to see Seetha’

Agglutination is optional in Malayalam. There-
fore, a word has the option of merging with an-
other consecutive word, producing a new word in
the process. For example, tIn»obo²BbocqÁq

(tIn»obo²: in Kochi, BbocqÁq: was) translates
to was in Kochi. The two words can be optionally
combined into a new token: tIn»obodnbocqÁq

(was in Kochi). Grammatically speaking, the split
version and the agglutinated version can be used
interchangeably in a sentence. This increases the
complexity of token matching and dictionary gener-
ation significantly. Furthermore, unlike languages
written in Latin script, Malayalam does not distin-
guish between upper and lower case in its writing
system, hence casing cannot be used as a cue for
named entity recognition.

Although it is an under-resourced language, the
presence of Malayalam in the form of articles and
data repositories on the internet has been growing
steadily over the years. It has featured in a lim-
ited number of NLP tasks, including morphologi-
cal analysis (Bhavukam et al., 2018), POS tagging
(Akhil et al., 2020) and NER (Ajees and Idicula,
2018). However, many studies use small locally
generated data sets (Nambiar et al., 2019) or do-
main specific data sets (Kumar et al., 2019), (Devi
et al., 2016), which usually are not freely available.

3.2 IsiZulu

IsiZulu is the language of the Zulu people in South-
ern Africa. It is spoken by approximately 10.6
Million people (Taljard and Bosch, 2006), mainly
in the eastern part of South Africa and Mozam-
bique. IsiZulu is an agglutinating, conjunctively-
written language and belongs to the Bantu lan-
guages (Nguni sub-branch) (Taljard and Bosch,
2006). As is characteristic for Bantu languages,
isiZulu uses noun classes, e.g. dedicated classes
for nouns describing humans in singular or plural.

Certain natural language processing tasks can be
very challenging or almost infeasible to solve for
languages such as isiZulu. For instance, due to the
nature of isiZulu concords, prefixes and infixes3,
sentences might consist of ambiguous words, as in
Example (2). Another characteristic that isiZulu
shares with other conjunctive languages is the use
of capitalization inside a word, which can be an
indicator of a named entity, e.g. eGoli – in/from Jo-
hannesburg, as in (3). Cultural naming conventions
are another challenge for NER (Eiselen, 2016). For
example, Nkosi means king, lord or chief and can
be both first- or lastname, as for the South African
rugby players S’busiso Nkosi and Nkosi Nofuma.

(2) Aba+
CLASS-2-NOUN-PREFIX-PL.

fundi
learn

a+
NEG

ba+
SUBJ-CONDORD

fund+
learn

i.
NEG

‘The students are not learning.’

(3) Umfo+
brother

wethu
1ST-PERS-POSS

u+
SUBJ.-CONCORD

hlala
stay

e+
LOC

Goli.
Johannesburg

‘My brother stays in Johannesburg.’

While isiZulu is not an endangered language4,
there is a lack of large digital textual resources,
such as newspaper archives, and consequently also
of NLP tools. The South African Centre for Digi-
tal Language Resources (SADiLaR) is one of the
main drivers of language development in South
Africa. Besides their teaching and knowledge shar-
ing efforts, SADiLaR also collects resources for the
South African languages and makes them available
through their website5. The SADiLaR repository
currenty lists 49 language resources, tools and cor-
pora for isiZulu.

4 Data Sets and Resources

For bootstrapping training data, we utilise the
Malayalam and isiZulu Wikipedias. The former
is significantly larger (65,000 vs. 2,701 articles as
of June 2020) and therefore also gives rise to a
larger training set. In order to find appropriate
named entity tags for Wikipedia articles (see Sect.
5.2) we employ the Google Knowledge Graph

3https://en.wiktionary.org/wiki/
Category:Zulu_prefixes

4https://glottolog.org/resource/
languoid/id/zulu1248

5https://www.sadilar.org/index.php/en/

https://en.wiktionary.org/wiki/Category:Zulu_prefixes
https://en.wiktionary.org/wiki/Category:Zulu_prefixes
https://glottolog.org/resource/languoid/id/zulu1248
https://glottolog.org/resource/languoid/id/zulu1248
https://www.sadilar.org/index.php/en/
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(GKG) (Singhal, 2012). We test our system on
two external data sets for Malayalam (ARNEKT
and CUSAT) and one for isiZulu (NCHLT II) as
well as part of our bootstrapped data:

ARNEKT IECSIL FIRE 2018 NER Dataset
This corpus was compiled from the abstracts and
info-box properties from DBpedia for the (IECSIL)
shared task (Hullathy Balakrishnan et al., 2018).
The info-box features are used to annotate long ab-
stracts. Meta tags are translated into English using
Google translator. The data set consists of 838,333
tokens overall: 59,422 PER, 29,371 LOC, and 4,841
ORG. All other tokens are labelled OTHER.

CUSAT NER Dataset This is a manually an-
notated NER data set developed by CUSAT.6 It
is based on the CUSAT POS tagged data set for
Malayalam (Ajees and Idicula, 2018). About
200,000 words from “internet texts” were manually
annotated. The POS tags were ignored and the data
was cleaned to remove special characters. The data
set consists of 190,265 tokens overall, with 1,864
PER, 1,035 LOC, and 496 ORG entities. It is thus
considerably smaller than the ARNEKT data set.

NCHLT II Dataset This isiZulu data set consists
of South African governmental texts, which are
manually annotated with named entities (Eiselen,
2016), containing 5,024 PER, 3,872 LOC, and 5,039
ORG, 1,8224 MISC (i.e. other entity classes), and
169,393 OUT (non-entities) tokens. For evaluation,
we merge the latter two classes to OTHER.

WikiML and WikiZu Apart from ARNEKT,
the above data sets come from other domains as our
training data (Wikipedia). Hence, testing on them
can be seen as an out-of-domain lower bound eval-
uation of our system. For comparison, we therefore
also test on a 10% portion of our Wikipedia data
sets (see Sect. 5). This constitutes an upper bound
as these data sets are from the same domain as
the training data but are labelled automatically in
a fashion identical to labelling the training data,
which might lead to overly optimistic results.

5 Bootstrapping the Training Data

As our focus is on under-resourced languages,
we do not assume that a manually labelled train-
ing set is available. Instead we bootstrap from

6https://www.cusat.ac.in/

Wikipedia and GKG. Utilising Wikipedia has a
number of advantages: First, as it is community-
driven, many under-resourced languages have a
version of Wikipedia. Second, Wikipedia articles
cover a wide range of subjects and often refer
to named entities. Third, Wikipedia has a num-
ber of features that help with bootstrapping entity
labels (see Sect. 2). Finally, it has been shown
that additional training data bootstrapped from
Wikipedia can also improve the performance of
taggers trained on other sources, especially if they
are applied out-of-domain (Nothman et al., 2009).

We employ a 4-step pipeline to bootstrap NE la-
belled data (Fig. 1): First, we extract a list of titles
from Wikipedia dumps in the target language. Sec-
ond, we use the Wikipedia language links to look
up their English counterparts. Third, we employ the
GKG to extract candidates for named entity tags.
Finally, we use the title list to annotate Wikipedia
articles. The distribution of the different NE tags
for both data sets is shown in Table 1.

NE Tag Malayalam isiZulu

Other 21012137 138986
Place 723259 5916
Person 444260 2748
Organization 179022 700
Total 22358678 148350

Table 1: NE token distribution, compiled data sets

5.1 Creation of the Title Lists

We compile a list of all article titles from the
Wikipedia dump of the target language7 and pre-
process it by removing all entries that do not con-
tain at least one character in the target language.
This removes titles entirely composed of numbers,
special characters and characters from other lan-
guages. Duplicate titles are also removed. The title
list includes titles which share the primary token,
but contain descriptors in brackets to distinguish
them, for example DBobn±»: Unniyarcha and D-

Bobn±» (Nd»o}Xw): Unniyarcha (Film), where
the descriptor helps distinguish the person from the
movie. Descriptors are preserved, because they are
vital when annotating the title with an NE tag.

7For Malayalam, we used a Wikipedia dump from July
2020, for isiZulu from January 2021.

https://www.cusat.ac.in/
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Figure 1: Schematic overview of the data set generation process

5.2 Labeling Titles with NE Tags

In order to assign titles their respective NE tags, we
query each title in the title list through the GKG,
which associates the search result with a tag sim-
ilar to entity tags used in NER systems. For the
purpose of this study, the tags have been limited to
PER, LOC and ORG, since they are the most widely
employed entity types. Entities that do not fall into
these categories are labelled OTHER. As the GKG
accepts only English queries, we need to translate
(and transliterate for Malayalam) titles from the
target languages. We exploit the multilingualism
in Wikipedia to map titles from the target language
to their respective counterparts in English.

The GKG makes use of different sources when
producing tags and will generate a ranked list of
(possibly different) tags for each query. We con-
sider only the top three of these. If one of the three
named entity tags appears in this list, it is assigned
to the respective title, with priority being given to
the higher ranking source. If the tags generated
by the GKG do not contain any of our named enti-
ties, the title is annotated with the tag OTHER (i.e.
no named entity or a named entity belonging to a
different category such as DATE). We then automat-
ically annotate the text of each Wikipedia article,
assigning each token one of three NE tags (PERS,
LOC, ORG) or the tag OTHER. As illustrated in
Figure 2, we perform two “sweeps”:

The first stage of the first sweep exploits hyper-
links to annotate tokens within an article. Even if a
title present in the body of the article is ambiguous,
a hyperlink will direct to the correct source and
tag. For example, tokens that have different NE
tags but the same primary token, e.g. Unniyarcha
and Unniyarcha (Film), can be disambiguated by
extracting the corresponding named entity tag for
each hyperlink from the title list created earlier.
Then, the descriptions within brackets are removed
in the case of ambiguous titles. All appearances

of hyperlinks are annotated with their respective
tags. Tokens that do not match any hyperlink are
labelled OTHER.

In the second stage of the first sweep, all oc-
currences of titles that are not hyperlinked in the
article body are annotated. For each article, the
tokens labelled OTHER after the first stage are com-
pared with the named entity titles in the title list.
All token matches are annotated with the tag of the
respective title.

In the second sweep, we annotate tokens that
match sub-words of named entity titles in our title
list, i.e., we annotate inflected forms and complex
words. This is necessary because, in agglutinating
languages, proper nouns seldom exist in their base
form. This makes the matching of words that refer
to the same concept harder than for languages such
as English, which only has minimal pre- and suf-
fixing, because a simple search for string equality
with a title will not suffice. Therefore, we devel-
oped language-specific token-title matching algo-
rithms discussed in the next sections. Since the
secondary sweep is executed only after the ambigu-
ous tokens are dealt with, the annotation procedure
tackles both reliability and quantity of annotations.

5.3 Accommodating Morphological
Characteristics

5.3.1 Heuristics for Malayalam

Suffix matching A major problem for NER
in Malayalam is that —due to inflection and
agglutination— nouns rarely occur in their base
form but are typically adorned by suffixes. To solve
this problem, a suffix stripping algorithm is em-
ployed, which initially compares each title in the
list with the tokens in the body of the article and ex-
tracts all tokens that qualify a basic distance match.
A threshold of 70% match was empirically found
to work well. To counteract overgeneration and
ensure the presence of suffixation, the results are
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Figure 2: Overview of the three stages of data set annotation

further filtered by checking if the token begins with
the root word. That is, the first (n− 1) characters
of the token must match the first (n− 1) characters
of the title, for a title of length n. This separates
suffixed versions from accidental matches. For ex-
ample, the title ]Ðjw (Panthalam-Place) matches
both ]Ðbw (Panthayam-competition) and ]Ðj-

eqw (Panthala+vum-Panthalam as well). Only the
second token is an inflected version. The suffix
match with the first (n − 1) characters ("]", "Ð",

"j") extracts the inflected token and discards arbi-
trary matches.

Attachment of the place of origin to a person’s
name It is a common practice in Kerala to at-
tach the place of a person’s origin to their name.
For example, consider the name Pinarayi Vijayan
(]oWlnbo eoPb°). The individual’s name is “Vi-
jayan” (eoPb°), while “Pinarayi” (]oWlnbo) is
the place where he is from. The title list would
consist of both “]oWlnbo-Place” and “]oWlnbo

eoPb°- Person”. When a bigram check is em-
ployed first, all instances of “]oWlnbo eoPb°“
are annotated with the tag “Person”. The tokens
in the article body are annotated “]oWlnbo- Per-
son, eoPb°- Person”. If this is followed by the
annotation of “]oWlnbo“, the token “]oWlnbo

eoPb°” is modified to “ ]oWlnbo- Place, eoP-
b°-Person”. To avoid this behaviour for Malay-
alam, uni-grams are always annotated first and then
followed by higher order n grams.

Punctuation in names Another common prac-
tice is the usage of acronyms within the name. For
example, Madath Thekkepaattu Vasudevan Nair
usually goes by M.T. Vasudevan Nair (Fw.So. en-
hquZe° \nb±). The name is sometimes tok-
enized as (“Fw.”, “So.”, ”enhquZe°”, ”\nb±”)
or as (“Fw” ,”.” , “So.”, ”enhquZe°”, ”\nb±”).
In some other cases, the article omits the punctua-
tion, and prints the name as (“Fw”, “So”, ”enhquZ-

e°”, ”\nb±”). Since the number of tokens within
the title changes, the n-gram search consequently
varies. Since this issue is specific to full stops (“.”),
all full stops are removed from both the article and
the titles during the search phase. After all appear-
ances of the individual tokens sans punctuation are
annotated within the article, the full stops are rein-
serted. If the tokens to either side of the full stop
have the same NE tag, the full stop is given the
same tag as the tokens that wrap around it. All
end-of-sentence full stops are annotated with the
tag OTHER.

5.4 Language-Specific Adaptation for isiZulu

As isiZulu focuses on prefixes rather than suffixes,
we perform prefix stripping for isiZulu. To this
end, we make use of the capitalization described
in Section 3.2. Where we could not find a full
match between a title and a word in the list, we
matched titles and occurrences in the text from the
first capital after the initial letter. Thus, we were
able to match iGoli and eGoli, i.e. Johannesburg
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→ from/in Johannesburg.

6 Experiments and Machine Learning
Setup

For comparison, we use two baseline systems. One
rule-based baseline annotation system and a neural
network baseline. The rule-based baseline directly
annotates the data sets with the title list generated
in section 5.1. A bi-gram search is used to annotate
titles that have two words. This procedure does
not account for inflections and annotates perfect
matches in the corpus. The rule-based baseline is
therefore language independent. This system is
used to evaluate the importance of accommodat-
ing inflection and agglutination when compiling
an NER data set for morphologically complex lan-
guages.

The deep learning baseline for NER is imple-
mented using Keras (Chollet, 2015). It is a recur-
rent LSTM network with the following layers:

1. Trainable linear embeddings of size 200

2. Bidirectional LSTM with 45 units for each
direction; recurrent dropout probability of 0.1

3. Linear layer with 50 units and ReLU activa-
tion, applied to each time step

4. CRF layer with four units (one per NE class)

The model is trained using the RMSprop optimizer
with a learning rate of 0.001 for 10 epochs.

We use XLM-RoBERTa (Conneau et al., 2019)
to build the NER system. It is a pre-trained multi-
lingual transformer model which has successfully

been applied to low resourced languages such as
Swahili and Urdu. The model is trained in the
xlm-roberta-base configuration using decou-
pled weight decay (Loshchilov and Hutter, 2019)
and layer-wise decaying learning rates (Sun et al.,
2019). The embedding layer is frozen to avoid
overfitting. We train the model on a TPU in Google
Colab8 using bfloat16 mixed precision training
and the following hyperparameters:

• Sequence length: 50

• Batch size: 1024

• Epochs: 10

• Base learning rate: 2 · 10−5

• Weight decay factor: 0.99

• Learning rate decay factor: 0.95

The data sets are split into training, testing and
validation sets by a 80:10:10 ratio.

6.1 Fine Tuning

Before testing the model with a target data set, the
model is fine tuned for adaptation. A small sub-
set of each test set is used to tune the weights and
the remaining data is used to test the model. Fine
tuning is carried out for two reasons: (i) to accom-
modate for changes in writing style and format
and (ii) to expose the model to previously unseen
tokens. Since agglutination and heavy inflection
exists in both languages, it is practically infeasible
to construct dictionaries that account for all words

8https://colab.research.google.com/
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Table 2: XLM-RoBERTa results for Malayalam

WikiMl CUSAT ARNEKT

Class Precision Recall F1 Score Precision Recall F1 Score Precision Recall F1 Score

Person 0.94 0.80 0.87 0.65 0.48 0.56 0.74 0.65 0.69
Place 0.93 0.83 0.87 0.55 0.57 0.56 0.76 0.78 0.77
Organization 0.79 0.82 0.81 0.48 0.28 0.35 0.75 0.62 0.68
Other 0.99 1.00 0.99 0.99 0.99 0.99 0.96 0.97 0.97
Macro Average 0.94 0.80 0.87 0.66 0.58 0.61 0.80 0.75 0.78

Table 3: XLM-RoBERTa results for isiZulu

WikiZu NCHLT II

Class Precision Recall F1 Score Precision Recall F1 Score

Place 0.94 0.87 0.90 0.46 0.41 0.43
Person 0.78 0.90 0.84 0.31 0.20 0.24
Organization 0.78 0.75 0.77 0.25 0.15 0.19
Other 0.99 0.99 0.99 0.95 0.97 0.96
Macro Average 0.9 0.88 0.89 0.69 0.56 0.63

in them. During the training phase, a dictionary
is created using the developed data set which is
then used to feed tokens into an embedding layer.
In the case of an external data set, the model en-
counters many words foreign to its dictionary. Fine
tuning helps it to learn the appearance patterns of
unknown tokens within the article.

6.2 Results for Malayalam

Figure 3a depicts the model performance when
varying amounts of test data are used for fine tun-
ing. For the ARNEKT data, tuning the model with
a small portion of the test data set increases the
performance drastically. Since this data set is large,
even a small portion of it helps the model adapt
easily. On the other hand, the smaller CUSAT
data set attains a noticeable increase in model per-
formance at a slightly higher level of fine tuning.
Since fine tuning requires a sufficient amount of
tokens, a slightly bigger chunk of the CUSAT data
set has to be used to fine-tune the model’s parame-
ters. The effect of fine tuning on the overall perfor-
mance is visualised in Figure 3b (with 10% data for
ARNEKT and 20% for CUSAT). The model per-
formance increases considerably after fine tuning,
in both cases. The class-wise performance for the
WikiML, ARNEKT and CUSAT data sets is shown
in Table 2. As expected, the (upper bound) results
for WikiML are high across all NE classes. For the
ARNEKT data set, the model performs also quite
well with an average F1 score of 0.78. In compari-
son, the out-of-domain evaluation on the CUSAT

data obtains an F1 score of 0.61, with particularly
low results for org entities. This may be due to the
fact that organisations are distributed differently in
this domain.

The baseline annotation system was also eval-
uated on the CUSAT data set and the ARNEKT
data set, obtaining F1-scores of 0.29 and 0.39, re-
spectively. This performance highlights the impor-
tance of considering inflections, and fine tuning the
model for domain adaptation.

6.3 Results for isiZulu

Table 3 shows the results of porting our system to
isiZulu (with 20% of the data for fine-tuning). With
an average F1-Score of 0.87 our system performs
well on the in-domain WikiZu data but worse in the
out-of-domain evaluation on NHCLT II, with an av-
erage F1-Score of 0.45. It still easily outperforms
the rule-based baseline system (0.24 F1-Score) and
the LSTM baseline (0.45 F1-Score). The lower
performance compared to Malayalam can be ex-
plained by the fact that the domain of the test set
is very different from that of the training set (legal
vs. Wikipedia) and, moreover, the training set for
isiZulu is considerably smaller than for Malayalam.
In this context and given that we only used 2 days
to tweak the system for isiZulu, we still consider
the results an encouraging first step.

7 Analysis of Results

Since testing on WikiML can be regarded as in-
domain, we focus on the analysis of errors on the
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Figure 4: Confusion Matrix for CUSAT before (above)
and after (below) fine tuning

external data sets. Figures 4 and 5 display the
confusion matrices of the results obtained when
testing our model before and after fine tuning. In
both cases, the biggest source of error is observed
to be misclassification into the “Other” category.
This is expected in languages with morphological
complexities, since named entities are concealed
within agglutinations and suffixes. It should be
noted that for ARNEKT, the performance errors do
not necessarily originate from the model. To our
knowledge, ARNEKT was not manually annotated,
but created with rule based annotation procedures
and word lists. Consequently, annotation errors can
be observed within the data set. In some cases, the
WikiML model is seen to predict correct named en-
tity tags for tokens wrongly annotated in ARNEKT.
Two examples are presented in (4) and (5). Wrong
annotations have been highlighted in red. Fine tun-
ing clearly improves the impact of errors involving
the ”Other” category significantly.

(4) Tokens:
ARNEKT:
Prediction:

U»m
Place
Organization

hnÄ¿oI
Other
Other

fnhm}XÇ°
Other
Other

BWm
Other
Other

bn°
Other
Person

So°_±tP°
Other
Person

Figure 5: Confusion Matrix for ARNEKT before
(above) and after (below) fine tuning

Jan Tinbergen is a Dutch Economist

(5) Tokens:
ARNEKT:
Prediction:

}fpd¹°
Other
Place

}Io·Êm
Other
Person

Nco}X¿otd
Person
Other

GÊeqw
Other
Other

aoI»
Other
Other

XncºjotdncnjnWm
Other
Other

aqcjo
Person
Person

Murali is one of the best players in the
history of Sri Lankan cricket

For CUSAT, the presence of out-of-
domain/unseen words is clearly the cause of
most errors in the vanilla model. Once fine-tuned
with a portion of the data set, this is reduced
significantly.

Disregarding the “Other” class, the model seems
to confuse ”Person” and ”Organization” entites
with “Place” entities in both data sets. This is al-
most always observed with multi worded entities
that have places embedded in their names. Cases
include people with places attached to them (as
explained in section 5.3.1) and organizations with
the same characteristic (e.g. “New York Public Li-
brary”). The “New York” portion in such entities
can be thought of as a place entity embedded in
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an organization entity, or can be viewed simply as
an organization entity without taking into account
embedded entity classes. For one-worded entities,
errors can often be seen to arise from annotation
variations between the ground truth and the auto-
matically generated dataset. For example, words
such as “Library” and “College” are mapped as
”Place” entities by the Google Knowledge graph
during the generation of title lists. Subsequently,
instances of such words are labeled as ”Place” by
our vanilla model trained on the WikiML dataset.
However, the external datasets label them as ”Or-
ganization” entities in some cases, which indirectly
translates to mistakes during evaluation.

8 Conclusion

We demonstrated the implementation of a fully au-
tomated pipeline for the creation of a named entity
tagged data set with freely available resources. We
showed how the pipeline can be adaptated for two
morphologically complex, agglutinating languages.
Finally, we propose an easily portable, weakly su-
pervised NER system for Malayalam and isiZulu
based on this pipeline. The system can be devel-
oped quickly: We spent 2 weeks on developing the
initial system for Malayalam and 2 days for port-
ing it to isiZulu. We tested in- and out-of-domain
on a number of publicly available data sets, with
encouraging results, especially for Malayalam.
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