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Abstract

Bilingual dictionaries are essential resources
in many areas of natural language processing
tasks, but resource-scarce and less popular lan-
guage pairs rarely have such. Efficient auto-
matic methods for inducting bilingual dictio-
naries are needed as manual resources and ef-
forts are scarce for low-resourced languages.
In this paper, we induce word translations us-
ing bilingual embedding. We use the Apache
Spark® framework for parallel computation.
Further, to validate the quality of the gen-
erated bilingual dictionary, we use it in a
phrase-table aided Neural Machine Transla-
tion (NMT) system. The system can perform
moderately well with a manual bilingual dic-
tionary; we change this into our inducted dic-
tionary. The corresponding translated outputs
are compared using the Bilingual Evaluation
Understudy (BLEU) and Rank-based Intuitive
Bilingual Evaluation Score (RIBES) metrics.

1 Introduction

Digitised bilingual dictionaries primarily ex-
ist for resource-rich language pairs, such as
English-German, English- Chinese, English-Hindi,
etc. (Lardilleux et al., 2010). Such dictionaries
are helpful for many natural language processing
(NLP) tasks such as Machine Translation (MT)
for translating Out-Of-Vocabulary (OOV) words,
cross-lingual information retrieval, cross-lingual
word embedding and multilingual parts-of-speech
tagging (Wołk, 2019; Ye et al., 2016; Sharma
and Mittal, 2018). Creating a bilingual dictio-
nary requires high-quality parallel corpora and ex-
pert linguists, both of which are scarce and costly
in resource-poor languages (Hajnicz et al., 2016;
Sarma, 2019).

Previous works focus on methods that were
based on pivot languages (Tanaka and Umemura,
1994; István and Shoichi, 2009; Wushouer et al.,
2015), aligning words (Daille and Morin, 2008;
Tufiş and maria Barbu, 2002) or using dependency

relations (Yu and Tsujii, 2009). The pivot-based
dictionary induction is a contemporary method that
uses only dictionaries to and from a pivot language
(intermediate language) to generate a new dictio-
nary. This method is not very effective for highly
ambiguous languages as it yields highly noisy dic-
tionaries because lexicons of a language do not ex-
hibit transitive relationship (Wushouer et al., 2014).
Word alignment systems identify the translation
equivalence of lexical units between two sentences
that are sentence aligned (Choueka et al., 2000;
Och and Ney, 2003). Depending on the purpose,
the system may focus on the specific lexical units,
e.g. a single word or collocation (Tiedemann,
2004; Schreiner et al., 2011; Chen et al., 2009).
The dependency relation method is based on the
premise that related words in different languages
have a similar dependency relationship. These
methods require either excellent linguistic knowl-
edge or linguistic resource. The research line has
robust outcomes on bilingual lexicon induction
with the evolution of word embedding either by
independently aligning trained word embedding in
two languages or using the bilingual embedding
to induce word translation pairs through nearest-
neighbour or similar retrieval methods. In the BDI
task, given a list of ‘n’ source language words
ws1 , ws2 , ...wsn , the goal is to determine the most
appropriate translationwti , for each query word
wsi . Finding a target language word embedding
wvti is accomplished by computing the nearest
neighbour to the source word embedding wvsi in
the shared semantic space, where cosine similar-
ity is a measure between the embedding (Artetxe
et al., 2019). However, this creates a phenomenon
called hubness. In high-dimensional spaces, some
data points, called hubs, are extraordinarily close
to many other data points (Huang et al., 2019); this
results in inappropriate/noisy translation.

In this paper, a simple cartesian product of the
bilingual/cross-lingual word embedding is used
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and filters the product outcome based on some
linguistic regularities and thresholds. The gener-
ated (inducted) bilingual dictionary is used as a
separate phrase-table in an NMT system. The sys-
tem produces translations for every word in the
text; the translations are validated for quality using
the Bilingual Evaluation Understudy (BLEU) and
Rank-based Intuitive Bilingual Evaluation Score
(RIBES) metric.

2 Bilingual and Cross-lingual Word
embedding

In this paper, the terms ‘bilingual’ and ‘cross-
lingual’ for word embedding is used with varying
notions. The bilingual embedding maps the source
and target language embedding in the shared se-
mantic space. In contrast, the cross-lingual embed-
ding learns a transfer function to translate the em-
bedding from the source language semantic space
to target language space; this preserves the more ac-
tual semantics pertained to that language (Mikolov
et al., 2013). Visualisation of the embeddings is
shown in Figure 1 and Figure 2.

BilBOWA toolkit (Gouws et al., 2015) is used
to generate bilingual word embedding. The em-
bedding of source and target language are trained
jointly so that related words of two languages are
closer to each other in the shared space. There-
fore, the translational equivalence has higher co-
sine similarity. The model is trained with mini-
mal parallel corpus and large monolingual corpora.
However, the cross-lingual embedding is learned
with a very bare minimal resource as small as 5000
source-target word pairs. Global neighbourhood
is estimated as cross-lingual entropy. The main
advantage of this method over bilingual embedding
is that it is possible to generate embedding in the
target language semantic space instead of shared
space. In shared semantic space, the most semantic
information pertained to the language is lost and
likely to infer word vectors for related languages.

3 Implementation

The embedding size of the English word list is
∈ R8994×300 and Tamil is ∈ R10097×300. Tamil
has more number words compared to English be-
cause of the inflected forms. The dimension of
the Cartesian product of the word pair list (English
and Tamil) is 90812418× 300; this takes months
for a typical computer system to compute. This
complex computation is deployed to the cluster

Figure 1: Visualization of Bilingual Embedding using
T-SNE plot

using Apache Spark® Framework (Zaharia et al.,
2016). The word pairs are filtered in two folds, co-
sine similarity and lemmatization (Kengatharaiyer
et al., 2019), where the root word is extracted from
the surface forms. In the case of cross-lingual em-
bedding, cross-lingual entropy is used instead of
the cosine similarity measure. Figure 3 shows the
architecture.

Figure 3: Apache Spark Implementation for Bilingual
Dictionary Induction

The word embedding of Source and Target Lan-
guage is mapped to a key-value pair Resilient
Distributed Datasets (RDDs), a fundamental data
structure of Spark; the word being a key and 300-
dimensional representation as values. The Carte-
sian Product of two RDDs (En RDD and Ta RDD)
generates the Pair RDD. On the Pair RDD, cosine
similarity or cross-lingual entropy is applied to
filter top similar words. Filtered RDD is further
refined using a lemmatizer to avoid the inflected
terms. The resultant RDD is saved as text file;
this has the most similar source and target word, a
bilingual dictionary.

The OpenNMT framework (Klein et al., 2017) is
used for training an NMT system with the training
parameter as shown in Table 1. The inducted lexi-
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(a) English Embedding Space

(b) Tamil Embedding Space

Figure 2: Visualization of Cross-lingual embedding us-
ing T-SNE plot

cons are used as a phrase-table in NMT for trans-
lating Out-Of-Vocabulary (OOV) words. Training
is done on Google Colab with GPU at backend.

Table 1: Training Parameters for English-Tamil Open-
NMT Framework

Hyper Parameters Values
Layers 3
Rnn size 512
Embedding size 512
Encoder/Decoder Type Transformers
Train steps / Validation steps 3000/ 5000
Positional Encoding True
Heads 8
Dropout 0.3
Learning rate 3
Batch size 4096
Optimiser ADAM

4 Corpora Description

For the training language model, the monolingual
Tamil corpus from the cEnTam dataset (P. et al.,
2020) is used. Likewise, for training the machine
translation systems, the English-Tamil parallel cor-

pus from the cEnTam dataset is utilised. The
specifics of the cEnTam corpus used is reported
in Table 2.

Table 2: Specification of cEnTam Corpus

Corpus Type English
(No. of sentences)

Tamil
(No. of sentences)

Monolingual 589856 563568
Parallel 56495 56495

5 Results and Discussion

Table 3 and 4 show a sample of bilingually similar
words above the cosine distance of 0.90 and 0.95.
The correct translations are given in bold letters
in Table 3 and 4. It can be inferred that the much
more words that are not semantically similar (trans-
lational equivalent) but related crowds the search
space, which might result in noisy word inductions
( into the dictionary) and ambiguity. Hence the
search space was shrunk above the cosine distance
of 0.98 as shown in Table 5. It is observed that
the inflected forms (surface forms) are closer than
the related words in the embedding space to the
query word. Unlike English, Tamil has no prepo-
sitions. Instead, it has case inflected nouns, for
example, the translation of the prepositional phrase
“in minutes” in English is equivalent to “Nimidan-
GkaLil”, a case inflected noun(NimidanGkaL + il
= minutes + in) in Tamil. Likewise, various sandhi
inflected form of the noun “kuzhanthai” are kuzhan-
thaip, kuzhanthaith, etc. The chances of getting
associated or related words in such a small space
is negligible. The inflections are removed, and the
root forms are inducted at the second stage of filter-
ing, lemmatizer. The inducted dictionary is added
as a lookup table in the NMT system.

Table 3: Sample output of bilingual words extracted
above cosine similarity (threshold) 0.90

English Tamil Cosine Similarity
go avaL 0.92
go ennai 0.90
go evvaLavu 0.90
go anGkae 0.92
go poaka 0.92
go enGkae 0.90
go un 0.90

good chariyaana 0.92
good aen 0.91
good avaL 0.90
good nanRaaka 0.94
good evvaLavu 0.91
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Table 4: Sample output of bilingual words extracted
above cosine similarity 0.95

English Tamil Cosine Similarity
forests pachumaiyaana 0.92
forests adarNtha 0.95
forests kaadukaL 0.98
flowers malar 0.95
flowers malarkaL 0.97
flowers pookkaL 0.96

Table 5: Sample output of bilingual words extracted
above cosine similarity 0.98. The exact translation of
the query word is annotated with double raised asterisk
∗∗ and their inflected forms are annotated with single
raised asterisk∗.

English Tamil Cosine Similarity
minutes NimidanGkaL ∗∗ 0.98
minutes NimidanGkaLil∗ 0.99
minutes Nimidaththil ∗ 0.97
minutes NimidanGkaLaaka∗ 0.98

The accuracy of the translated sentence of the
NMT system before and after appending the dic-
tionary as a phrase table is shown in Table 6. The
induced translation is evaluated based on both the
Bilingual Evaluation Understudy (BLEU) (Koehn,
2010) and Rank-based Intuitive Bilingual Evalua-
tion Score (RIBES) (Isozaki et al., 2010) metrics.
BLEU is the oldest and most adopted metrics to
evaluate Mt system. It rewards systems for n-grams
that have exact matches in the reference system.
The longer n-gram scores account for the fluency of
the translation in BLEU metric. In contrast, RIBES
is sensitive towards word reordering, works well
for language pairs having very different grammar
and word order. It uses rank correlation coeffi-
cients based on word order to compare hypothesis
and reference translations.

Table 6: Precision of NMT system

NMT System BLEU RIBES
Reference-Baseline 0.31 0.61
Reference-ManDic 0.33 0.66
Reference-InDic 0.34 0.71
ManDic-InDic 0.89 0.95

Although BLEU is a standard metric for
the evaluation of MT system, RIBES is better
suited for distant language pairs like English and
Tamil (Callison-Burch et al., 2006). Hence, both
measures are used for validating the NMT system
developed. In the Table 6, the score is computed
by comparing the reference translations with the

translations of the NMT system after appending
the manual and inducted dictionary (ManDic &
IndDic). The ManDic and InDic systems are com-
pared to showcase that the hypothesis translation
of InDic is highly correlated with ManDic, though
InDic has comparatively better score than ManDic
when validated against Reference translation.

6 Conclusion and Summary

In this paper, we generated an English-Tamil bilin-
gual dictionary using both bilingual (vectors in the
same space) and cross-lingual (vectors in separate
space, mapped) word embedding. In order to val-
idate this induced dictionary, we have employed
a table driven Neural Machine Translation (NMT)
system. The goal was to measure the quality of
the translated output (Tamil as the target language)
when the original manual dictionary (ManDic) is
replaced with the induced dictionary (InDic). The
Baseline NMT system was trained on English-
Tamil parallel corpus with over 56000 entries. A
testset with 700 aligned sentences was used for vali-
dation. The translation quality is measured over the
reference translations which are available (aligned
Tamil sentences). Eventually, we will have three
categories of translated output, namely, Baseline,
ManDic and InDic. We compare each of them
with the reference translation using the RIBES and
BLEU metric (Isozaki et al., 2010; Koehn, 2010) to
ascertain their quality. It is important to note that
the quality of the translations is not of our interest
but the change in performance when using different
dictionaries. RIBES is used as the scoring model as
it is invariant to word order and morphology (Tan
et al., 2015).

Our results suggest that the induced dictionary
performs at par or better than the original manual
dictionary. This is also due to the fact that the
lexicons are rendered in a context-sensitive man-
ner from word embedding. The lookup process
is implemented using Apache Spark® Framework
in Scala language. Induction is a simple reverse
lookup using the Cartesian product of all bilingual
embedding. The size of this Cartesian product ma-
trix is 1× 107 × 300 values which makes it highly
computational. Apache Spark can run in parallel,
hence, accelerate time and optimise memory. In
this paper, bilingual embedding generated by Bil-
BOWA (Gouws et al., 2015) is mainly used, but
this methodology is also tested with cross-lingual
embedding and found equally effective (JP et al.,
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2020). The differences between them are: bilin-
gual embeddings are generated from parallel and
good quality comparable bilingual corpus, whereas
cross-lingual embedding can be learned from min-
imal bilingual data. Learning such cross-lingual
embedding for resource-poor languages can help
to generate induced dictionary resources of even
unknown words with a fair amount of accuracy.
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