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Abstract

In this study, we investigate the role of the mul-
tiple layers in deep transformer models. We
design a variant of ALBERT that dynamically
adapts the number of layers for each token
of the input. The key specificity of ALBERT
is that weights are tied across layers. There-
fore, the stack of encoder layers iteratively re-
peats the application of the same transforma-
tion function on the input. We interpret the
repetition of this application as an iterative
process where the token contextualized repre-
sentations are progressively refined. We ana-
lyze this process at the token level during pre-
training, fine-tuning, and inference. We show
that tokens do not require the same amount of
iterations and that difficult or crucial tokens for
the task are subject to more iterations.

1 Introduction

Transformers are admittedly over-parametrized
(Chen et al., 2020; Hou et al., 2020; Voita et al.,
2019). Yet the role of this over-parametrization
is not well understood. In particular, transformers
consist of a fixed number of stacked layers, which
are suspected to be highly redundant (Liu et al.,
2020) and to cause over-fitting (Fan et al., 2020;
Zhou et al., 2020). In this paper we provide a study
on the role of the multiple layers traditionally used.

The mechanism of transformer layers is often
compared to intuitive NLP pipelines (Tenney et al.,
2019). Starting with the lower layers encoding
surface information, middle layers encoding syn-
tax and higher layers encoding semantics (Jawahar
et al., 2019; Peters et al., 2018). Transformers pro-
gressively refine the features, which become more
fine-grained at each iteration (Xin et al., 2020).
However, ALBERT (Lan et al., 2020) highlights
that it is possible to tie weights across layers and
repeat the application of the same function. Con-
sequently, we hypothesize that it is the number

of layer applications that gradually abstracts the
surface information into semantic knowledge.

To better study the transformation of token rep-
resentations across layers, we propose a variant of
ALBERT. Our model implements the key speci-
ficity of weights tying across layers but also dy-
namically adapts the number of layers applied to
each token. Since all layers share the same weight,
we refer to the application of the layer to the hidden
states as an iteration.

After reviewing the related work (Section 2), we
detail the model and the training methodology in
Section 3. In particular, we encourage our model
to be parsimonious and limit the total number of it-
erations performed on each token. In Section 4, we
analyze iterations of the model during pre-training,
fine-tuning and inference.

2 Related Work

Adapting the transformer depth is an active subject
of research. In particular, deep transformer mod-
els are suspected to struggle to adapt to different
levels of difficulty. While large models correctly
predict difficult examples, they over-calculate sim-
pler inputs (Liu et al., 2020). This issue can be ad-
dressed using early-stopping: some samples might
be sufficiently simple to classify using intermediate
features. Some models couple a classifier to each
layer (Zhou et al., 2020; Liu et al., 2020; Xin et al.,
2020). After each layer, given the classifier output,
the model either immediately returns the output or
passes the sample to the next layer. Exiting too late
may even have negative impacts due to the network
”over-thinking” the input (Kaya et al., 2019).

Ongoing research also refines the application of
layers at the token level. Wang and Kuo (2020)
build sentence embeddings by combining token
representations from distinct layers. Elbayad et al.
(2020) and Dehghani et al. (2019) successfully use
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dynamic layers depth at the token level for full
transformers (encoder-decoder). However, to the
best of our knowledge, our attempt is the first to ap-
ply such mechanism to encoder only transformers
and to provide an analysis of the process.

3 Method

In this Section, we detail the model architecture,
illustrated in Figure 1, and pre-training procedure.

3.1 Model architecture

We use a multi-layer transformer encoder (Devlin
et al., 2019) which transforms a context vector of
tokens (u1 · · ·uT ) through a stack of L transformer
encoder layers (Eq. 1, 2). We use weight tying
across layers and apply the same transformation
function at each iteration (Lan et al., 2020).

h0t =Weut +Wp (1)

hnt = layer(hn−1
t ) ∀n ∈ [1, L] (2)

For the first layer, We is the token embedding
matrix, and Wp the position embedding matrix.

We augment the model with a halting mecha-
nism, which allows dynamically adjusting the num-
ber of layers for each token (Eq. 3 to 8). We di-
rectly adapted this mechanism from Graves (2016).
The main distinction with the original version is the
use of a transformer model instead of a recurrent
state transition model. The mechanism works as
follow: at each iteration n, we add the following
operations after Eq. 2. We assign a probability to
stop pnt for each token at index t (Eq. 3). Given
this probability, we compute an update weight λnt
(Eq. 4), which we use to compute the final state as
the linear convex combination between the previ-
ous and current hidden state (Eq. 5).

pnt = σ (Whh
n
t + bn) (3)

λnt = pnt if n < Nt, Rt elif n = Nt, else 0 (4)

hnt = λnt h
n
t + (1− λnt )hn−1

t (5)

With σ the sigmoid function. We define the
remainder Rt and the number of iterations for the
token at index t, Nt with:

Rt = 1−
Nt−1∑
l=1

plt. Nt = min
n′

n′∑
n=1

pnt ≥ 1−ε (6)

As soon as the sum of the probability becomes
greater than 1, the update weights λnt are set to 0
and the token is not updated anymore (Eq. 4). A
small ε factor ensures that the network can stop
after the first iteration (Eq. 6).

Figure 1: As in ALBERT model, tokens are transformed
through the iterative application of a transformer en-
coder layer. Our model key specificity is the applica-
tion of the halting mechanism, which dynamically ad-
justs the number of iterations for each token.

3.2 Pre-training objective
During the pre-training phase, we train the model
with the sentence order prediction (sop) — the
task introduced in Lan et al. (2020) that classi-
fies whether segments from the input sequence fol-
low the original order or were swapped — and the
masked language model task (mlm) (Devlin et al.,
2019). We also encourage the network to minimize
the number of iterations by directly adding the pon-
der cost into ALBERT pre-training objective. Given
a length T input sequence u, Graves (2016) defines
the ponder cost P(u) as:

P(u) =
T∑
t=1

Nt +Rt (7)

We define the final pre-training loss as the fol-
lowing sum:

L̂ = Lsop + Lmlm + τP (8)

where τ is a time penalty parameter that weights
the relative cost of computation versus error.

3.3 Datum and infrastructure
We follow the protocol from ALBERT and pre-train
the model with BOOKCORPUS (Zhu et al., 2015)
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and English Wikipedia. We reduce the maximum
input length to 128 and the number of training steps
to 112,5001. We use a lowercase vocabulary of size
30,000 tokenized using SentencePiece. We train
all our models on a single TPU v2-8 from Google
Colab Pro2 and accumulate gradients to preserve a
4,096 batch size. We optimize the parameters using
LAMB with a learning rate at 1.76e-3.

4 Experiments

We now analyze our iterative model properties dur-
ing pre-training (Section 4.1) and fine-tuning (Sec-
tion 4.2). We start by describing the setup for each
of the subtasks.

mlm task We generate masked inputs follow-
ing ALBERT n-gram masking. We mask 20% of
all WordPiece tokens but do not always replace
masked words with the [MASK] token to avoid dis-
crepancy between pre-training and fine-tuning. We
effectively replace 80% of the masked position with
[MASK] ([MASK/MASK]), 10% with a random
token ([MASK/random]), and keep the original
token for the last 10% ([MASK/original]).

sop task We format our inputs as “[CLS] x1
[SEP] x2 [SEP]”. In 50% of the case the two
segments x1 and x2 are effectively consecutive
in the text. In the other 50%, the segments are
swapped.

Ponder cost We fix the time penalty factor τ em-
pirically such that the ponder penalty represents
around 10% of the total loss. To estimate the pon-
der cost, we discard the remainder, as R� N for
sufficient values ofN . Given Eq. 7, the ponder cost
then corresponds to the total number of iterations
in the sentence, which is given by l×T , with T the
number of tokens in the sequence and l the average
iterations per token. We observe that ALBERT base
loss converges to around 3.5. We calibrate τ such
that τP ≈ 0.35 ≈ τ × l × T . We train distinct
models, listed in Table 1, that we calibrate such
that their average number of iterations per token
l is respectively 3, 6, and 12. We refer to these
models as respectively tiny, small and base.

1As emphasized in https://github.com/
google-research/bert, longer sequences are compu-
tationally expensive. To lighten the pre-training process, they
advise using 128 sentence length and increase the length to
512 only for the last 10% of the training to train the positional
embeddings. In this work, we only perform the first 90%
steps as we are not looking for brute force performances.

2https://colab.research.google.com/

4.1 Analysis of the pre-training

Analysis of the iterations We pre-train models
with various configurations and observe the model
mechanisms during the pre-training in Table 1.

Models tiny small base

τ 1e-3 5e-4 2.5e-4
Max iterations 6 12 24
mlm (Acc.) 55.4 57.1 57.4
sop (Acc.) 80.9 83.9 84.3

All tokens 3.8 7.1 10.0
All unmasked tokens 3.5 6.5 9.2
[MASK/MASK] 5.8 10.9 16.0
[MASK/random] 5.8 10.9 16.0
[MASK/original] 4.0 7.4 10.5
[CLS] 6.0 12.0 22.5
[SEP] 2.5 7.6 8.4

Table 1: Average number of iterations given token
types during the pre-training. For each model, we re-
port a mean number of iterations on our development
set, at the end of the pre-training.

We observe that the [CLS] token receives far
more iterations than other tokens. This observa-
tion is in line with Clark et al. (2019) who analyze
BERT attention and report systematic and broad
attention to special tokens. We interpret that the
[CLS] token is used as input for the sop task and
aggregates a representation for the entire input. On
the contrary, [SEP] token benefits from usually
few iterations. Again, this backs the observation
emerging from the analysis of attention that inter-
prets [SEP] as a no-op operation for attention
heads (Clark et al., 2019).

We also observe an interesting behavior from
the [MASK] which also benefits from more
iterations than average tokens. As for the
[CLS] token, we interpret that these tokens
are crucial for the mlm task. Looking fur-
ther, we observe that [MASK/random] and
[MASK/MASK] number of iterations is greater
than [MASK/original]. In this case, al-
though all tokens are targeted in the mlm task,
[MASK/random] and [MASK/MASK] are obvi-
ously more difficult to identify3.

The model seems to have an intuitive mechanism
3During inference, the model cannot make the distinction

between [MASK/original] and unmasked tokens. How-
ever, we observe in Table 1 that the two token types have a
distinct mean number of iterations. We believe this is due to
the distribution of the [MASK] tokens. Indeed, we follow the
procedure from ALBERT and use n-gram masking. Therefore,
[MASK/original] tokens tend to appear in the context
of [MASK] tokens. This specific context increases the mean
number of iterations.

https://github.com/google-research/bert
https://github.com/google-research/bert
https://colab.research.google.com/
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and distributes iterations for tokens that are either
crucial for the pre-training task or present a certain
level of difficulty. This also appears in line with
early-exit mechanisms cited in Section 2, that adapt
the number of layers, for the whole example, to
better scale to each sample level of difficulty.

Natural Fixed point We now analyze how the
token’s hidden states evolve during our model it-
erative transformations. At each iteration n, the
self-attentive mechanism (Vaswani et al., 2017)
computes the updated state n + 1 as a weighted
sum of the current states. This introduces a cyclic
dependency as every token depends on each other
during the iterative process. As convergence within
a loopy structure is not guaranteed, we encourage
the model to converge towards a fixed point (Bai
et al., 2019).

Figure 2: Evolution of the cosine similarity between
hidden states hnt and hn+1

t from two consecutive iter-
ations. We use our base model and measure iterations
on our development set, at the end of the pre-training.

We obtain this property ”for free” thanks to our
architecture specificity. Indeed at each iteration, the
hidden state is computed as a convex combination
of the previous n and current n + 1 hidden state.
The combination is controlled by λnt (Eq. 5). If λnt
is closed to 0, then hnt ≈ hn+1

t and by definition
(Eq. 4, 6) λnt will eventually be set to 0 at a certain
iteration.

Figure 2 represents the evolution of the mean co-
sine similarity between two hidden states from two
consecutive iterations hnt and hn+1

t . The network
indeed reaches a fixed point for every token. The
[SEP] and tokens that are not masked converge
quicker than [MASK] tokens. Finally, the [CLS]
token oscillates during intermediate layers before

reaching an equilibrium4.

4.2 Application to downstream tasks

During the pre-training phase, the model focuses
on tokens either crucial for the pre-training task
or presents a certain level of difficulty. Now we
study our model behavior during the fine-tuning on
downstream syntactic or semantic tasks.

Control test To verify that our setup has reason-
able performance, we evaluate it on the GLUE
benchmark (Wang et al., 2019). Results from Ta-
ble 2 are scored by the evaluation server5. As in De-
vlin et al. (2019), we discard results for the WNLI
task6. For each task, we fine-tune the model on the
train set and select the hyperparameters on the dev
set using a grid search. We tune the learning rate
between 5e-5, 3e-5, and 2e-5; batch size between
16 and 32 and epochs between 2, 3, or 4. To better
compare our setup, we pre-train BERT and ALBERT

model using our configuration, infrastructure and
datum.

Avg. Glue score

BERT-base 76.9
ALBERT-base 75.6

ALBERT-base + Adapt. Depth 75.2
ALBERT-small + Adapt. Depth 74.2
ALBERT-tiny + Adapt. Depth 72.6

Table 2: GLUE Test results, scored by the evaluation
server but without the WNLI task. To facilitate the
comparison, we reproduce BERT and ALBERT, with
our pre-training dataset, infrastructure and configura-
tion detailed in Section 3.2.

We present results on the test set in Table 2. As
expected, the average score decreases with the num-
ber of iterations. Indeed, we limit the number of
computation operations performed by our model.
Moreover, we build our model on top of ALBERT,
which share parameters across layers, thus reduc-
ing the number of parameters compared with the
original BERT architecture. However, despite these
additional constraints, results stay in a reasonable
range. In particular, ALBERT-base with adaptative
depth is very close to the version with a fixed depth.

4We present the Figures for other model configurations in
Appendix A

5https://gluebenchmark.com/
leaderboard

6See (12) from https://gluebenchmark.com/
faq.

https://gluebenchmark.com/leaderboard
https://gluebenchmark.com/leaderboard
https://gluebenchmark.com/faq
https://gluebenchmark.com/faq
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Probing tasks Conneau and Kiela (2018) intro-
duce probing tasks, which assess whether a model
encodes elementary linguistic properties. We con-
sider semantic and syntactic tasks that do not in-
troduce random replacements. In particular, a task
that predicts the sequence of top constituents im-
mediately below the sentence node (TopConst), a
task that predicts the tense of the main-clause verb
(Tense), and two tasks that predict the subject (resp.
direct object) number in the main clause (SubjNum,
resp. ObjNum).

Tense Subj
Num

Obj
Num

Top
Const

punct (121k) 5.0 4.8 5.2 6.7
prep (101k) 4.6 4.6 5.4 6.2
pobj (98k) 4.5 4.6 5.4 5.8
det (86k) 4.5 4.6 5.1 6.1
nn (81k) 5.1 5.4 5.8 6.7
nsubj (80k) 5.3 6.1 5.9 7.5
amod (66k) 4.6 4.9 5.5 6.1
dobj (49k) 4.8 5.0 5.9 6.1
root (44k) 5.9 6.1 6.2 7.9
advmod (37k) 4.8 4.8 5.3 6.8

avg. 5.4 5.4 5.8 7.2
test Acc. 87.5 93.9 96.1 91.2
baseline Acc. 87.3 94.0 96.0 91.9

Table 3: Distribution of the iterations across token de-
pendency types. We fine-tune our base model on each
probing task. We then perform inference on the Penn
Tree Bank dataset and report the number of iterations
given token dependency types. The number in paren-
theses denotes the number of dependency tags. We only
display the top 10 most frequent tags. We indicate in
bold tags for which the number of iterations is above
avg + std. We include a baseline accuracy which we
obtain with the ALBERT-base version without an adap-
tative depth mechanism and therefore 12 iterations per-
formed for each token.

In our setup, we fine-tune the model on the task
train set and select the hyperparameters on the dev
set using a grid search. We use a 5e-5 learning rate
and fine tune the epochs between 1 to 5; we use a
32 batch size. Finally, we compare in Table 3 the
number of iterations performed for each token on
the Penn Tree Bank (Marcus et al., 1993) converted
to Stanford dependencies7,8.

We provide an accuracy baseline, obtained with
the same setup but using ALBERT without the dy-
namic halting mechanism. As in the previous exper-
iment, we observe that for these tasks, out model

7Since we use sentence piece vocabulary, we assign to
each piece the dependency tag from the whole token.

8We present the Tables for other model configurations in
Appendix B

achieve competitive performances despite using
less computational operations.

Although all tasks achieve significant and com-
parable accuracies, they all require a distinct global
mean of iterations. The Tense task, which can be
solved from the verb only, is completed in only 5.4
iterations, while the TopConst task, which requires
to infer some sentence structure, is performed in
7.2 iterations. This suggests the model can adapt
itself to the complexity of the task and globally
spare unnecessary iterations.

Looking at the token level, as during the pre-
training (Section 4.1), the iterations are unevenly
distributed across tokens. The model seems to iter-
ate more on tokens that are crucial for the task. For
SubjNum, the subj tokens achieve the maximum
number of iterations, while for the ObjNum task,
the obj and root token iterates more. Similarly, all
tasks present a high number of iteration on the main
verb (root) that is crucial for each prediction.

5 Conclusion

We investigated the role of the layers in deep trans-
formers. We designed an original model that pro-
gressively transforms each token through a dy-
namic number of iterations. We analyzed the dis-
tribution of these iterations during pre-training and
confirmed the results obtained by analyzing the
distribution of attention across BERT layers, par-
ticularly the specific behavior played by special
tokens. Moreover, we observed that key tokens
for the prediction task benefit from more iterations.
We confirmed this observation during fine-tuning,
where the tokens with a large number of iterations
are also suspected to be key for achieving the task.

Our experiments provide a new interpretation
path for the role of layers in deep transformer mod-
els. Rather than extracting some specific features
at each stage, layers could be interpreted as the
iteration from an iterative and convergence process.
We hope that this can help to better understand the
convergence mechanisms for transformers models,
reduce the computational footprint or provide new
regularization methods.
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A Natural fixed point

We present here the evolution of the mean cosine
similarity between two hidden states from two con-
secutive iterations for our small (Figure 3) and tiny
(Figure 4) models. As presented in Section 3.2, we
fix the maximum number of iterations at respec-
tively 6 and 12 for the tiny and small models.

Figure 3: Evolution of the cosine similarity between
hidden states hnt and hn+1

t from two consecutive itera-
tions. We use our small model and measure iterations
on our development set, at the end of the pre-training.

Figure 4: Evolution of the cosine similarity between
hidden states hnt and hn+1

t from two consecutive itera-
tions. We use our tiny model and measure iterations on
our development set, at the end of the pre-training.

B Probing tasks

We give here the probing tasks results from Sec-
tion 4.2 with our small (Table 4) and tiny (Table 5)
models.

Tense Subj
Num

Obj
Num

Top
Const

punct (121k) 3.1 3.1 3.1 3.9
prep (101k) 2.9 2.9 3.0 3.6
pobj (98k) 2.9 3.0 3.1 3.5
det (86k) 2.7 2.8 2.7 3.6
nn (81k) 3.2 3.5 3.2 3.9
nsubj (80k) 3.3 3.7 3.3 4.4
amod (66k) 2.9 3.0 3.0 3.6
dobj (49k) 3.0 3.2 3.4 3.5
root (44k) 3.6 3.6 3.5 4.6
advmod (37k) 2.9 3.0 3.0 4.0

avg. 3.2 3.3 3.3 3.9
test Acc. 86.4 93.2 95.5 91.1
baseline Acc. 87.3 94.0 96.0 91.9

Table 4: Distribution of the iterations across token de-
pendency types. We fine-tune our small model on each
probing task. We then perform inference on the Penn
Tree Bank dataset and report the number of iterations
given token dependency types. The number in paren-
theses denotes the number of dependency tags. We only
display the top 10 most frequent tags. We indicate in
bold tags for which the number of iterations is above
avg + std. We include a baseline accuracy which we
obtain with the ALBERT-base version without an adap-
tative depth mechanism and therefore 12 iterations per-
formed for each token.

Tense Subj
Num

Obj
Num

Top
Const

punct (121k) 2.1 1.9 2.0 2.5
prep (101k) 2.0 1.7 2.0 2.3
pobj (98k) 2.0 1.8 2.0 2.2
det (86k) 1.9 1.7 1.8 2.3
nn (81k) 2.2 2.0 2.0 2.5
nsubj (80k) 2.3 2.2 2.1 2.8
amod (66k) 2.1 1.8 2.0 2.3
dobj (49k) 2.1 1.9 2.1 2.3
root (44k) 2.4 2.1 2.3 2.9
advmod (37k) 2.1 1.8 2.0 2.6

avg. 2.2 2.0 2.1 2.5
test Acc. 88.6 91.1 93.8 91.1
baseline Acc. 87.3 94.0 96.0 91.9

Table 5: Distribution of the iterations across token de-
pendency types. We fine-tune our tiny model on each
probing task. We then perform inference on the Penn
Tree Bank dataset and report the number of iterations
given token dependency types. The number in paren-
theses denotes the number of dependency tags. We only
display the top 10 most frequent tags. We indicate in
bold tags for which the number of iterations is above
avg + std. We include a baseline accuracy which we
obtain with the ALBERT-base version without an adap-
tative depth mechanism and therefore 12 iterations per-
formed for each token.


