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Abstract

Identification of the purpose and influence
of citation is significant in assessing the im-
pact of a publication. ’3C’ Citation Con-
text Classification Task in Workshop on Min-
ing Scientific Publication is a shared task to
address the aforementioned problems. This
working note describes the submissions of Am-
rita CEN NLP team to the shared task. We
used various supervised learning algorithms
for the for classification of sentences encoded
into a vector of dimension 300 generated using
Word2vec model.

1 Introduction

The number of publications in the scientific domain
increased exponentially recently, which allows re-
searchers to look for various literature to extend
their research. One method of finding the more rele-
vant literature is to check the number of citations. A
publication with more citation generally has more
influence in the research community. Such publica-
tions typically give significant insight into specific
problems. To test whether a paper is relevant for
a particular domain, one should analyse the con-
text in which it is written. It is equally important
to identify the context of the citations also. This
information, as well as the citation count, give a
better understanding of a publication in a particular
domain. In (Pride and Knoth, 2017), David Pride
and Petr Knoth proposed an automatic method for
identifying the citations with influence. In addition
to it, identification of the purpose of a citation is
also an essential task.

This paper describes the submission of Am-
rita CEN NLP team in ’3C’ Citation Context Clas-
sification Task a part of Workshop on Mining Scien-
tific Publications (WOSP) 2020 (N. Kunnath et al.,
2020). This shared task consisted of two subtasks.
The goal of Subtask-A was to identify the purpose

of the citations. The Subtask-B intended to clas-
sify the classification based on their importance
into either influential or incidental. We used ma-
chine learning-based models for identifying the
purpose and influence of the citations according to
the context. The Word2Vec (Mikolov et al., 2013b),
(Mikolov et al., 2013a) algorithm was used to con-
vert the words into vectors by capturing the con-
texts of words in the given corpus. We employed
various classification algorithms with varying di-
mensions of word vectors for the aforementioned
tasks. The Random Forest classifier (Liaw et al.,
2002), (Premjith et al., 2019a), (Premjith et al.,
2019b) with a word vector of size 300 achieved the
best performance with 5-fold cross-validation.

The organization of the paper as follows: Sec-
tion 2 gives an brief description on the related re-
search, which will be followed by a description of
the dataset in the Section 3. The next section dis-
cusses the steps involved in designing the machine
learning model and the paper concludes with the
Conclusion section.

2 Related Works

The number of research works reported for the clas-
sification of scientific literature according to the
context in which it is written are limited despite
it’s significance. S. Teufel et al. (Teufel et al.,
2006) proposed an annotation scheme along with
a classification model for the categorization of the
citations. They considered 12 classes for annota-
tion. The machine learning model was trained over
2829 citation instances collected from 116 articles.
They used IBK algorithm for classification with
hand-engineered features like cue phrases. D. Ju-
rgens (Jurgens et al., 2018) used feature such as
pattern-based features, topic-based features, and
prototypical argument features to classify the doc-
uments into 6 classes. The authors used Random



Forest algorithm for classification. A. Cohan et al.
(Cohan et al., 2019) used Glove and ELMO word
embedding features and Bidirectional LSTM with
attention models for classifying the citations.

3 Dataset description

The training and test datasets used for Subtask-A
and Subtask-B were the same. The training data
and test data contained 3000 and 1000 sentences,
respectively. The Subtask-A was a multiclass prob-
lem with six classes in it. The distribution of the
data for this task was highly uneven. In the dataset,
54.93% of the data belong to the BACKGROUND
category, whereas the share of the FUTURE cate-
gory was mere 2.07%. The Subtask-B was a binary
classification problem, and the data set for this task
contained evenly distributed class labels.
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5 System description

Amrita CEN NLP team participated in both the
subtasks. We used machine learning algorithms
for both tasks. The implementation pipeline is as
follows,

1. Preprocessing

2. Feature representation

3. Classification and Result analysis

5.1 Preprocessing

The first step in preprocessing was to remove the
unwanted characters. Therefore, we removed all
the characters other than alphabets and digits from
the text. It is followed by converting all the char-
acters into lower case. From this text, all the stop
words were removed.

5.2 Feature representation

This work utilized the Word2Vec algorithm for rep-
resenting the words as vectors. Initially, the pre-
trained model, namely ”word2vec-google-news-
300” was used for generating the word vectors.
But the pre-trained model didn’t yield any good
results with classification algorithms. Therefore,
we decided to construct the vector representation
out of the training and testing data. The input data
for Word2Vec was constructed by combining both
training and test data. We experimented with differ-
ent embedding dimensions with Continuous Bag-
of-Words training approach. The context window
size was set to 5. The minimum number of oc-
currence of each word to be considered for word
vector generation was assigned to 1 to make sure
that all the words in the corpus will find a represen-
tation. The embedding dimensions considered for
the experiment were 50, 100 and 300.

The sentence vector was constructed by taking
the linear combination of the word vectors, where
the coefficients were assigned to one.

5.3 Method

We used machine learning algorithms such as Deci-
sion Tree, Random Forest, K-Nearest Neighbor
(KNN), AdaBoost, and Logistic Regression for
classification, and analyzed their performance. The
ultimate goal of the classification algorithms is to
find the optimal parameters, which depends on the
proper tuning of the hyper-parameters. To find
the optimal set of hyper-parameters for a classifier
for each subtask, we utilized GridSearchCV() de-
fined in the scikit-learn Python package (Pedregosa
et al., 2011). This function finds the best combina-
tion of hyper-parameters by implementing 5-fold
cross-validation. This process was repeated for
each classifier with different word embedding di-
mension. Table 1 shows the hyper-parameters used
for tuning all the classifiers and the optimal parame-
ters obtained after the hyper-parameter tuning. The
first value in the third column represents the op-
timal hyper-parameter values used for Subtask-A,
and the second value is used for Subtask-B. The
best estimator was used for training the data and
fixed the performance by again cross-validating
with 5-folds. The imbalance in the dataset used for
Subtask-A may cause the classifier to predict the
class labels for test data biased towards the BACK-
GROUND class because of its percentage of share
in the dataset.



Classifier Parameter Parameter
value

Optimal
value

Decision
Tree

Splitting
criterion

gini, en-
tropy

entropy,
gini

Splitter best, ran-
dom

random,
ran-
dom

Random
Forest

# Estima-
tors

50,100,150 100,
50

Splitting
criterion

gini, en-
tropy

gini,
gini

Maximum
features

auto, sqrt,
log2

sqrt,
log2

KNN # Neig-
bours

3,5,7 7, 5

Weights uniform,
distance

uniform,
uni-
form

Algorithm auto,
ball tree,
kd tree,
brute

auto,
auto

Adaboost Learning
rate

0.01, 0.1,
1, 10, 100

0.01,
0.1

Algorithm SAMME,
SAMME.R

SAMME,
SAMME

Logistic
Regres-
sion

Penalty l1, l2,
elas-
ticnet,
none

l1 , l1

C 0.01, 0.1,
1, 10, 100

0.01 ,
0.01

Solver newton-
cg, lbfgs,
liblinear,
sag, saga

liblinear
, saga

Multi class auto, ovr,
multino-
mial

auto ,
auto

Table 1: Set of hyperparameters used for training the
classifiers

Classifier Embedding dimension
50 100 300

Decision Tree 36.76 33.49 35.63
Random Forest 47.73 48.56 54.93

KNN 48.76 48.13 50.00
Adaboost 54.93 54.93 54.93

Logistic Regression 54.93 54.93 54.93

Table 2: Cross-validated results for identifying the pur-
pose of citations

Classifier Embedding dimension
50 100 300

Decision Tree 49.87 50.03 49.63
Random Forest 48.07 48.77 54.83

KNN 50.23 49.27 52.26
Adaboost 52.26 52.27 50.33

Logistic Regression 52.37 52.40 53.03

Table 3: Cross-validated results for identifying citation
influence

The performances of the cross-validated mod-
els were evaluated using the accuracy score. The
evaluation scores of identifying the purpose and in-
fluence of citations are given in Table 2 and Table
3

5.4 Result Analysis
From the Tables 2 and 3, it is clear that the feature
vector with dimension 300 achieved the highest
accuracy in both the tasks. For the Subtask-A, Ad-
aBoost, Random Forest and Logistic Regression
obtained the maximum classification accuracy of
54.93%. For the Subtask-B, Random Forest at-
tained the highest accuracy of 54.83%. Therefore,
we decided to submit the Random Forest model for
both the shared tasks.

Performance of the models with test data was
evaluated using F1-score (macro). Tables 4 and
5 show the public and private macro F1-scores.
For identifying the purpose of citation, the Deci-
sion Tree algorithm achieved the highest public
F1-score of 0.2071, whereas Logistic Regression
obtained the private highest F1-score of 0.1953.
Random Forest reported the highest public as well
as private F1-scores for identifying he citation in-
fluence task.

6 Conclusion

This working note reports the submission of the
team Amrita CEN NLP for both Subtask-A and



Classifier Public Private
Decision Tree 0.2071 0.1673

Random Forest 0.1780 0.1398
KNN 0.1662 0.1356

Adaboost 0.1205 0.1149
Logistic Regression 0.1731 0.1953

Table 4: Public and private F1-score (macro) for identi-
fying the purpose of citations with best classifier

Table 5: Public and private F1-score (macro) for identi-
fying citation influence

Classifier Public Private
Decision Tree 0.4757 0.4760

Random Forest 0.4894 0.5153
KNN 0.4639 0.4377

Adaboost 0.3046 0.3224
Logistic Regression 0.3125 0.3258

Subtask-B. We experimented with different clas-
sifiers and different word embedding dimensions
for identifying the best model for the classification.
The cross-validated results showed that Random
Forest classifier with 300 dimension Word2Vec fea-
tures achieved the highest accuracy for both shared
tasks.
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