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Abstract

Social media witnessed vast amounts of mis-
information being circulated every day dur-
ing the Covid-19 pandemic so much so that
the WHO Director-General termed the phe-
nomenon as “infodemic.” The ill-effects of
such misinformation are multifarious. Thus,
identifying and eliminating the sources of
misinformation becomes very crucial, espe-
cially when mass panic can be controlled only
through the right information. However, man-
ual identification is arduous, with such large
amounts of data being generated every day.
This shows the importance of automatic identi-
fication of misinformative posts on social me-
dia. WNUT-2020 Task 2 aims at building sys-
tems for automatic identification of informa-
tive tweets. In this paper, I discuss my ap-
proach to WNUT-2020 Task 2. I fine-tuned
eleven variants of four transformer networks
- BERT, RoBERTa, XLM-RoBERTa, ELEC-
TRA, on top of two different preprocessing
techniques to reap good results. My top sub-
mission achieved an F1-score of 85.3% in the
final evaluation.

1 Introduction

In today’s highly connected world, social media
assumes a vital role during pandemics like Covid-
19. Social media platforms have been used pos-
itively by international health organizations and
Governments to disseminate information about the
pandemic and precautions regrading the same. Un-
fortunately, the world has also seen the misuse of
social media for achieving cheap ends, severely
damaging the physical and mental health of indi-
viduals, along with the increase in societal distrust.
The false information is dangerous during a crisis
when the mass panic can only be controlled with
information(Lancet, 2020). A study(Wilson and
Chen, 2020) identifies that panic in social media
regarding Covid-19 spread faster than the Covid-19

virus spread. The proportionately large volume of
misinformation compared to credible information
can be seen from the very less engagement gener-
ated by posts from WHO (in several thousands) as
compared to false news(over 52 million)(Mian and
Khan, 2020).

The direct damage of misinformation is clearly
evident. In Iran, hundreds of people died after con-
suming methanol, which is propagated on social
media as one of the cures1. There is even con-
cern from authorities that even if a vaccine is dis-
covered, anti-vaccination groups on social media
may prevent people from getting vaccinated. False
and conspiracy information about leading health
organizations like WHO and leading scientists can
quickly decrease the public trust on the correct
agents, thus causing self-damage to individuals.
The ill-effects of misinformation during pandemics
can reach such extremes where they can even af-
fect governmental policies. For example,(Mian and
Khan, 2020) reminds us how the rejection of AIDS
by the South African government in the early 2000s
cost more than 300,000 lives.

In this context, proper identification and control
of misleading information on social media assume
a pivotal role. However, manual identification and
control of the false posts is a Herculean task. For
example, a 900 percent increase of fact-checkers
during Covid-19 could not handle the flow of mis-
information(Shahi et al., 2020). So developing
automated methods and techniques to identify mis-
information is essential in the current context. The
WNUT-2020 Task 2 take steps in this direction. Re-
cently, Transformer neural architectures achieved
State-of-the-art results in several NLP tasks, includ-
ing text classification. In this work, I make use of
eleven variants of four different Transformer archi-

1https://www.who.int/news-room/
feature-stories/detail/
immunizing-the-public-against-misinformation

https://www.who.int/news-room/feature-stories/detail/immunizing-the-public-against-misinformation
https://www.who.int/news-room/feature-stories/detail/immunizing-the-public-against-misinformation
https://www.who.int/news-room/feature-stories/detail/immunizing-the-public-against-misinformation


338

tectures to reap better results on the identification
of informative Covid-19 tweets.

The rest of the paper is organized as follows.
Section 2 discusses work related to the Covid-19
misinformation spread. Section 3 provides a brief
description of the task and dataset. Later, in section
4, I discuss the training procedure followed by my
submission’s internal and official results in section
5. Finally, I conclude my work in section 6.

2 Related works

(Shahi et al., 2020) performs an exploratory study
on Covid-19 misinformation. Their work focuses
on content, authors, and propagation of misinfor-
mation of Covid-19 related tweets. Their work
shows that false claims spread more rapidly than
partially false claims on Twitter. Further, they re-
vealed that verified Twitter handles like celebrities
and organizations are also involved in propagat-
ing misinformation.(Pennycook and Rand, 2020)
in their work, discuss the damaging effects of mis-
information regarding Covid-19. Their findings
reveal that misinformation increases fear in soci-
ety, creates disaccord, and can even lead to direct
damage. The direct damage can be due to harm-
ful medical advice, overreaction to the situation
like hoarding and underacting such as deliberate
engagement in risky behavior. However, (Gallotti
et al., 2020) maintains an optimistic tone regarding
the spread of misinformation. The authors claim
that false information is quickly replaced with reli-
able information when the epidemic hits a partic-
ular area. Their analysis is based on 100 million
tweets in 64 languages on the Covid-19 topic.

The quantitative analysis, done on 673 tweets
by (Kouzy et al., 2020) shows that around 25% of
tweets are misinformative, and 17% of the tweets
have unverifiable information.The authors also re-
port that misinformation rate is higher than infor-
mal individual accounts and that certain tags like
“@2019 nconv” and “Corona” are associated with
higher misinformation than tags like “COVID-19”.
(Yang et al., 2020) reports that most of the misinfor-
mation spreads via retweets and that social bots are
involved in amplifying and posting low-credibility
information. Furthermore, they analyze that the
amount of misinformation on Covid-19 is more
than the total volume of New York Times articles.
There is no research in the automatic identification
of misinformative posts on social media so far.

3 Brief description of Task and Dataset

In this section, I present a brief description about
the task and the dataset provided. Interested readers
can refer the task description paper(Nguyen et al.,
2020) for further details.

3.1 Task

The objective of WNUT-2020 Task 2 is to de-
velop systems that automatically identify an En-
glish tweet related to Covid-19 as informative or
not informative. Hence, this is a binary classifica-
tion task.

3.2 Dataset

The complete dataset provided by the organizers of
the task, consists of 10K tweets related to Covid-
19 of which 4719 tweets are informative and 5281
tweets are uninformative. Table 1 provide samples
of informative and uninformative tweets from the
dataset.

4 System Description

4.1 Preprocessing

The tweets provided by organizers are anonymized.
All the user mentions are replaced with ‘@USER.’
Basic preprocessing like URL removal is also done
beforehand by. In my work, I experimented with
two different preprocessing techniques to analyze
the impact of preprocessing on the system’s final
performance. Later, I fine-tuned the models with
final tweets obtained using both the preprocessing
techniques. One of the techniques does minimal
preprocessing, which can help preserve additional
semantics in tweets. The other one does complete
preprocessing along with the introduction of addi-
tional features for emojis.

4.1.1 Minimal preprocessing
In this step, I perform the following steps:

• Removal of user mentions and numbers.

• Removal of the hash symbol in hashtags.
Here, I am not deleting hashtags as they can
have some useful information, and removing
them completely may lead to loss of infor-
mation. Few examples are - “#IndiaFight-
sCOVID”, “#SummerVibes”.The first hashtag
is more promising to be from an informative
tweet than the second one.

• Removal of url symbol - “HTTPURL”.
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Text Label
#COVID19 Updates. #SothSudan’s fist positive patient is a 29 yo Dutch,

who arrived in the country from Netherlands via Addis Ababa on 28 February. #SSOT HTTPURL INFO
Democrats somehow managed to fight ebola without calling it ““the African virus.””

A cluster of COVID-19 cases has emerged in New York CIty’s Hassidic neighborhood,
so it’s only a matter of time before the local Trump Klux Klan starts talking about ““the Jew virus.”” UNINFO

Table 1: Sample tweets from the dataset.

• Removal of Emojis.

Often, proper-casing of letters and the presence
of punctuation helps in improving the embeddings
extracted by Transformer architectures. Few trans-
former architectures’ versions like Bert-base-cased
and Bert-large-cased are expected to perform well
with this technique.

4.1.2 Complete preprocessing
In this technique,first three steps remain the same
as that of minimal preprocessing. Additional steps
followed are:

• Lower casing of letters.

• Conversion of emojis to text2.

• Removal of extra white spaces, punctuation,
and all non-alphabetical characters.

This kind of preprocessing is best suited
for‘uncased’ versions of the Transformer networks
like Bert-large-uncased.

4.2 Transformer architectures

Recent advancements in several NLP tasks, par-
ticularly text classification, are made possible by
Transformer architectures. At their core, Trans-
formers use attention mechanism, which helps in
representing the contextual information. They have
outperformed all the traditional methods like Bag
of Words models, N-grams features, and dictionary-
based techniques in most of the NLP domain
tasks. These architectures had shown good per-
formance in cross-lingual and multilingual con-
texts as well(Conneau et al., 2019). Due to these
architectures’ success, I focused entirely on fine-
tuning transformer models in my work to identify
informative Covid-19 tweets. I used the following
Transformer models for fine-tuning:

• BERT based models(base uncased, base cased,
large uncased, large cased).

2https://pypi.org/project/emoji/

• RoBERTa-based models(base, large).

• XLM-RoBERTa-based models(base, large).

• ELECTRA-based models(base discriminator,
small discriminator, large discriminator).

A brief description of each of the architectures is
provided below:

BERT BERT(Bidirectional Encoder Representa-
tions from Transformers)(Devlin et al., 2018) is a
multi-layer bidirectional encoder transformer. The
model is pre-trained on two tasks - Masked Lan-
guage Modeling(MLM) and Next Sentence Predic-
tion. There are two broad variants of the architec-
ture available - BERT Base with 12 Transformer
layers & 110 million parameters and BERT Large
with 24 Transformer layers & 340 million parame-
ters. This architecture is a path-breaking invention
in the field of NLP, and several other variants of
this are developed later. Few of them are Multi-
lingual BERT(mBERT), A Lite BERT(ALBERT),
and A Distilled version of BERT(DistilBERT).

RoBERTa RoBERTa(Liu et al., 2019) builds on
BERT’s masked language modeling task, and this
architecture does not have the sentence predic-
tion task in its training objectives. The authors of
RoBERTa modified key hyper-parameters of BERT
and trained the model with larger data and larger
mini-batches.Also,the masking pattern applied to
training data is changed dynamically in RoBERTa.
This helped RoBERTa to perform better on MLM
objective and leading to good down-stream task
performance. The base version of RoBERTa has
125M parameters, and the large version has 355M
parameters.

XLM-RoBERTa XLM-RoBERTa(Conneau
et al., 2019) is a multilingual model trained on
2.5 TB data from CommonCrawl. This model
is released by the Facebook AI team as an
extension to the XLM-100 model, with the biggest
update being the large amount of training data

https://pypi.org/project/emoji/
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used in the former. This architecture showed
improved performance on several NLP tasks of
low-resource languages and outperformed other
transformer models like mBERT on cross-lingual
benchmarks. XLM-RoBERTa’s base version has
250M parameters, while its large version has 560M
parameters. Both versions have a vocabulary size
of 250K.

ELECTRA ELECTRA(Efficiently Learning an
Encoder that Classifies Token Replacements Ac-
curately)(Clark et al., 2020) matched the perfor-
mances of its predecessor models like RoBERTa
and XLNet with less than one-fourth of computa-
tional budget and achieved State-of-the-art perfor-
mance on SQuAD benchmark. The general design
of GANs highly inspires this architecture design.
The model used a new pre-training objective - Re-
placed Token Detection. Three variants of ELEC-
TRA are available: ELECTRA-Small with 14M
parameters, ELECTRA-Base with 110M parame-
ters, and ELECTRA-Large with 335M parameters.

4.3 Training

In this work, I fine-tuned all the aforementioned
Transformer models using the FARM framework3.
Minimal hyper-parameter tuning is performed. Be-
fore the test data was made available by the orga-
nizers, I have used the provided validation data as
test data, and 10% of the training data for dev set.
A batch size of 32 is used, and the class weights
are incorporated in loss function(Binary Cross En-
tropy) to upweight the loss of minorities as the
dataset is imbalanced. AdamW optimizer is used
for optimization. Early stopping with a patience
of 5 is used targeting positive-class F1-score, the
evaluation metric specified by organizers. A max-
imum epochs of 50 are specified. Dropout of 0.2
is used to prevent over-fitting. Sequence length of
70 is used as around 90% of the tweets have fewer
than 70 tokens. I have evaluated the model once
for every 100 batches during fine-tuning. So, the
model is evaluated once in 1.25 epochs. All the ex-
periments are performed on Google Colaboratory.

5 Results

5.1 Internal Evaluation Results

As mentioned in 4.3, validation data is used as test
data for internal evaluation, and the final evalua-
tion is done by organizers using gold test labels.

3https://github.com/deepset-ai/FARM

Model Prepro F1 Acc
BERT-base-uncased comp 0.86 0.81
BERT-base-uncased comp 0.86 0.86
BERT-base-cased min 0.86 0.87

BERT-large-uncased comp 0.86 0.86
BERT-large-cased min 0.83 0.85

RoBERTa-base min 0.87 0.87
RoBERTa-large min 0.89 0.89

XLM-RoBERTa-base comp 0.85 0.85
XLM-RoBERTa-large comp 0.88 0.88

ELECTRA-base min 0.83 0.83
ELECTRA-small min 0.82 0.83
ELECTRA-large min 0.85 0.85

Table 2: Internal Evaluation Results.

Run F1-score Acc
Run-1 0.85 0.85
Run-2 0.83 0.83

Table 3: Official Results.

Internal evaluation results are provided in Table 2.
From results, it can be inferred that minimal prepro-
cessing, which preserves casing and punctuation
achieves better results with fine-tuning.

5.2 Official Results

In the organizers’ official results, my two submis-
sions(best performing ones in internal evaluation
results) obtained 85% and 83% positive class F1-
score. The detailed results are provided in Table
3.

6 Conclusion

In this work, I presented my system submission
details for WNUT-2020 Task 2. My submissions,
using eleven variants of four different fine-tuned
Transformer architectures achieved F1-score of
85.3% and 83.2% during official evaluation. The
ill-effects of misinformation and the importance
of automatic identification techniques regarding
Covid-19 posts are also highlighted in the paper.
My work also emphasizes that minimal preprocess-
ing works better than complete preprocessing for
fine-tuning State-of-the-art Transformers.

I make my source code publicly available to fa-
cilitate further experimentation in the field4.

4https://github.com/SivaAndMe/
Fine-tuning-Transformer-architectures-for-identification-of-informative-Covid-19-Tweets

https://github.com/deepset-ai/FARM
https://github.com/SivaAndMe/Fine-tuning-Transformer-architectures-for-identification-of-informative-Covid-19-Tweets
https://github.com/SivaAndMe/Fine-tuning-Transformer-architectures-for-identification-of-informative-Covid-19-Tweets
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