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Abstract

Machine translation (MT) focuses on the auto-
matic translation of text from one natural lan-
guage to another natural language. Neural ma-
chine translation (NMT) achieves state-of-the-
art results in the task of machine translation
because of utilizing advanced deep learning
techniques and handles issues like long-term
dependency, and context-analysis. Neverthe-
less, NMT still suffers low translation qual-
ity for low resource languages. To encounter
this challenge, the multi-modal concept comes
in. The multi-modal concept combines tex-
tual and visual features to improve the transla-
tion quality of low resource languages. More-
over, the utilization of monolingual data in
the pre-training step can improve the perfor-
mance of the system for low resource language
translations. Workshop on Asian Translation
2020 (WAT2020) organized a translation task
for multimodal translation in English to Hindi.
We have participated in the same in two-track
submission, namely text-only and multi-modal
translation with team name CNLP-NITS. The
evaluated results are declared at the WAT2020
translation task, which reports that our multi-
modal NMT system attained higher scores
than our text-only NMT on both challenge
and evaluation test set. For the challenge test
data, our multi-modal neural machine trans-
lation system achieves Bilingual Evaluation
Understudy (BLEU) score of 33.57, Rank-
based Intuitive Bilingual Evaluation Score
(RIBES) 0.754141, Adequacy-Fluency Met-
rics (AMFM) score 0.787320 and for evalu-
ation test data, BLEU, RIBES, and, AMFM
score of 40.51, 0.803208, and 0.820980 for En-
glish to Hindi translation respectively.

1 Introduction

Multi-modal NMT aims to draw information from
the input data from different modalities like text,
image, and audio. By combining information from

more than one modality, it attempts to amend the
quality of low resource language translation. The
work undertaken by (Shah et al., 2016) merges
the visual features of images from the correspond-
ing input data with textual features of the input
bitext to translate sentences, which outperforms
text-only translation. For text-only based NMT,
encoder-decoder architecture is a widely used tech-
nique in the MT community. Because it handles
various issues like variable-length phrases using
sequence to sequence learning, the problem of long
term dependency using Long Short Term Memory
(LSTM) (Sutskever et al., 2014). However, in
the case of very long sentences, the basic encoder-
decoder architecture is unable to encode all the
information. To resolve this issue, the attention
mechanism is proposed which pays attention to all
source words locally as well as globally (Bahdanau
et al., 2015; Luong et al., 2015). For Indian lan-
guage translation, attention-based NMT yields re-
markable performance (Pathak and Pakray, 2018;
Pathak et al., 2018; Laskar et al., 2019b,a). Be-
sides, without modifying the system architecture,
NMT performance can be improved using monolin-
gual data (Sennrich et al., 2016; Zhang and Zong,
2016), which is very effective in the case of low
resource language translation. This paper investi-
gates English to Hindi translation using the multi-
modal concept with monolingual data to improve
the translation quality at the WAT2020 translation
task.

2 Related Works

The literature survey finds out very limited existing
works on English-Hindi language pair translation
using multi-modal NMT (Dutta Chowdhury et al.,
2018; Sanayai Meetei et al., 2019; Laskar et al.,
2019c). The work by (Dutta Chowdhury et al.,
2018) uses synthetic data, following multi-modal
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Type Name Instances/Items Tokens (English / Hindi)

Train Text Data (English - Hindi) 28,927 143,164 / 145,448
Image Data 28,927

Test (Evaluation Set) Text Data (English - Hindi) 1,595 7,853 / 7,852
Image Data 1,595

Test (Challenge Set) Text Data (English - Hindi) 1,400 8,186 / 8,639
Image Data 1,400

Validation Text Data (English - Hindi) 998 4,922 / 4,978
Image Data 998

Table 1: Parallel Data Statistics (Nakazawa et al., 2020; Parida et al., 2019).

NMT settings of (Calixto and Liu, 2017), achieves
BLEU score 24.2 for Hindi to English translation.
Moreover, in the WAT2019 multi-modal translation
task of English to Hindi, (Sanayai Meetei et al.,
2019) based on recurrent neural network (RNN)
(Calixto and Liu, 2017) achieves BLEU score of
12.58, 28.45 for the challenge and evaluation test
respectively. And, on the same task of WAT2019,
we have achieved the highest BLEU score of 20.37,
40.55 for the challenge and evaluation test respec-
tively (Laskar et al., 2019c). We have used RNN
encoder and doubly-attentive RNN decoder based
model (Calixto and Liu, 2017; Calixto et al., 2017).
The loophole in the existing works of English to
Hindi translation using multi-modal NMT is that
they have not used monolingual data to improve
the performance of multi-modal NMT (Sennrich
et al., 2016). In this paper, we have used monolin-
gual corpus in the pre-training step to enhance the
performance of the multi-modal NMT for English
to Hindi translation respectively.

3 Dataset Description

Hindi Visual Genome 1.1 consists of parallel text
and image data, which is provided by the WAT2020
organizers (Nakazawa et al., 2020; Parida et al.,
2019). The original train parallel text data consists
of 28,930 sentences and 28,928 images. We have
removed three duplicate sentences (id:2328549,
2385507, 2391240) from the parallel data. Also,
we have removed one image (id:2326837) from the
image dataset since it is not available in train paral-
lel text data. Therefore, the total number of parallel
sentences and image become 28,927 in Hindi Vi-
sual Genome 1.1 dataset as summarized in Table
1. Additionally, we have used English-Hindi par-
allel corpus and monolingual data of Hindi from

Monolingual
Data

Sentences Tokens

English 107,597,494 1,832,008,594
Hindi 44,949,045 743,723,731

Table 2: Monolingual Data Statistics collected from
IITB and WMT16.

IITB1 (Kunchukuttan et al., 2018) and English
monolingual data from WMT162 as shown in Table
2.

4 System Description

We have used OpenNMT-py (Klein et al., 2017)
to setup our multi-modal NMT and text-only NMT
systems. The key process of the operations include
data preprocessing, system training to generate an
optimum trained model, and then obtained trained
model is used in the testing/translation process to
predict translation on the given unseen data.

4.1 Data Preprocessing

For multi-modal translation, pre-trained CNN with
VGG19 is used for the extraction of global and lo-
cal features from the provided image dataset. The
pre-trained CNN with VGG19 is publicly available
in OpenNMT-py. In the text-only and multi-modal
task, we have used GloVe (Pennington et al., 2014)
to pretrain on monolingual data of English-Hindi
and generated global vectors of word embedding.
The OpenNMT-py tool is used to create a vocab-
ulary size of 5004 for both source and target sen-
tences. We have not used any word-segmentation
technique.

1http://www.cfilt.iitb.ac.in/iitb_
parallel/

2http://www.statmt.org/wmt16/
translation-task.html

http://www.cfilt.iitb.ac.in/iitb_parallel/
http://www.cfilt.iitb.ac.in/iitb_parallel/
http://www.statmt.org/wmt16/translation-task.html
http://www.statmt.org/wmt16/translation-task.html


111

Our System Test Set BLEU RIBES AMFM

Text-only NMT
Challenge 27.75 0.714980 0.750320
Evaluation 38.84 0.793416 0.804250

Multi-modal NMT
Challenge 33.57 0.754141 0.787320
Evaluation 40.51 0.803208 0.820980

Table 3: Our system’s results on English to Hindi multi-modal translation Task.

Figure 1: Examples of our best predicted output on
challenge test data.

Figure 2: Examples of our worst predicted output on
challenge test data.

4.2 Training

The training process for each track is carried out
separately. For multi-modal translation, the ob-
tained pretrained vectors, extracted visual features
from data preprocessing are fine-tuned with the
parallel text data during the training process. We
have used bidirectional RNN (BRNN) at encoder
type and doubly-attentive RNN at decoder type fol-
lowing default settings of (Calixto and Liu, 2017;
Calixto et al., 2017). BRNN uses two distinct
RNN, one for the forward direction and another
for backward, and two different attention mech-
anisms are incorporated across the source words
and visual features at a single RNN decoder. Two
layer LSTM networks having 500 nodes in each
layer are used in both encoder and decoder. Our
multi-modal NMT is trained on a single GPU up to
40 epochs with 0.3 drop out, batch size 40 and the
best model is obtained at epoch 10. For text-only
translation, we have not used visual features and
only used pretrained vectors of monolingual data
to fine-tune with parallel corpus in the training pro-
cess. The text-only NMT is trained up to 20,000
epoch since learning curve raises up to 18,000 and
then drops. We have selected best trained model
at epoch 18,000. The difference between (Laskar
et al., 2019c) and this paper, is that in this work, our
multi-modal NMT adopts BRNN at encoder type
unlike RNN in (Laskar et al., 2019c) and utilizes
pretrain word embeddings of monolingual corpus.

4.3 Testing

In this process, the obtained trained models of both
multi-modal and text-only NMT system, are used
to translate the given test data in each track sepa-
rately.

5 Result and Analysis

The WAT2020 translation task organizer declared
the evaluation result3 of multi-modal translation

3http://lotus.kuee.kyoto-u.ac.jp/WAT/
evaluation/index.html

http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.html
http://lotus.kuee.kyoto-u.ac.jp/WAT/evaluation/index.html
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task for English to Hindi and our system’s results
are presented in Table 3. Our team name is CNLP-
NITS and participated in text-only and multi-modal
submission track of the same task. In text-only
translation submission track, a total of four teams
participated for both challenges and evaluation test
data and for multi-modal translation submission
track, only our team participated. The submit-
ted predicted translations are evaluated via stan-
dard evaluation metrics namely, BLEU (Papineni
et al., 2002), RIBES (Isozaki et al., 2010) and
AMFM (Banchs et al., 2015). From the Table 2,
it is observed that our multi-modal NMT system
obtained higher scores on the ground of BLEU,
RIBES, AMFM than our text-only NMT system.
This reasons about combination of visual and tex-
tual features in multi-modal NMT shows better
performance than only textual features based NMT.
Moreover, our systems used pretrained word em-
bedding of monolingual data and adopted BRNN
encoder that reasons about outperform previous
work (Laskar et al., 2019c) at WAT2019. Figure 1
and 2 present best and worst performance our sys-
tems outputs, where included Google translation
for comparative analysis.

6 Conclusion and Future Work

This work participates in two different translation
tracks at WAT2020 multi-modal translation task
of English to Hindi namely: multi-modal and text-
only. In this competition our multi-modal NMT
achieves higher BLEU, RIBES and AMFM scores
than text-only NMT. From the best of our knowl-
edge, our multi-modal NMT achieves best score on
English to Hindi multi-modal translation. In future
work, more experiments, analysis will be carried
out to enhance the performance of multi-modal
NMT.
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