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Abstract

Identifying patient information needs is an important issue for health care services and implemen-
tation of patient-centered care. A relevant number of people with diabetes mellitus experience a
need for information during the course of the disease. Health-related online forums are a promis-
ing option for researching relevant information needs closely related to everyday life. In this
paper, we present a novel data corpus comprising 4,664 contributions from an online diabetes fo-
rum in German language. Two annotation tasks were implemented. First, the contributions were
categorised according to whether they contain a diabetes-specific information need or not, which
might either be a non diabetes-specific information need or no information need at all, resulting
in an agreement of 0.89 (Krippendorff’s α). Moreover, the textual content of diabetes-specific
information needs was segmented and labeled using a well-founded definition of health-related
information needs, which achieved a promising agreement of 0.82 (Krippendorff’s αu). We fur-
ther report a baseline for two sub-tasks of the information extraction system planned for the long
term: contribution categorization and segment classification.

1 Motivation

Diabetes mellitus (DM) is a chronic disease with an estimated global prevalence of about 10% and
steadily rising (Saeedi et al., 2019). To reduce the risk of diabetes-related acute and long-term complica-
tions, continuous health care and support as well as a high level of self-management skills are required
(American Diabetes Association, 2020). A relevant number of people with DM experience a need for
information during the course of the disease (Grobosch et al., 2018; Biernatzki et al., 2018). According
to Ormandy (2011), a patient information need is defined as ”the recognition that their knowledge is
inadequate to satisfy a goal, within the context or situation that they find themselves at a specific point in
the time”. For example, shortly after diagnosis, individuals with DM report a high need for information
with regard to new treatment strategies that simplify their everyday life (Grobosch et al., 2018).

To support individuals with DM adequately, identifying their information needs is an important issue
in the implementation of patient-centered care (Scholl et al., 2014). Nevertheless, research in this area
is still sparse. Only a few studies consider information needs during the course of the disease or in
everyday life (Grobosch et al., 2018; Biernatzki et al., 2018). Studies from the field of diabetes often rely
on classic quantitative or qualitative survey methods, such as questionnaires and interviews. However,
to find the information they need, people with DM use online health communities, for example online
diabetes forums, to improve their disease management (VanDam et al., 2017; Kuske et al., 2017; Reidy et
al., 2019). An online forum can be described as an “asynchronous communication with other community
members (e.g., patients can put questions to professionals or peers)” (van der Eijk et al., 2013).

We focus on the analysis of textual contributions from online diabetes forums, as personal experiences
reported with classic methods may differ from personal experiences reported in online forums. An
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advantage compared to traditional methods is that the communication of people with DM in online
diabetes forums can highlight information needs that are more closely related to everyday life (Seale
et al., 2010). This might be due to the perceived anonymity in online forums and the absence of a
researcher, which can result in an openness of the forum users (Jamison et al., 2018). Nevertheless, there
are several challenges for researchers using online forums as data sources. These include identifying
relevant passages in a mass of posts (VanDam et al., 2017) and consideration of the more spoken language
used by users when writing their posts (Seale et al., 2010). To the best of our knowledge, there is only
one previous study in the field of information needs in diabetes, which uses online forums as data sources
(Biernatzki et al., 2018): Ravert et al. (2004) analysed posts in online forums from adolescents with type
1 DM. They found that adolescents with type 1 DM visit online forums primarily to seek for social
support, to receive information or counseling, and to exchange experiences. These findings support our
motivation to explore information needs in the context of online forums.

Machine learning and natural language processing have been increasingly applied for the research
of health-related issues in social media, e.g. content analysis, opinion mining, and the development
of domain-specific lexicons (Denecke and Nejdl, 2009; Chen, 2012; Sudau et al., 2014; Sokolova and
Bobicev, 2013; Bobicev et al., 2012; Goeuriot et al., 2012). There are two recent works focusing in
particular on diabetes (Liu and Chen, 2015; Bell et al., 2018). Liu and Chen (2015) built a system for the
detection and extraction of adverse drug events for drug safety surveillance. The developed approaches
are evaluated on a case study corpus from a diabetes patient forum in the United States. Bell et al.
(2018) investigated the automatic detection of the risk of type 2 DM directly from the Twitter activity of
a person. In both cases English language data sets are used.

In this paper we present a novel corpus of German-language forum data on diabetes in which infor-
mation needs are coded. The corpus was created with two objectives in mind, namely (a) the recognition
of diabetes-specific information needs at contribution level and (b) the identification of relevant text seg-
ments within contributions that contain a diabetes-specific information need. Our intermediate research
goal is the building of an information extraction (IE) system which consists of three steps. First, contri-
butions with diabetes-specific information needs are filtered. Secondly, relevant text segments within the
contributions with diabetes-specific information needs are identified. Third, the relevant text segments
are classified according to the dimensions of patient information needs. The developed data corpus will
serve as training set for the development of such a system. We also show a first approach to both clas-
sification tasks. The text segmentation step will be investigated in future work. In the long term, the IE
system will allow for an automatic analysis with regard to information needs in online diabetes forums,
e.g. which topics trigger increased information needs and which groups have a need, and to develop
a search system that can help individuals finding relevant forum posts related to their diabetes-specific
information needs.

The remainder of the paper is structured as follows. Section 2 introduces the definition of patient infor-
mation needs on which we base our annotation schema. Subsequently, Section 3 outlines the data basis
for the corpus, the annotation process is described in detail and the resulting corpus is analysed. Finally,
Section 4 presents a basic approach for the contribution categorization and the segment classification
tasks and Section 5 concludes our work and highlights the future research.

2 Ormandy’s Definition of Patient Information Needs

Ormandy (2011) defines a patient information need as the “recognition that their knowledge is inadequate
to satisfy a goal, within the context/situation that they find themselves at a specific point in the time”.
Within this definition, the following four concepts are addressed, which can either activate or influence
information needs: (i) goal/purpose, (ii) context, (iii) situation and (iv) time.

(i) Goal/Purpose: A need for information arises from the underlying purpose of trying to achieve one
or more goals, e.g. to perform self-management tasks.

(ii) Context: Context factors are defined according to the Wilson model of information behaviour as
factors that influence the process of information seeking (Wilson, 2000). These include psycho-
logical and cognitive factors (e.g. emotions and interests), stress and coping strategies, perceived
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self-efficacy, demographic factors (e.g. age and gender), and role-related and environmental factors
(e.g. social networks and access to health care).

(iii) Situation: The situation is defined as the “particular set of circumstances in which people find
themselves that creates an awareness of an information need” (Ormandy, 2011). Possible situations
can be events, experiences, or encounters. Examples of health-related situations are the perception
of symptoms or even the perception of a life-threatening condition.

(iv) Time: Information needs arise at a certain point in time during an individual’s progress of disease
which can be influenced by context and situation factors.

3 Data Corpus

In the following, the data source and the annotation process are presented. In addition, the reliability of
the annotations is measured and the resulting data set is analysed.

3.1 Source and Preprocessing

The data corpus was constructed from the German-language online forum forum.diabetesinfo.de, which
appears to be of reasonably high linguistic quality compared to other forums focusing on diabetes. Only
publicly accessible threads were considered. When registering in the forum, forum users were made
aware by the forum operator that these posts are made visible to the public. Contributions are written
using pseudonyms, thus preventing direct inference to a person. Under the assumption that information
needs are primarily formulated in the initial post of a thread, only the first contributions and the thread
titles were included in the data set. Foreign-language posts and contributions shorter than 20 characters
were excluded. HTML tags, emoticons, pictures, and applications were filtered out. Links, quotations,
and tables were retained. After preprocessing, a share of 4,664 documents was used to build the annotated
corpus. Additional 557 documents were used to develop the annotation guidelines.

3.2 Annotation Tasks

In order to create a suitable training data set for the information extraction system, two aspects must be
taken into account. First, the documents of the corpus need to be coded with regard to the existence of
a diabetes-specific need for information. Second, the textual content of documents in which a diabetes-
specific information need is described must be segmented and the units of information must be labeled
according to Ormandy’s definition.

Annotation Task 1: Document Categorization
The data set consists of documents with diverse content. Not every contribution was written to satisfy an
information need, which makes it necessary to categorize the documents according to whether informa-
tion needs are included or not. Contributions that fall into the latter category are, for instance, experience
reports or success stories that are shared with the community. Review of the data also revealed that
some information needs are not related to diabetes. Contributions with diabetes-specific information
needs range from technical questions, e.g. on pumps, to nutritional issues. Typical postings for non-
diabetes-specific information needs are e.g. questions about forum functions. Since our research focus
is on diabetes-specific information needs, a further subdivision is made. This results in an annotation
scheme on document-level with three categories: diabetes-specific information need (abbreviated INds),
non-diabetes-specific information need (abbreviated INoth) and no information need (abbreviated None).
Figure 1 shows exemplary English-language contributions for each of the three categories.

Annotation Task 2: Detection and Assignment of the Dimensions of an Information Need
If a document contains a diabetes-specific information requirement, the IE system to be developed should
extract the relevant information. In order to train this component, segments expressing the different
dimensions of an information need must first be coded in the data corpus. To this end, we first discuss
under which restrictions the definition of Ormandy can be transferred to health-related online forums.
Analysis of the present corpus shows that the concepts goal/purpose, context and situation are represented
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Hey everyone,
just wanted to tell you that I
have been trying the diet. I
feel so much better now.
Really proud of me!

(a) None

Hi, I got a problem. Before breakfast my blood
sugar is ok. Next, I inject insulin and have
breakfast. An hour later my blood sugar is
really low. I am seriously worried, why is this
happening and what can I do about it?

(b) INds

This is not a question about diabetes,
but maybe you can help me anyway.
When I tried to transfer my data from
my mobile to my PC, I deleted every-
thing. How do I get my data back?

(c) INoth

Figure 1: Exemplary contributions with document categories (a,b,c) and labeled (context/situation,
goal/situation) segments of a diabetes-specific information need (b).

in the contributions. For the temporal aspect of an information need, however, this is not the case.
In most cases the writer does not refer to the time her reported information need evolved. A further
problem arises in the clear separation of context and situation. During the development of the guidelines
it became apparent that the annotators often chose similar units for the two categories, but they often did
not agree whether the dimension should be labeled as context or situation. Ormandy (2011) mentions:
“A term closely related to context is situation, usually used with a narrower meaning (...)”. Since the
categories cannot be clearly separated, they are hence grouped into one dimension. It is also necessary
to consider how the text spans to be coded can be determined. Initially, we considered using sentences
as fixed units. After reflecting on the data source, it became apparent that often different concepts are
expressed in separate parts of the same sentence. As a consequence, we decided to allow the annotators
to freely divide text segments on token-level within sentence boundaries. Concluding, this leads to
a text segmentation task in which the resulting text segments are assigned to one of two dimensions:
goal/purpose and context/situation. Figure 1b shows an annotation example in English.

3.3 Annotation Setup
Annotation guidelines were developed in sub-steps on the basis of 557 documents from the same online
diabetes forum. The annotation was performed with the brat rapid annotation tool (Stenetorp et al., 2012).
Following the developed guidelines, a share of 750 documents of the total 4,664 corpus documents was
annotated by three coders to calculate the agreement and then adjudicated by a supervising person to
build a gold standard. Due to limited capacity we decided to have the remaining 3,914 documents,
hereinafter called silver standard, processed by respectively one of the three trained annotators without
adjudication. However, the jointly coded part allows us to get a good estimate of the agreement between
the coders. Annotations are available for download at https://dbs.cs.hhu.de/datasets/diabetesanno/.

3.4 Inter-Annotator Agreement
The reliability of annotation task 1 was measured using Fleiss’s κ (Fleiss, 1971) and Krippendorff’s
α (Krippendorff, ). The κ measure determines the agreement assuming that all categories are equally
dissimilar. To also take into account the intuitive assumption that contributions in both categories on
existing information needs are more similar to each other than to contributions without any information
need, we used weighted α using the following distance function for two codings c and k:

d(c, k) =

{
0, c = k
1, c 6= k and c, k ∈ {INds, INoth}
2, else

Coding the documents with the three-class scheme resulted in high agreement with a Fleiss’s κ coefficient
of 0.86 and a Krippendorff’s α coefficient of 0.89.

Annotation task 2 likewise scored a solid agreement. We have measured the reliability of the segmen-
tation with Krippendorff’s αu (Krippendorff, 1995), a coefficient for unitizing tasks. In total, an average
agreement of 0.82 per document was measured. The two dimensions individually showed an average αu

of 0.82 (goal/purpose) and an average αu of 0.79 (context/situation).

3.5 Corpus Analysis
For annotation task 1, 4,664 contributions have been coded. A single document consists of 127 to-
kens on average. Table 1 gives an overview of the resulting data set. In gold and silver standard, with

https://dbs.cs.hhu.de/datasets/diabetesanno/
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category gold standard silver standard total
INds 323 1,844 2,167
INoth 35 173 208
None 392 1,897 2,289
total 750 3,914 4,664

Table 1: Distribution of the contributions
among the categories for annotation task 1.

gold silver
dimension standard standard total

context/situation 1,867 10,877 12,744
goal/purpose 672 3,679 4,351

total 2,539 14,556 17,095

Table 2: Distribution of the text segments
among the dimensions for annotation task 2.

378 of 750 contributions and 2,017 of 3,914 contributions respectively, information needs are equally
expressed in about half of all documents. Within these documents, the proportion of contributions con-
taining information needs related to diabetes amounts to around 90 percent in each case. The 2,167
documents with diabetes-specific information needs taken into account in annotation task 2 consist of
approximately 300,000 token, of which about 80 percent were assigned to some text segment containing
either goal/purpose or context/situation. Goal/purpose mentions are fundamental for a need for infor-
mation and could be identified in each document, whereas context or situation information is present in
2,044 contributions. A summary of the data set is quantified in Table 2. 17,095 text segments have been
identified overall, of which about 35 percent express a goal or purpose and about 65 percent consist of
a contextual or situational statement. This distribution applies to both the gold and the silver part of the
corpus.

Some particularities can be found in the data corpus. The user-generated contributions show a high
number of spelling mistakes, missing or unintuitive choice of punctuation and lack of semantic coher-
ence within the texts. In addition, forum users use a very unique vocabulary, including forum-specific
abbreviations for diabetes-related terms. Technical issues also seem to be central to the forum users, as
technical aids (devices or software) play an important role for diabetes patients to manage and simplify
their everyday life. As a result, the annotators sometimes had difficulty in understanding content, which
made the annotations more challenging. In particular contributions to technical aids and medical spe-
cialities required additional knowledge to assess the extent to which these contributions are relevant to
diabetes. This was also reflected in discrepancies by the annotators in the decision whether or not an
information need is diabetes-specific. Some people write in a self-reflecting nature, implicitly raising
information needs. Yet without an explicit statement of a goal/purpose, it is difficult to grasp the writer’s
intention, e.g. whether she seeks for support or not. A further difficulty in the annotation process was to
decide which context and situation information is relevant to an information need.

The characteristics described above, in particular the semantic and syntactic challenges of the contri-
butions as well as the required context knowledge and expertise for understanding them, also represent a
special challenge for the IE system to be developed.

4 Baseline Approaches

In this section, we provide baselines (a) for the first step in the IE system, the contribution categorization
problem, and (b) for the third step in the IE system, the classification of given text segments according
to the dimensions of an information need. The intermediate segmentation step will be examined in
future work. The baselines are intended to serve as a basis reference value for follow-up research. The
method was the same for both tasks. Texts (either entire contributions or text segments) were split into
lower case lemma tokens using spaCy1 and IWNLP (Liebeck and Conrad, 2015) and stop words were
removed. The classification was implemented with scikit-learn (Pedregosa et al., 2011). As classifier
we chose a SVM, with fixed C of 1 and linear kernel, as SVMs are known to achieve good results for
various text classification tasks. The evaluation was performed through a five-fold cross-validation. All
unigrams that occurred in at least 10 documents and in at most 80 percent of the respective training data
set were retained in the vocabulary, and the resulting representations were weighted with tf-idf.

Table 3 shows the results for both tasks. We first treat the contribution categorization task as a three-
class problem. Diabetes-specific information needs are already recognised with a promising F1 of 0.75.

1https://spacy.io/

https://spacy.io/
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Contribution Categorization Segment Classification
None INds INoth goal/purpose context/situation

Precision 0.78 0.73 0.20 0.75 0.80
Recall 0.71 0.82 0.00 0.29 0.41
F1 0.71 0.75 0.01 0.41 0.87

F1 macro 0.49 0.64
F1 micro 0.70 0.76

Table 3: Results for contribution categorization and segment classification.

The class INoth is poorly hit, which is likely due to the class imbalance in the data set. While None and
INds are about the same size, the class size of INoth with a total of 208 instances makes up less than 5%
of all contributions. Analysis of wrong predictions between INds and None shows that a frequent mistake
occurs in the recognition of rather technical, often long reports describing and evaluating products (e.g.
blood sugar measuring devices, pumps). These are often erroneously assigned to INds although they
do not contain information needs. This might be due to the subject matter, showing similar wording to
some contributions with diabetes-specific information needs. The F1 values of 0.75 for INds and 0.71
for None nevertheless show that, despite a high degree of overlap in vocabulary, there are terms or term
combinations that are class specific. Another interesting aspect relates to questions. Contrary to the
expectation that explicit questions with a corresponding punctuation mark are a clear indication of the
existence of an information need, this did not hold true. On the one hand, contributions with rhetorical or
self-reflexive questions (primarily in narrative contributions), e.g. ”How did I come across this again?”,
were recognised as INds. On the other hand, quite unexpectedly, short contributions consisting mainly
of goal/purpose questions were assigned None. This illustrates that the use of questions is not a specific
evidence of a need for information in this data corpus. The error analysis showed that a SVM based on
unigrams is insufficient for the task. Instead, a more sophisticated approach that involves the context
of a contribution to decide whether words or sentences indicate information needs must be used. This
difficulty becomes particularly evident in the case of questions which can take on different functions
depending on the context in which they are found, e.g. expressing the goal/purpose of an information
need or, conversely, giving no indication of an information need (rhetorical or self-reflexive questions).

When classifying text segments according to the dimensions of an information need, good precision
values of 0.75 and 0.80 were achieved, but the recall rate was noticeably weaker. Nevertheless, the F1

macro value of 0.64 shows that our model was able to learn at least some characteristics of both classes
and goes beyond pure guessing. The results imply that the correct assignment of the two dimensions
of an information need based on the wording of a single text segment is very difficult. The concepts
of the single segments might only become clear from the overall context of all relevant segments of a
contribution.

5 Conclusion and Future Work

With the long-term goal of developing an IE system for diabetes-specific information needs from forums,
we introduced a German-language online diabetes forum corpus annotated on different levels. 4,664
forum posts were coded for the identification of diabetes-specific information needs on document-level.
2,167 contributions that contain a diabetes-specific information need were segmented and labeled using
a well-founded definition. In this context we discussed how Ormandy’s definition of patient information
needs can be applied to the domain of online forums. The resulting agreement values of 0.86 κ, 0.89 α
and 0.82 αu prove good reliability. Further, a SVM approach was applied. A promising F1 of about 0.75
was achieved in the identification of diabetes-specific information needs at contribution level. For the
finer classification of text segments according to the dimensions of an information need, the approach
performed weaker, with an improvable F1 macro of 0.64. The results offer a baseline for further work.

Following this work, we will improve the classification approaches and also work on text segmentation
methods, in order to develop a complete information extraction system in the long run.
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