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Abstract
The major shortcomings of using neural net-
works with situated agents are that in incre-
mental interaction very few learning exam-
ples are available and that their visual sensory
representations are quite different from image
caption datasets. In this work we adapt and
evaluate a few-shot learning approach, Match-
ing Networks (Vinyals et al., 2016), to conver-
sational strategies of a robot interacting with a
human tutor in order to efficiently learn to cat-
egorise objects that are presented to it and also
investigate to what degree transfer learning
from pre-trained models on images from dif-
ferent contexts can improve its performance.
We discuss the implications of such learning
on the nature of semantic representations the
system has learned.

1 Introduction

Robots need to ground real world objects and enti-
ties that they see with their cameras to natural lan-
guage that they hear or generate when interacting
with a human tutor. There are four properties that
distinguish this kind of machine learning from the
approaches that are based on a corpus: (i) agents
have to make reliable classifications already after
being exposed to a few examples; (ii) they may
utilise background knowledge; (iii) learning is not
done in large batches of examples but in small in-
crements as the interaction unfolds; and (iv) the
mechanisms of interaction are used to control the
rate of learning.

Matching Networks (Vinyals et al., 2016) is a
neural network algorithm designed for one-shot
and few-shot learning of a classifier in a stan-
dard dataset. For object classification, their princi-
pal advantage is their capability to learn objects
from few labelled instances rapidly. This prop-
erty makes them a possible candidate for mod-
elling meaning representations for robot interac-
tions. The learning algorithm for Matching Net-
works fits in the supervised learning paradigm. Its

central idea is influenced from the meta-learning
paradigm with memory-augmentation (Santoro
et al., 2016) which has not been evaluated for
interactive scenarios. In this work, we imple-
ment Matching Networks and evaluate its perfor-
mance in critical interactive scenarios which in-
cludes both offline and online learning with a sim-
ulated interactive agent.1

The contributions of this paper are as follows:
(i) we create our own implementation of the
Matching Network model from (Vinyals et al.,
2016) and (ii) integrate it with interactive strate-
gies of a situated agent; (iii) we test the perfor-
mance of such a simulated agent (a) on baseline
recognition of objects presented to the agent, (b)
where the support set of image categories is from
another context, and (c) where new object cate-
gories must be learned; (iv) we discuss implica-
tions of interactive learning using this model for
representations of meaning and semantics of nat-
ural language and outline several future experi-
ments in which the model could be exploited and
improved.

2 Matching Networks

Network Architecture Matching Networks are
composed of four sub-modules: (1) convolutional
networks ConvNetθ (·) to extract basic visual fea-
tures from an image, (2) support set embeddings
gθ (·) to encode visual features of the few-shots
of labelled instances in memory, (3) target embed-
dings fθ (·) to encode visual features of a new im-
age, (4) the matching layer att(·, ·), which com-
pares the target representation with support em-
beddings in a memory. The output of the matching
layer can be interpreted as attention on categories
in the support set.

As shown in Figure 1, the Matching Networks

1Additional performance metrics of our implementation
on Omniglot (Lake et al., 2015) and ImageNet (Russakovsky
et al., 2015) are reported in Appendix.
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Figure 1: A diagram demonstrating a one-shot learning
task with five labelled categories. First, five labelled
images of the support set (S) are embedded in memory.
Then, an unlabelled target image (t) is also encoded.
The matching layer computes the cosine similarity be-
tween the embeddings of t and the embeddings of cate-
gories in the support set and aggregates attention scores
over the categories in the output.

compare an unlabelled target image (t) with the
labelled images of a support set (S) to deter-
mine how similar t is to different categories in
S. After encoding images of the support set S
with ConvNetθ , the support set embedding mod-
ule (gθ ) is responsible to implicitly learn the inter-
dependency between the visual features and cate-
gories by creating an embedding space for images
where their similarity must correspond to their
shared category. After encoding the target image
(t) with ConvNetθ , the target embedding module
(fθ ) is expected to learn the projection of convo-
lutional visual features onto the embedding space
of categories constructed by (gθ ). After obtain-
ing the output from the embedding functions, the
matching layer computes the similarities between
the target embedding and the support set embed-
dings as if it attends on the categories of similar
images in the support set:

ŷt =
n

∑
i=1

att(xi, t) · yi

where, the support set S = {(xi,yi)}n
i=1 consists of

n instances of labelled images xi and their one-shot
encoded labels yi. ŷt represents the predicted dis-
tribution of categories P(·|t,S) of t, conditioned on
given S.

Training Algorithm Notably, the labelled im-
ages in the support set are the augmented memory
of the neural networks. The training objective is
to minimise the error in categorisation by learning

prototype representations of the images of each
category in the support set. In principle, compo-
nents of the model can be trained in an end-to-end
fashion. With categorical cross entropy loss, in
each supervised learning step, the predicted log-
likelihood of the correct labels is back-propagated
to all parameters of the modules:

loss(yt , ŷt) =−log(yt · ŷt)

Implementation We have implemented a varia-
tion of Matching Networks in TensorFlow (Abadi
et al., 2015) with a small number of parame-
ters. In our implementation, g and f are one-layer
feed forward networks with ReLU activation and
L2 normalisation, ConvNet is VGG16 (Simonyan
and Zisserman, 2014) and the matching layer is
the cosine similarity of two vectors with softmax

normalisation with no trainable parameters.

ConvNetθ0(x) = VGG16θ0(x)

g{w1,b1}(x) =
ReLU(w1 · x+b1)

||ReLU(w1 · x+b1)||2

f{w2,b2}(x) =
ReLU(w2 · x+b2)

||ReLU(w2 · x+b2)||2

att(xi, t) =
e(f(t)·g(xi))

∑
n
j=1 e(f(t)·g(x j))

In the normalisation of f and g in att, their dot
product is equivalent to their cosine similarity. The
code of this implementation is openly available.2

Differences with (Vinyals et al., 2016) Unlike
(Vinyals et al., 2016), in the implementation of g
and f we only process one image at a time instead
of using bigger networks to process the support set
in one go with BiLSTM (for g) and attLSTM (for
f) (Vinyals et al., 2016, p. 3). While the incen-
tive behind using LSTMs (Hochreiter and Schmid-
huber, 1997) is their ability to encode dependen-
cies between items, they also encode sequential
dependencies which are not beneficial for sets of
labelled images in S. This was why we do not use
LSTMs, despite its promising results in (Vinyals
et al., 2016).

Our goal is to use the model in an interactive
scenario where the support set grows incremen-
tally. Since the implemented design requires re-
training the parameters, smaller models are prefer-
able. Therefore, we chose the simplest solution

2https://github.com/jcanosan/
Interactive-robot-with-neural-networks

https://github.com/jcanosan/Interactive-robot-with-neural-networks
https://github.com/jcanosan/Interactive-robot-with-neural-networks
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that is sufficient to give reliable results. We simply
concatenate the images in the support set vector
to retrain the re-parameterised embeddings with a
random order of categories.

Transfer of pre-trained visual features We
aim to exploit the background knowledge that is
transferred from off-the-shelf pre-trained object
recognition models trained on images that humans
took with their cameras in a variety of settings.
VGG16 consist of stacks of convolutional layers
with a small receptive field of 3× 3, followed by
max-pooling layers (see Simonyan and Zisserman,
2014, p. 2). Instead of training the ConvNet lay-
ers, we use the output of the pre-trained model on
the ImageNet dataset (Russakovsky et al., 2015)
after the final convolution layer followed by global
average pooling as a ConvNet module to extract
the visual features. We then investigate domain
adaptation measures such as fine-tuning on im-
ages and experiment with adding new images to
the support set as described in Section 4.

We expect that photographic images taken by
humans contain different distributions of objects,
backgrounds and attention or focus on objects
from those that our agent can capture with its cam-
era. Yosinski et al. (2014) point out that the benefit
of using pre-trained networks decreases when the
task or the data employed in the pre-training stage
is very different from the target task. However,
they found that “features transferred from distant
tasks are better than random weights” when initial-
ising a task and transferred features help improve
performance “even after substantial fine-tuning on
a new task, which could be a generally useful tech-
nique for improving deep neural network perfor-
mance” (see Yosinski et al., 2014, p. 8).

3 Interactive grounding of visual objects

Robotic systems have to learn constantly new
knowledge about their dynamic environment, for
example when they encounter new objects. One
of the major differences between learning from
datasets and learning interactively is that the sys-
tem must be able to use the knowledge that it has
learned very quickly, after seeing only a couple
of examples. Therefore, in this respect few-shot
learning is ideally suited for this domain. How-
ever, an interacting agent with a human tutor can
exploit mechanisms of human interaction (interac-
tion strategies) to learn faster, for example by be-
ing able to control how information is presented to

the human or by requesting new information that
it is missing (Skočaj et al., 2010).

Our situated agent setup is based on the KILLE
framework (Dobnik and de Graaf, 2017). It con-
sists of a stationary Microsoft’s Kinect v1 RGB-
D sensor connected to an Ubuntu 16.04 system.
The sensor is supported by the Freenect drivers3

integrated in the Robot Operating System (ROS)
framework (Quigley et al., 2009). Our system
could use any RGB camera supported by ROS. Its
intended scenario of usage is grounding of (small)
objects on a table top that a human tutor presents
to it.

Several interaction strategies can be defined
in this domain (Skočaj et al., 2009; Dobnik and
de Graaf, 2017). Because in this work we explore
the integration of the few-shot learning architec-
ture with a focus on data sparseness and its contex-
tual dependence, we investigate two strategies to
learn objects. Firstly, the human tutor can present
the object to the agent and describe what it is (e.g.
This is an apple). The image of the object is saved
to the dataset. Then, depending on the number of
examples that the system has seen of this object
category, it either waits to see more examples (e.g.
Please, show me more examples of apple), learns
a new category (e.g. I am learning apple) if it has
five images of this category, or updates its knowl-
edge (e.g. I am updating my systems on apple) if
it has seen more than five images.

The second interaction strategy allows the robot
to understand and respond to questions about ob-
jects that are presented to it (e.g. What is this?).
The robot first attempts to classify the object pre-
sented and includes the highest scoring label in its
answer and the certainty of the guess based on the
score of the label (e.g. This is an apple; I think
this is an apple; I am not sure. Is this an apple?; I
don’t know what is this. Please, tell me.). The user
can then provide feedback and affirm the guess or
tell the system the correct label.

The application of the Matching Networks has
two stages: training and prediction. When train-
ing, we build the support set S with a few (k) im-
ages of each labelled class (n). Then, we build a
target set t from the images from S to train our
model. Hence, we use S as both the support set
and the target images in the training phase. When
a user asks the system to identify an object, the
same support set for training is used (S) but the

3https://openkinect.org/
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target t is the new input taken with the camera.
The target must belong to one of the categories of
S.

The online training of the matching network is
performed every time the robot needs to learn a
new category or update its knowledge of one of the
existing categories. To learn a new category, the
system collects five images of this category and
adds the images as a new category of objects to the
support set S which now has an extra category. To
update the knowledge of an existing category, the
system includes in the support set S the new image
taken by the camera and trains the model with the
new S. This update of S is performed (i) when a
user presents an object to the robot and (ii) when
the robot incorporates feedback from the user after
incorrectly classifying an object or after clarifying
a category of an object that it was not sufficiently
confident in.

With few images and categories the training is
fast and the learning is reliable for our robot inter-
action. However, as S grows, so does the training
time. As it is expected that the system would need
to constantly learn new objects and categories, this
issue will have to be addressed in the future. Hav-
ing to wait for a long time for retraining the model
every time we change the size of the support set
is not so good from the perspective of user expe-
rience and scalability of the system. One strategy
we could take is to implement an additional mod-
ule of a short-term memory for the current objects
and wait with the learning updates until when the
robot is not interacting with a user and is resting.

In order to measure the success of learning un-
der different conditions we automatised the test-
ing procedure. To test each configuration with
identical data, we created a Small Objects daTAset
(SOTA), a collection of 400 images with equal dis-
tribution of images over 20 categories.4 Each im-
age depicts a single small everyday object (such as
apple, pen or shoe), which was placed in front of
the robot’s camera while interacting with our sys-
tem in real time.

4 Matching networks in interaction

4.1 Baseline performance on SOTA
In this first (baseline) experiment we simulate the
object recognition with the Matching Networks
outside of the interactive scenario on the collected
images of the SOTA dataset.

4The dataset is available in our GitHub repository.

1-shot 5-shot 10-shot

5 Accuracy 66.0% 90.0% 94.0%

labels Encoding 1.12s 1.63s 2.15s
Training 1.43s 3.57s 7.27s

20 Accuracy 41.5% 71.0% 86.5%

labels Encoding 1.41s 1.93s 2.39s
Training 3.26 12.15s 25.99s

Table 1: SOTA evaluation. The table shows the accu-
racy of the model evaluated on the same dataset and the
time taken for encoding images and training.

The Matching Networks are trained as outlined
in Section 3: we build a support set (S) with n cate-
gories or labels (5 or 20) and k images per label (1,
5 or 10-shot). During training, the images from S
are also used as target images, making the number
of training instances of k × n. For instance, when
training a model with 20 labels (n) and 5-shot (k),
there are 100 training instances of target images.
During evaluation, the images that we use as tar-
gets are the remaining 10 images per each cate-
gory from SOTA that have not been used to train
the model and so they are unknown to the system.

Results in Table 1 show that the model performs
much better as more images are added to each la-
bel. However, increasing the number of shots also
increases the training time. Although 1-shot per
category would be ideal in terms of time perfor-
mance, the results indicate that we need more im-
ages per category to achieve good recognition per-
formance. For balancing both training time and
performance, five images per category seems to be
the optimal setting.

In this experiment we have not applied any se-
lection on the support dataset. That is, we have
taken images from SOTA at random to build S with
them (the selection is saved so we can reproduce
the same S). Different selections of the support
set might improve or worsen the performance of
the system. The selection of the categories could
be derived by another process modelling how hu-
mans categorise and discriminate objects in partic-
ular contexts.

4.2 Support set from another context
We argued that it is very useful for a robot to
be able to use knowledge from another context.
The objective of the experiment is to investigate
whether Matching Networks can be benefit from
transfer learning on images taken in different con-
texts with different cameras by human observers,
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5 labels 20 labels
S = SOTA-ext 1-shot 71.1% 39.4%
t = SOTA-ext 5-shot 91.1% 60.0%
S = SOTA-ext 1-shot 75.6% 53.3%
t = SOTA 5-shot 86.7% 73.9%

Table 2: Transferring knowledge from other domains.
The table compares the accuracy of the model trained
using the SOTA-external dataset as both a support and
a target set and the model trained using SOTA-external
as a support and the SOTA as a target.

which can be trained offline rather than in an
example-by-example basis. We have created a col-
lection of images from online datasets (ImageNet)
and web search which we call SOTA-external.
These images depict a single object, each pertain-
ing to one of the 20 categories in SOTA. There are
100 images in total, 5 per label. Unfortunately,
due to copyright issues, SOTA-external cannot be
published.

We have devised two training strategies. In
the first scenario we build a support set (S) with
SOTA-external and use S as both support and tar-
get (t) for training. In the second scenario the S
is again the SOTA-external, but the t are the im-
ages from SOTA. During evaluation of both, the
S is always SOTA-external, which represents the
knowledge that the robot already has; and the t are
the images from the SOTA dataset, which repre-
sent the objects that our robot is trying to recog-
nise. The objective behind the two scenarios is to
test if it is sufficient to train our model using data
from another context, or is it better to train the sys-
tem wit target from our context and use external
images as support.

As shown in Table 2, the performance on five
categories is variable: it is better to use external
target with 5-shot learning but SOTA target with
1-shot learning. This suggests that for external tar-
gets during training, more shots are required possi-
bly because such targets are more variable. How-
ever, with more categories it is clear that using im-
ages from our robot context (SOTA) as t during
training is better than using images from SOTA-
external. Despite the fact that there is a visible
gap in performance, the system still performs ac-
ceptably when using only SOTA-external. Com-
pared to the baseline in Table 1, SOTA-external
with SOTA targets still improves the performance.
Therefore, transferred learning from another con-
text helps, possibly because external images intro-

duce more variation in visual features which allow
better discrimination of objects. Hence, if there
is a scenario with a new room in a house (e.g.
kitchen), the robot could have pre-learned cate-
gories for common objects found there (e.g. plate,
cup, etc.). Then, we can improve this knowledge
with new images and labels from the robot cam-
era. Collections of images from external resources
may also be useful to learn new categories.

4.3 New categories of objects

The objective of this experiment is to test how the
system learns new categories that it encounters in
its dynamic environment. How many images are
needed for the robot to recognise a new category
and what are the implications of this for modelling
the interaction strategies of the robot. We simulate
the learning process of each label from SOTA by
building a support set S which contains 19 labels
with five images each, which represent the cate-
gories that the robot already knows, plus the re-
maining label in SOTA which represents the newly
learned category. We incrementally increase the
number of images in this category from 1 to 5
which gives us five models: 1-shot to 5-shot. The
images in S are also used as targets for training. In
the evaluation phase we take the same S and mea-
sure the recognition accuracy of the newly learned
category by using the remaining 15 images of the
same label in SOTA as target images.

The results are shown in Figure 2. We can see
that four to five images are necessary for most of
the labels. Some labels are clearly easier to learn
than others. For instance, bottle, box, clothespin
and marker do not reach more than 40% accuracy,
while apple, book and stuffed toy do not need more
than three images to achieve 80% accuracy. The
plot also shows some irregular fluctuations in ac-
curacy when adding new images to some labels.
For instance, the accuracy of boot achieves 73.3%
in 3-shot, but then drops again to 46.7%. It ap-
pears that some images confuse the model, for in-
stance images with different objects or depicting
an object from an unusual perspective. The irreg-
ularities could be due to the object background.

5 Discussion and conclusions

We have explored how a neural network algo-
rithm for one-shot learning, Matching Networks
(Vinyals et al., 2016), can be used in an interactive
scenario between a robot agent and a human tu-
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Figure 2: Results on learning new labels. The k-shot learned label is specified under the x axis and each of the bars
represent the accuracy of the classification from 1-shot (left) to 5-shot (right).

tor. Our evaluation demonstrates that fast learning
with neural networks is possible for this task and
it is effective with a few categories.

The Matching Networks do not learn how to di-
rectly ground words describing objects in visual
features (Roy, 2002; Dobnik, 2009). Instead, it
relies on a small support set, contextually intro-
duced objects that it stores, and then learns how
to discriminate their categories from one another.
This is a particularly appropriate meaning repre-
sentation for situated agents: (i) the system is able
to express gradient beliefs: the outputs of the net-
work are probabilities of the target belonging to
each category; (ii) contextual priming information
can be integrated by controlling the categories of
objects in the support set which demonstrates a
potential for modelling top-down attention of an
agent (Lavie et al., 2004; Dobnik and Kelleher,
2016); (iii) it models the Saussurean notion of lex-
ical meaning, namely that language is a system of
differences without positive terms (Saussure et al.,
1983); (iv) as a result the system is very robust
and discrimination of categories can already be
achieved with a small number of examples.

The system could be extended in several ways,
which will be the focus of our future work. First,
additional experiments will involve a more dis-
tant type of knowledge transfer, to offline pre-train
the Matching Networks also on datasets of images
with large number of categories and then fine-tune
the pre-trained model in the local domain. An-
other extension is to have a process in place to
control the size of the support set over time and
transfer the matching knowledge to the memory
as required. The update procedure that trains the
model from scratch every time affects the user ex-
perience negatively, especially when the support
set becomes large. Additional procedures could

be added to deal with this issue: (1) a training pro-
cess scheduled when the user is not interacting; (2)
a training process of a new model during the inter-
action when this is still using the older model; (3)
implementing methods in the framework of Con-
tinual Learning to prevent catastrophic forgetting
when updating our models (Greco et al., 2019;
Hayes et al., 2019). We will also investigate the
influence of using different support sets in terms of
variation of objects within a category, variation of
objects sampled from different views and selection
of object categories as referred to in the current
conversation. New interactive strategies with the
robot will be investigated and implemented as a
way to make the interactive learning of our frame-
work more efficient, for example to unlearn ef-
ficiently incorrectly learned labels (Skočaj et al.,
2009; Dobnik and de Graaf, 2017).

As another direction of future work, we noted
that a uniform image background in our experi-
ments negatively influences both performance and
scalability. This could be countered by automatic
localisation and segmentation of relevant regions
of images either with bounding boxes around ob-
jects (Girshick et al., 2013; Anderson et al., 2018)
or using soft-attention over regions of the image
(Xu et al., 2015; Lu et al., 2016) to remove the
background of the objects.

Finally, further studies of this framework should
go beyond learning of visual grounding of ob-
jects. One direction of our future work is to
learn grounding of relations including spatial rela-
tions with few-shot learning and matching knowl-
edge. Another direction is to consider linguis-
tic and distributional knowledge that could be
transferred from cross-modal resources (Lazari-
dou et al., 2014) as an external matching knowl-
edge.
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A Appendix

Matching Networks (ours)
5 labels 1-shot 5-shot 10-shot
Accuracy 96.0% 99.0% 99.0%
Encoding 0.94s 0.86s 0.98s
Training 1.40s 3.77s 6.76s
20 labels 1-shot 5-shot 10-shot
Accuracy 71.0% 93.0% 98.0%
Encoding 0.83s 0.81s 0.82s
Training 3.25 11.81s 22.59s
Vinyals et al. (2016)
5 labels 1-shot 5-shot 10-shot
Accuracy 98.1% 98.9%
20 labels 1-shot 5-shot 10-shot
Accuracy 93.8% 98.7%

Table 3: Validation of our Matching Networks on the
Omniglot dataset in comparison to the figures cited in
(Vinyals et al., 2016, p. 5) for their model. Encoding
is the number of seconds that took to encode the sup-
port set images with VGG16. Training is the number
of seconds to train the Matching Networks.

Matching Networks (ours)
5 labels 1-shot 5-shot 10-shot
Accuracy 75.8% 89.8% 98.8%
Encoding 1.12s 1.63s 2.15s
Training 1.43s 3.57s 7.27s
20 labels 1-shot 5-shot 10-shot
Accuracy 52.5% 74.2% 82.6%
Encoding 1.41s 1.93s 2.39s
Training 3.26 12.15s 25.99s
Vinyals et al. (2016)
5 labels 1-shot 5-shot 10-shot
Accuracy 46.6% 60%

Table 4: Validation on miniImageNet. Encoding is the
number of seconds that took to encode the support set
images with VGG16. Training is the number of sec-
onds to train the Matching Networks. Results are com-
pared to the results cited in (Vinyals et al., 2016, p. 7)
for their model.

A.1 System validation
Tables 3 and 4 show the results of validation of
our Matching Networks and interactive strategies
on the standard datasets and in comparison to the
implementation in (Vinyals et al., 2016). To this
end, we simulated the learning process as we do in
Section 4.1 but with two standard offline datasets.
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In Table 3 we use the Omniglot dataset (Lake
et al., 2015), which consists of 1623 grey-scale im-
ages that represent characters from 50 different al-
phabets. Each of the categories in this dataset con-
tains 20 images of the same character hand-drawn
by different people.

In Table 4 we use miniImageNet, a sub-set of
ImageNet, containing 60,000 images distributed
equally over 100 categories (600 per category).
This makes this dataset more suitable for “rapid
prototyping and experimentation” than the full
dataset (see Vinyals et al., 2016, p. 6). Since the
categories used in (Vinyals et al., 2016) were not
released with their dataset, our splits are the ones
proposed in (Ravi and Larochelle, 2017). The
100 categories are divided into three splits: 64 for
training (train split), 16 for validation (val) and 20
for testing (test).


