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Abstract

One of the core components of voice assis-
tants is the Natural Language Understand-
ing (NLU) model. Its ability to accurately
classify the user’s request (or “intent”) and
recognize named entities in an utterance is
pivotal to the success of these assistants.
NLU models can be challenged in some
languages by code-switching or morpho-
logical and orthographic variations. This
work explores the possibility of improving
the accuracy of NLU models for Indic lan-
guages via the use of alternate represen-
tations of input text for NLU, specifically
ISO-15919 and IndicSOUNDEX, a custom
SOUNDEX designed to work for Indic lan-
guages. We used a deep neural network
based model to incorporate the informa-
tion from alternate representations into the
NLU model. We show that using alternate
representations significantly improves the
overall performance of NLU models when
the amount of training data is limited.

1 Introduction
Building NLU models can be more challeng-
ing for languages that involve code-switching.
Recent times have seen a significant surge of
interest in voice-enabled smart assistants, such
as Amazon’s Alexa, Google Assistant, and Ap-
ple’s Siri. These assistants are powered by
several components, which include Automatic
Speech Recognition (ASR) and Natural Lan-
guage Understanding (NLU) models. The in-
put to an NLU model is the text returned by
the ASR model. With this input text, there
are two major tasks for an NLU model: 1) In-
tent Classification (IC), and 2) Named Entity
Recognition (NER).
Code-switching is a phenomenon in which

two or more languages are interchanged within
a sentence or between sentences. An exam-
ple of code-switching from Hindi is ‘मेरी shop-

ping list मǁ dove soap bar जोड़ǁ’ (‘add dove soap
bar to my shopping list’). NLU models ex-
pect ASR to return the text in the above form,
which matches with the transcription of the
training data for NLU models. Then, NLU
model would return the action as Add Items
To Shopping List, while it also recognizes ‘dove
soap bar’ as the actual item name to be added
to the shopping list. However, ASR could in-
consistently return ‘मेरी shopping list मǁ dove
soap बार जोड़ǁ’, where the English word ‘bar’ is
recognized as a Hindi word ‘बार’. Note that
while the Hindi word ‘बार’ means something
different than the English ‘bar’, their pronun-
ciation is similar enough to mislead the ASR
model in the context of mixed-language utter-
ance. In this case, the NLU model should be-
come robust against such ASR mistakes, and
learn that ‘dove soap बार’ is equivalent to ‘dove
soap bar’ in order to correctly recognize it
as an item name. The phenomenon of code-
switching is common amongst other Indic lan-
guages as well.
ASR inconsistencies can cause significant

challenges for NLU models by introducing new
data that the models were not trained on.
Such inconsistencies can occur due to 1) code-
switching in the data, especially when the in-
put text contains more than one script (char-
acter set), 2) orthographic or morphological
variations that exist in the input text, or 3)
due to requirements for multilingual support.
In a language such as English in the United
States, where code-switching is less common,
both ASR and NLU models can perform quite
well, as input data tend to be more consistent.
However, when it comes to Indic languages
such as Hindi, where code-switching is much
more common, the question arises as to which
representation of the input text would work
best for NLU models.
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There is ongoing research on solving mod-
eling tasks for data with code-switching. In
Geetha et al. (2018), the authors explore using
character and word level embeddings for NER
tasks. Some of this research focuses on us-
ing alternate representations of text for NLU
modeling. For example, Johnson et al. (2019)
explore the use of cross-lingual transfer learn-
ing from English to Japanese for NER by ro-
manizing Japanese input into a Latin-based
character set to overcome the script differences
between the language pair. Zhang and Le-
Cun (2017) has shown using romanization for
Japanese text for sentiment classification hurt
the performance of the monolingual model.
In this paper, we explore the possibility of

mitigating the problems related to ASR in-
consistency and code-switching in our input
data by using two alternate representations of
text in our NLU model: ISO-15919 and In-
dicSOUNDEX. ISO-159191 was developed as
a standardized Latin-based representation for
Indic languages and scripts. SOUNDEX is an
algorithm that provides phonetic-like represen-
tations of words. Most work on SOUNDEX
algorithms has focused primarily on monolin-
gual solutions. One of the best known imple-
mentations with a multilingual component is
Beider-Morse Phonetic Matching Beider and
Morse (2010); however, it only identifies the
language in which a given word is written
to choose which pronunciation rules to apply.
Other attempts at multilingual SOUNDEX
algorithms, particularly for Indic languages,
were smaller studies focused on two Indic lan-
guages with or without English as a third lan-
guage. Chaware and Rao (2012) developed a
custom SOUNDEX algorithm for monolingual
Hindi and Marathi word pair matching. Shah
and Singh (2014) describe an actual multilin-
gual SOUNDEX implementation designed to
cover Hindi, Gujarati, and English, which, in
addition to the actual algorithm implementa-
tion, was aided by a matching threshold declar-
ing two conversions a match even if they dif-
fered in up to two characters.
In this study, we use ISO-15919 and Indic-

SOUNDEX representations of text in a deep
neural network (DNN) to perform multi-task
modeling of IC and NER. We experiment

1https://en.wikipedia.org/wiki/ISO_15919

on one high-resource Indic language (Hindi)
and three low-resource Indic languages (Tamil,
Marathi, Telugu). In Section 2, we describe
the two alternate representations of text that
we explore. In Section 3, we describe our data,
model architecture, and detail our experimen-
tal setup. In Section 4, we present our results
followed by our conclusions in Section 5.

2 Alternate representations of text

Using data transcribed in the original script of
a language can cause problems for both mono-
lingual and multilingual NLU models. For a
monolingual model in a language where code-
switching, orthographic variations, or rich
morphological inflections are common, NLU
models may not be able to perform well on
all the variations, depending on the frequency
of these variations in the training data. For
multilingual models, words with similar sound
and meaning across different languages (e.g.,
loanwords, common entities) cannot be cap-
tured if the words are written in their original
script. For example, the same proper noun ‘tel-
ugu’ is written as ‘तेलुग’ु in Hindi, as ‘ெத�f’
in Tamil, and as ‘čలుగు’ in Telugu. Although
they sound similar and mean the same thing,
NLU model will see them as unrelated tokens
if they are represented in their original scripts
in the input data.
From the NLU point of view, a text repre-

sentation that can minimize variations of the
same or similar words within a language and
across different languages would be beneficial
for both IC and NER tasks. In this section,
we explore two alternative ways of text rep-
resentations for Indic languages: ISO-15919
and a SOUNDEX-based algorithm, which we
call IndicSOUNDEX. Compared to using the
original scripts, these two alternatives can rep-
resent the variants of the same word or root
in the same way. For example, in the origi-
nal Hindi script (i.e., Devanagari), the word
for ‘volume/voice’ can be represented in two
forms: ‘आवाज़’ and ‘आवाज’. These two forms,
however, are uniformly represented as ‘āvāj’
in ISO-15919 and as the string ‘av6’ in Indic-
SOUNDEX. Similarly, the English word ‘list’
may be transcribed as ‘list’ or as ‘Ê�Ǡ’ in Tel-
ugu; however, they map to the same Indic-
SOUNDEX representation, ‘ls8’.

https://en.wikipedia.org/wiki/ISO_15919
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2.1 ISO-15919

ISO-15919 is a standardized representation of
Indic scripts based on Latin characters, which
maps the corresponding Indic characters onto
the same Latin character. For example, ‘क’ in
Devanagari, ‘క’ in Telugu, and ‘க’ in Tamil are
all represented by ‘k’ in the ISO-15919 stan-
dard. Consequently, ISO-15919 can be used
as a neutral common representation between
Indic scripts. However, ISO-15919 has some
downsides. Indic scripts often rely on implicit
vowels which are not represented in the orthog-
raphy, which means they cannot be reliably
added to a transliterated word. Additionally,
Indic scripts have a character called a halant,
or virama, which is used to suppress an in-
herent vowel. This character, although usu-
ally included orthographically in a word, does
not have an ISO-15919 representation and so
is lost in an exact, one-to-one conversion. Fi-
nally, it is not always the case that the same
word in two different Indic scripts will have
the same ISO-15919 conversion due to script-
to-script and language-to-language differences
and irregularities. Table 1 below shows some
examples of conversion using ISO-15919.

2.2 IndicSOUNDEX

SOUNDEX algorithms provide phonetic-like
representations of words that attempt to re-
duce spelling and other orthographic varia-
tions for the same or similarly-sounding words,
mainly to increase recall in information re-
trieval or text search tasks. This is done by fol-
lowing a set of simple steps which may include
removing vowels, reducing character duplica-
tion, and mapping sets of characters to a sin-
gle character, based on whether they 1) sound
similar or 2) are used in similar environments
in similar sounding words. For example, at
its most extreme, American SOUNDEX maps
‘c’, ‘g’, ‘j’, ‘k’, ‘q’, ‘s’, ‘x’, and ‘z’ to the same
character: ‘2’.
IndicSOUNDEX is a custom SOUNDEX ap-

proach designed to work on Hindi, Marathi,
Telugu, Tamil, Malayalam, Punjabi, Bengali,
Kannada, Gujarati, and English. Table 1
shows some examples of conversion using In-
dicSOUNDEX:

3 Experimental Setup
3.1 Data
For our experiments, we chose datasets from
four Indic languages: Hindi, Tamil, Marathi,
and Telugu. For Hindi, we use an inter-
nal large-scale real-world dataset; for the
other three languages, we use relatively small
datasets collected and annotated by third
party vendors. We perform a series of ex-
periments to evaluate the use of the alternate
representations of text, ISO-15919 and Indic-
SOUNDEX, described in Section 2.
Our Hindi training dataset consists of 6M

data. We separate a portion (1̃%) of the data
into an independent test set. We execute a
stratified split on the remainder, based on in-
tent, and choose 10% of this data for validation
and the rest as training data. For the three
smaller-scale datasets, we execute a stratified
split with 60% for training, 20% for validation,
and 20% for testing. Table 2 shows the data
partitions across different languages used for
our experiments.
Each of the four datasets contain code-

switching. The transcription was done either
in the original script of the language (for words
from that language) or in the standard Latin
(for words from other languages including En-
glish). However, the transcription was not al-
ways consistent, especially in the third party
data, so some Indic words were transcribed in
the so-called ‘colloquial’ Latin (i.e., a casual,
non-standard way of representing Indic lan-
guages in online resources) and some English
words were represented in the original script of
the Indic languages (e.g., ‘Ê�Ǡ’ for the English
word ‘list’). See Table 3 for the total counts
of tokens in each script in each of the training
and test data, which reflects the use of code-
switching in each training dataset. Note that
Hindi and Marathi both use the same script
(Devanagari) in their writing systems.

3.2 Model architecture
For our NLU models, we used a multi-task
modeling framework that predicts Intent and
Named Entities, given an input sentence. A
schematic of our model is given in Figure 1 and
Figure 2. For a given corpus, we built alter-
nate text representations using the ISO-15919
and IndicSOUNDEX approaches mentioned in
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Table 1: Examples of conversion using ISO-15919 and IndicSOUNDEX

Script Indic Original ISO-15919 IndicSOUNDEX
Devanagari (Hindi) इɣÊदके indikē i034
Devanagari (Marathi) इɟतहासाचा itihāsācā i8hs2
Telugu పºన¿ pḍindi p303
Tamil ப¥ர�S pirvīṇ plv0

Table 2: Data partition across languages

Language Train Test Valid Total
Hindi 5.4M 600K 54K 6M
Tamil 27K 9k 9k 45K
Marathi 27K 8.5k 8.5K 42K
Telugu 27K 9K 9k 46K

Figure 1: Embedding for a token

Figure 2: Modeling architecture with tokens and al-
ternate representation (IndicSOUNDEX) as input

Section 2. We used both the original sentence
as well as the alternate representations of the
sentence to inform our models via added em-
bedding layers.
First, we built a baseline model without

using any alternate representations using the
Baseline Embedding block architecture below.
Next, we built two candidate models: the first
with an embedding layer using alternate repre-

sentations from IndicSOUNDEX, and the sec-
ond with the alternate representations from
ISO-15919. Our modeling architecture is de-
signed as follows:

Baseline Embedding Block: For our
baseline model, we designed our embedding
block with two layers and concatenated the
outputs. The first layer is a token embedding
layer of dimension 100, while the second one
is a character-based token embedding built us-
ing convolutional neural network (CNN) sub-
sequence embedding with dimension of 16.
The final embedding used in our models will
be generated by concatenating these two em-
beddings.

Embedding block with alternate repre-
sentations: For our alternate representation
models, we modified the baseline embedding
block to accommodate these representations.
All other components, including encoder and
decoder, stayed the same. The embedding
block for this setting was modified to have four
layers with final embedding used in our model
being the concatenation of these. A schematic
is shown in Figure 1 The four layers are as
follows:

1. Token embedding layer of dimension 100.

2. Token embedding layer for alternate rep-
resentations of tokens of dimension 100 .

3. Character embedding built using convolu-
tional neural network (CNN) subsequence
embedding with dimension of 16.

4. Alternate representations character em-
bedding built using convolutional neural
network (CNN) subsequence embedding
with dimension of 16.

Eventually, we concatenated the output of the
embedding layer to obtain the final word em-
bedding.
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Table 3: The number of tokens in each script within each training and test set

Hindi Tamil Marathi Telugu
Script Train Test Train Test Train Test Train Test
Latin 13.9M 101K 22.5K 7.5K 29.1K 9.7K 40.7K 13.4K
Devanagari 15.5M 102K 0 0 110K 36K 0 0
Tamil 8 0 108K 36K 0 0 0 0
Telugu 0 0 0 0 0 0 112K 37.5K
Other 1K 0 2 0 0 0 0 0
Total 29.5M 203K 131K 43.5K 139K 46K 153K 51K

Encoder: We defined a biLSTM (bidi-
rectional Long Short Term Memory) encoder
with 5 hidden layers and a hidden dimension
of 512. A schematic is given in Figure 2. In
order to handle our multi-task prediction of
Intent and NER, we have two output layers:
1. A multi-layer perceptron (MLP) classifier

with the number of classes set to the vo-
cabulary size of Intent.

2. A conditional random fields (CRF) se-
quence labeler with the number of classes
set to the vocabulary size of Named Enti-
ties.

Decoder: We used a joint task decoder for
our purpose. The Intent-prediction task is ac-
complished by single class decoder, while the
label-prediction task is achieved by sequence
labeling decoder. For this setup, the loss func-
tion is a multi-component loss, with cross-
entropy loss for Intent and CRF-loss (Lafferty
et al., 2001) for NER.

Evaluation metric: We use Semantic Er-
ror Rate (SemER) Su et al. (2018) to evaluate
the performance of our models. The definition
of SemER is as follows:

SemER =
(D + I + S)

(C +D + S)
(1)

where D (deletion), I (insertion), S (substitu-
tion), C (correct slots).
As the Intent is treated as a slot in this met-

ric, the Intent error is considered as a substi-
tution.

Experimental Process: Our experimen-
tal setup consists of the following process. For
each language, we build three models with the
model architecture explained in model archi-
tecture section.

• Baseline model - a baseline model with
architecture explained in the model archi-
tecture section using word and character
embeddings from tokens.

• IndicSOUNDEX model - a model with In-
dicSOUNDEX alternate representations
i.e., using an embedding layer with tokens,
the IndicSOUNDEX representation of to-
kens, characters from tokens and the In-
dicSOUNDEX representations of charac-
ters.

• ISO-15919 model - a model with ISO-
15919 alternate representations i.e., using
embedding layer with tokens, the ISO-
15919 representation of tokens, characters
from tokens and the ISO-15919 represen-
tations of characters.

4 Results

To evaluate each model, we used our withheld
test dataset and measured SemER scores as-
sociated with the three different models. To
obtain confidence intervals, we bootstrapped
our test dataset by sampling ten times with
replacement, and evaluated our models on
each of these ten datasets. Final SemER
was taken as the average of all the ten iter-
ations. We used a Student’s t-test to calcu-
late the significance of the improvements of
the IndicSOUNDEX and ISO-15919 models
with respect to the baseline. Here we present
the results of our three models: the Baseline
DNN model, IndicSOUNDEX model, and ISO-
15919 model on each of the four languages.
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Table 4: Comparison of ISO-15919 and IndicSOUNDEX model performance on Hindi w.r.t baseline.
‘+’ indicates degradation, ‘-’ indicates improvement. ‘*’ denotes the results that are not statistically
significant

Language Model Topics improved Average improvement Topics degraded Average degradation Overall change

Hindi IndicSOUNDEX 3 8% 1 5% –0.07*%
ISO-15919 3 4% 4 9% +1.08%

4.1 Results for a high-resource
language - Hindi

Our Hindi data consisted of data from 22
topics including Music, Reminders, Alarms,
Weather, Search, News, and so on. See Ap-
pendix for the full list of topics. Table 4
shows the performance on Hindi. Results re-
vealed that, out of the 22 topics, the use of
IndicSOUNDEX resulted in 3 topics showing
improvement in SemER, with an average im-
provement of 8% and 1 topic showing 5.36%
degradation. The use of ISO-15919 resulted in
3 topics showing an average improvement of
4% and 4 topics showing an average degrada-
tion of 9%. Rest of the topics showed results
that are not statistically significant. We note
that two topics showed improvement across
both models: SmartHome and Global.
Our results show that there is no overall

(i.e., across all topics together) statistically
significant improvement seen for the Indic-
SOUNDEX model. However, we note that
the improvements in 3 three topics: Global,
SmartHome, and ToDoLists are significant.
The one topic that showed a degradation was
Shopping.
On the other hand, the ISO-15919 model

shows an overall 1.08% degradation that is
statistically significant. The ISO-15919 model
shows statistically significant improvements in
Global, Video, and SmartHome topics, and
degradation in Weather, Music, QuestionAn-
dAnswer, and Media.
In summary, for a high-resource language

such as Hindi, we find that neither Indic-
SOUNDEX nor ISO-15919 shows an overall
significant improvement. However, there are
certain topics that could benefit from using
these alternate representations either for IC or
NER. Note that the majority of the training
data for Hindi were transcribed by well-trained
internal human transcribers and went through
some cleaning processes for common transcrip-

tion errors. Also, given the size of the training
data, the NLU models were well trained on
the various spelling variations represented in
the original script. Owing to this relatively
high consistency in transcription and the exis-
tence of various tokens with similar meaning
and sound in the training data, we believe that
using the alternate representations of text was
not effective for improving the performance of
the NLU model.

4.2 Results for low-resource languages
- Tamil, Marathi, and Telugu

Unlike the case of Hindi, we see much more
significant overall improvements where train-
ing data are sparse. All three languages
showed significant improvement in overall per-
formance for ISO-15919 model, whereas Indic-
SOUNDEX showed significant improvement
for Tamil and Marathi. Within Tamil and
Marathi, IndicSOUNDEX showed a larger im-
provement than ISO-15919.
Our data for the low-resource languages con-

sisted of 19 different topics. Table 5 shows
the performance of each language. At topic
level for Tamil, we found that using the Indic-
SOUNDEX model improved the performance
in 15 out of 19 topics with an average SemER
drop of 11%. With the ISO-15919 represen-
tation, 13 out of 19 topics showed improve-
ment with an average SemER drop of 13%.
For Marathi, IndicSOUNDEX improved 7 top-
ics with an average drop in SemER of 18%,
whereas ISO-15919 improved 9 topics but with
a lower average drop in SemER (1̃0%). For Tel-
ugu, using IndicSOUNDEX or ISO-15919 im-
proved the performance of 4 topics each with
the same average drop in SemER of 15%.
There were two topics that showed improve-
ment across all three languages with the In-
dicSOUNDEX model: MovieTimes and Me-
dia. Furthermore, Calendar and Music top-
ics showed significant improvement across all
three languages with the ISO-15919 model.
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Table 5: Comparison of ISO-15919 and IndicSOUNDEX model performance w.r.t baseline on low resource
languages. ‘+’ indicates degradation, ‘-’ indicates improvement. ‘*’ denotes the results that are not
statistically significant

Language Model Topics improved Average improvement Topics degraded Average degradation Overall change

Tamil IndicSOUNDEX 15 11% 1 7% -7.6%
ISO-15919 13 13% 2 2% -6.2%

Marathi IndicSOUNDEX 7 18% 6 8% -2.30%
ISO-15919 9 10% 6 11% -1.50%

Telugu IndicSOUNDEX 4 15% 5 7% -0.20*%
ISO-15919 4 15% 4 8% -2.4%

Table 6: Percentage change in SemER for candidate models w.r.t baseline model across languages. ‘+’
indicates degradation, ‘-’ indicates improvement

Language % Change in IndicSOUNDEX % Change in ISO-15919
Hindi -0.07% +1.08%
Tamil -7.6% -6.2%
Marathi -2.3% -1.5%
Telugu -0.2% -2.4%

In Table 6, we provide the relative change
in performance w.r.t baseline of all the models
across high and low resource languages.

5 Conclusion
In this work, we explored the effect of using
alternate representations of text for IC and
NER models on a high-resource Indic language
(Hindi) and three low-resource Indic languages
(Tamil, Telugu, Marathi). We adopted a neu-
ral network based model architecture, where
the alternate representations are incorporated
in the embedding layers.
Based on the performance analysis over the

baseline models, we saw that the alternate rep-
resentations, while helping specific topics, do
not help as much for the high-resource lan-
guage overall. This is possibly due to the rel-
atively high consistency in transcription and
the existence of various tokens with similar
meaning and sound in the training data. How-
ever, they helped significantly boost perfor-
mance in the low-resource languages, thus cre-
ating potential applications in bootstrapping
new languages quickly and cost-effectively.
In the case of the low-resource languages we

saw significant improvements overall when us-
ing either ISO-15919 or IndicSOUNDEX. This
suggests that smaller datasets stand to bene-
fit from the use of alternative representations.
Based on Tamil and Marathi results, where
IndicSOUNDEX performed better than base-

line and ISO-15919, we can conclude that the
mitigation of the impact of multiple different
scripts and inconsistent Latin usage accom-
plished by IndicSOUNDEX seems to produce
better results for our NLU models. The lack of
impact of IndicSOUNDEX for Telugu merits
further investigation.
Our future work includes exploring differ-

ent model architectures including transformer
models, exploring these representations fur-
ther by pre-training models with a combina-
tion of original tokens and alternate represen-
tations of tokens. We also plan to explore the
use of character bigrams (of both original text
and alternate representations of text) instead
of unigram characters in the embedding layers.
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A Appendix A. Results across different topics on all languages

Table 7: Results for Hindi. Relative change in performance w.r.t baseline on the average of ten boot-
strapped test data sets. ‘+’ indicates degradation, ‘-’ indicates improvement

Topic % Change in IndicSOUNDEX Is Significant % Change in ISO-15919 Is Significant
Reservations -1.64% NO -0.65% NO
Books -0.43% NO -5.18% NO
Calendar -7.59% NO -7.05% NO
CallingAndMessaging -4.36% NO -0.08% NO
News +2.78% NO +0.92% NO
Photos -6.85% NO -12.16% NO
Media +7.79% NO +11.13% YES
Global -2.89% YES -4.09% YES
Help +6.52% NO +5.76% NO
SmartHome -5.58% YES -4.32% YES
QuestionAndAnswer +3.10% NO +4.99% YES
Search -3.98% NO +3.78% NO
Music -0.45% NO +2.18% YES
Notifications +2.74% NO -2.49% NO
OriginalContent -3.66% NO -1.63% NO
Recipes -0.44% NO -0.39% NO
Shopping +5.36% YES -0.82% NO
Sports 0% NO 0% NO
ToDoLists -16.50% YES +1.08% NO
Video -2.73% NO -4% YES
Weather -3.89% NO +16.36% YES
Overall -0.07% NO +1.08% YES

Table 8: Results for Tamil. Relative change in performance w.r.t baseline on the average of ten boot-
strapped test data sets. ‘+’ indicates degradation, ‘-’ indicates improvement

Topic % Change in IndicSOUNDEX Is Significant % Change in ISO-15919 Is Significant
Books -14.06% YES -18.28% YES
Calendar -8.52% YES -11.93% YES
MovieTimes -7.91% YES -7.24% NO
CallingAndMssaging -12.44% YES -6.38% YES
News -15.50% YES -6.14% YES
Media -12.23% YES 0% NO
Global -4.20% YES -4.41% YES
Help -20.84% YES -17.72% YES
SmartHome -7.29% YES +0.05% YES
Search +7.15% YES +3.08% NO
Music -8.03% YES -8.08% YES
Notifications -10.98% YES -6.81% YES
OriginalContent -9.92% YES -23.21% YES
Shopping -16.22% YES -13.44% YES
Sports +8.01% NO -30.10% YES
ToDoLists -2.14% NO +3.03% YES
Video -4.01% YES -14.65% YES
Weather -10.23% YES -10.91% YES
Overall -7.56% YES -6.23% YES
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Table 9: Results for Marathi. Relative change in performance w.r.t baseline on the average of ten
bootstrapped test data sets. ‘+’ indicates degradation, ‘-’ indicates improvement

Topic % Change in IndicSOUNDEX Is Significant % Change in ISO-15919 Is Significant
Books -6.95% YES -11.81% YES
Calendar +9.28% YES -0.11% YES
MovieTimes -13.74% YES -11.03% YES
CallingAndMessaging +3.09% YES 4.97% YES
News +16.76% YES +1.90% YES
Media -24.50% YES -12.84% YES
Global +0.13% NO -2.81% YES
Help -8.51% YES -0.76% NO
SmartHome -14.36% YES -5.04% YES
Search -0.63% NO -1.70% YES
Music -0.45% NO -4.66% YES
Notifications +2.49% YES +5.50% YES
OriginalContent -22.84% YES +8.10% YES
Shopping +2.97% NO +12.17% YES
Sports -38.48% YES -35.97% YES
ToDoLists +0.70% NO -0.23% NO
Video +5.25% YES +1.59% NO
Weather +12.29% YES +32.18% YES
Overall -2.29% YES -1.47% YES

Table 10: Results for Telugu. Relative change in performance w.r.t baseline on the average of ten
bootstrapped test data sets. ‘+’ indicates degradation, ‘-’ indicates improvement

Topic % Change in IndicSOUNDEX Is Significant % Change in ISO-15919 Is Significant
Books +2.42% NO +0.37% NO
Calendar +4.51% YES -10.33% YES
MovieTimes -13.57% YES -8.83% YES
CallingAndMessaging +5.41% YES +3.79% YES
News +0.97% NO +15.24% YES
Media -13.91% YES -0.61% NO
Global +2.93% YES +3.57% NO
Help +12.35% YES -0.45% NO
SmartHome -0.15% NO +0.31% NO
Search -7.41% YES +2.90% YES
Music +1.02% NO -4.55% YES
Notifications +1.33% NO -4.15% NO
OriginalContent -3.94% NO +2.10% NO
Shopping +0.55% NO +1.59% NO
Sports -4.43% NO -14.31% NO
ToDoLists +10.44% YES +10.05% YES
Video -0.72% NO -0.97% NO
Weather -25.98% YES -35.37% YES
Overall -0.21% NO -2.42% YES


