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Abstract
We evaluate the performance of various Transformer language models, when pre-trained and fine-tuned on different combinations of
open-domain, biomedical, and clinical corpora on two clinical question answering (QA) datasets (CliCR and emrQA). We perform our
evaluations on the task of machine reading comprehension, which involves training the model to answer a question given an unstructured
context paragraph. We conduct a total of 48 experiments on different combinations of the large open-domain and domain-specific
corpora. We found that an initial fine-tuning on an open-domain dataset, SQuAD, consistently improves the clinical QA performance
across all the model variants.
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1. Introduction

A tremendous amount of unstructured data is available in
a patient’s electronic health record (EHR) notes. Finding
information quickly in those notes is important to ensure
their appropriate use by clinicians. A very intuitive means
of querying EHRs for this information is to use natural lan-
guage questions (Ely et al., 2005; Patrick and Li, 2012), and
thus automatic question answering (QA) methods provide
an intuitive interface for finding information in EHRs. Most
prior work in EHR QA has focused on analyzing ques-
tions, which would enable answering questions from the
structured data in EHRs (Roberts and Demner-Fushman,
2015; Roberts et al., 2016a; Roberts and Demner-Fushman,
2016a; Roberts and Patra, 2017), or mapping questions to
existing natural language processing (NLP) based informa-
tion extraction models (Patrick and Li, 2012). Little work
has been done, however, in developing EHR QA models
that learn to answer questions directly from pairs of ques-
tions and their answers in unstructured notes. Such a task is
also known as machine reading comprehension (MRC), but
will be referred to as QA in this paper to avoid confusion.

Recently, many deep learning methods have been devel-
oped to do precisely this task for non-medical domains, and
at human levels of accuracy. Given a large number of ques-
tions, short documents, and corresponding answers in those
short documents, these techniques are able to learn end-to-
end QA models with accuracies up to the 90% range (Chen
et al., 2017; Seo et al., 2017; Hu et al., 2018; Yu et al.,
2018; Wang et al., 2017; Kundu and Ng, 2018; Devlin et
al., 2019; Yang et al., 2019). This requires a significant
amount of data: as we describe in the next section, many
of these open domain datasets have at least 100k question-
answer pairs. Table 1 shows an instance of such a dataset
from SQuAD (Rajpurkar et al., 2016).

Developing such a large dataset for clinical question an-
swering may well be infeasible. The medical training re-
quired to fully understand EHR notes as well as the privacy
limitations imposed by legal/ethical restrictions on clini-

cal data both make crowdsourcing such a dataset impossi-
ble. Instead, transfer learning approaches seem to hold the
most promise for improving QA in this important domain.
This would enable learning a model from a large dataset
and refining it on a much smaller clinical QA dataset. The
two main types of transfer learning for QA as it pertains
to this paper are (a) pre-training: learning a (generally
transformer-based) language model on a large corpus so as
to derive high-quality word embeddings that effectively en-
code the meaning of text, and (b) initial fine-tuning: starting
with the pre-trained language model, then learning a QA
model prior to the ultimate fine-tuning on the dataset of in-
terest. For clinical QA, however, it is an open question as to
which datasets to select for both of these tasks, and whether
such additional learning is worth the computational costs.

This paper is an attempt to answer these two (entangled)
questions by systematically exploring both the pre-training
source (open domain, biomedical domain, clinical domain)
and initial fine-tuning source for two clinical QA datasets:
CliCR (Suster and Daelemans, 2018) and emrQA (Pampari
et al., 2018). In total, 48 experiments are performed to eval-
uate the efficacy of different options. Since this level of ex-
perimentation is not always feasible, our goal in this paper
is to develop some best practice guidelines for how best to
pre-train and fine-tune for clinical QA. Hopefully this pro-
cess also offers insights into other specialized domains as
well.

The remainder of this paper is organized as follows. Sec-
tion 2 outlines prior work regarding adaptation of knowl-
edge to domain-specific tasks, as well as some background
on clinical QA. Section 3 describes the corpora used in
the experiments (both source and target). Section 4 de-
scribes the transformer-based language models used in the
experiments, including any domain-specific pre-training.
Section 5 provides our experimental details and evalua-
tion methodology. Section 6 details our results. Section 7
overviews our results, summarizing our attempt to learn
generalizable best practices from these experiments. Fi-
nally, Section 8 provides a conclusion.
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2. Background

Open-domain tasks are usually more explored than domain-
specific ones, mainly because of the ease of access to
datasets and support from a wider research community.
Thus open-domain methods and datasets are frequently ap-
plied to closed domains that lack sufficiently large datasets.
Wiese et al. (2017) train a neural architecture on an open-
domain QA dataset (SQuAD) and use domain-specific
word embeddings to achieve state-of-the-art performance
on the biomedical-domain QA task. Etchegoyhen et al.
(2018) evaluate the advantages of applying domain-adapted
statistical and neural techniques to the task of machine
translation (MT). They experiment on the datasets from
three different domains frequently managed by translation
service providers and highlight the benefits of using do-
main adaptation. We aim to use various transfer learn-
ing techniques such as pre-training and initial fine-tuning
to adapt language representations from open-domain trans-
former models.

Medical QA has been heavily studied (Athenikos and
Han, 2010). The different types of medical QA can be
best understood based on the various types of resources
from which answers can be drawn (Roberts et al., 2016a).
Some QA methods draw answers from general medical
knowledge (Cairns et al., 2011), which is generally ap-
propriate for consumers to learn about a topic (Roberts
et al., 2014; Luo et al., 2015; Kilicoglu et al., 2018),
or health professionals to refresh or deepen their knowl-
edge (Yu et al., 2005; Yu and Cao, 2008; Zhang et al.,
2018). Notably, the general knowledge questions that con-
sumers and professionals ask are quite different (Roberts
and Demner-Fushman, 2016b), resulting in the need for
different QA systems. Other QA methods draw answers
from the biomedical literature (Tsatsaronis et al., 2012),
which is generally appropriate for researchers looking for
recent discoveries (Demner-Fushman and Lin, 2007), or for
clinicians looking for the latest evidence-based information
(Demner-Fushman and Lin, 2007; Roberts et al., 2016b). A
third set of QA methods draw answers from patient-specific
sources. That is, the answer is not a solution for the pa-
tient (e.g., what is the best treatment for this patient?), but
rather directly from the patient’s records (e.g., what treat-
ments have been given to this patient?). These answers
are generally drawn from the EHR. However, little focus
has been drawn toward adapting the fast growing develop-
ments in open-domain QA. To this effect, we evaluate the
performance of several transformer language models (pre-
trained on open-domain as well as biomedical and clinical
corpora).

3. Corpora

Modeling deep learning methods usually requires a large
amount of training data. Thus, we use 3 different large
machine comprehension datasets for our analysis. In this
section, we summarize the details of each of these datasets.
We further describe any preprocessing steps applied on the
datasets before the evaluations.

Passage: Dog intelligence is the ability of the dog
to perceive information and retain it as knowl-
edge for applying to solve problems. Dogs have
been shown to learn by inference. A study with
Rico showed that he knew the labels of over
200 different items. He inferred the names of
novel items by exclusion learning and correctly
retrieved those novel items immediately and also
4 weeks after the initial exposure. . . .

Question: What is the name of the dog that could
ID over 200 things?
Answer: Rico

Table 1: An example of question-answer pair from the
SQuAD dataset with an excerpt of the relevant para-
graph. The answer is italicized in the passage.

Measure Corpus
SQuAD CliCR emrQA

# of paragraphs 20, 963 11, 730 303
# of questions 98, 169 74, 743 73, 111
Avg # of questions per para. 4.68 6.37 241.29
Avg paragraph length 134.78 1, 389.76 1381.10
Avg question length 11.30 22.54 9.40
Avg answer length 3.35 1.98 1.88

Table 2: Descriptive statistics of the datasets used in eval-
uation. Length is in terms of tokens. # – Count. Avg –
Average. para – paragraph.

3.1. SQuAD
SQuAD (Rajpurkar et al., 2016) is an open-domain ques-
tion answering dataset constructed using Wikipedia articles
through crowdsourcing. It consists of over 100, 000 ques-
tions collected from crowdworkers against various excerpts
from the Wikipedia articles. An instance from the dataset
is presented in Table 1. Its large size and public availability
prompted the construction of many machine reading com-
prehension models 1. This dataset can be considered a good
representative example of an open-domain QA task.

We do not apply any preprocessing techniques to the
SQuAD dataset as it was already in the required format
and comes with a pre-defined training set. The descriptive
statistics for this dataset are presented in Table 2.

3.2. CliCR
CliCR (Suster and Daelemans, 2018) is a cloze style med-
ical QA dataset built from clinical case reports. It con-
tains over 100, 000 gap filling queries constructed using
the learning points (which summarizes the report contents)
associated with each case report. Precisely, they replace
medical entities in the learning points with blanks to con-
struct the queries. A clinical case report details information
regarding the signs and symptoms of a medical condition

1https://rajpurkar.github.io/
SQuAD-explorer

https://rajpurkar.github.io/SQuAD-explorer
https://rajpurkar.github.io/SQuAD-explorer
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Passage: Summary Obturator hernia (OH) is an
uncommon cause of bowel obstruction and de-
scribed in elderly females in the literature. The
treatment has traditionally been laparotomy be-
cause of an acute nature of the condition. How-
ever, because of old age and comorbidities that
OH is associated with, general anaesthesia may
need to be avoided. In the current case, a transin-
guinal preperitoneal approach and . . .

Original query: is a rare but relevant
differential diagnosis of a bowel obstruction?

Question: What is a rare but relevant differential
diagnosis of a bowel obstruction?
Answer: Obturator hernia

Table 3: An example of question-answer pair from the
CliCR dataset along with the original query and an
excerpt of the relevant case report. The answer is ital-
icized in the note.

Passage: RECORD #XXXXX . . . the patient had
atrial fibrillation which was treated and con-
trolled pharmacologically, and also the patient
was treated with prophylactic anticoagulation
with Coumadin. The patient went to the Oper-
ating Room on 11/23 , had a coronary artery by-
pass graft x three with a saphenous vein graft to
the LAD , first branch of the obtuse marginal and
the posterior descending artery. . . .

Question: Why was the patient prescribed
coumadin?
Answer: prophylactic anticoagulation

Table 4: An example of question-answer pair from
the emrQA dataset with an excerpt of the relevant de-
identified clinical note. The answer is italicized in the
note.

(usually rare or unusual) along with a discussion on its di-
agnosis and treatment for a patient. The contents of these
reports are similar to the discharge summaries present in
electronic health records, and hence can be considered a
proxy for EHR data. However, it should be noted that case
reports are much cleaner than EHR text, particularly lack-
ing many of the abbreviations, telegraphic grammar, and
document structure seen in EHR notes.

Preprocessing We perform several preprocessing steps
on the dataset for mapping it to a more challenging and
SQuAD-like format. First, we strip off all the medical en-
tity annotations from the queries and the reports making
the task more difficult, as no candidate entities are marked
in the context paragraph. Note that the task explained in

the original paper expects a candidate set of answers while
the models we used for evaluations directly extract answers
from a given context paragraph. Second, we filter the list
of queries to the ones with answers present in the associ-
ated report. In cases where more than one unique answers
are found in the passage (e.g., synonyms – as the authors
of the original paper automatically add related terms to the
answer set using a medical tool) we use only one of the
answers available for a query. Last, for mapping the gap
filling queries to fully formed questions (like SQuAD) we
map the blanks in the queries to “what”, making the queries
interrogative. An instance of such a transformation is given
in Table 3.

Split There is a pre-defined training-testing-development
split for the CliCR dataset. Thus, we simply combine the
questions from their training and development sets to form
the training set for our evaluations and use their testing split
as it is. Table 2 shows the descriptive statistics of the refined
dataset. Note that the average question length of the CliCR
dataset (22.54) is longer than that of the SQuAD dataset
(11.30).

3.3. emrQA
emrQA (Pampari et al., 2018) is a large medical QA dataset
automatically constructed from the i2b2 challenge datasets.
Specifically, they utilize the existing NLP annotations to
populate pre-defined question and paraphrase templates
and associate them with the corresponding clinical notes.
So while this is a large corpus, it is not necessarily com-
posed of a realistic distribution of questions. We make use
of the question-answer pairs (a total of 400, 000 in the origi-
nal corpus) from the dataset where each question can be an-
swered using an associated clinical note (e.g., see Table 4).
Clinical notes such as progress notes and discharge sum-
maries are part of EHR data and contain vital patient infor-
mation in the form of natural language. Thus, this dataset
is a good representative of a clinical QA task.

Preprocessing We mainly preprocess the dataset for map-
ping it to a SQuAD-like format. The questions in this
dataset broadly fall into 3 categories on the basis of their
answer type – empty, single, or complex. We follow the au-
thors of this dataset and exclude the questions with empty
answers from our evaluations as such pairs are more rep-
resentative of a class prediction task rather than QA. We
include all the questions with a single answer provided the
answer can be found in the associated note. Last, from the
questions with complex answers (i.e., requiring multiple
entities from the passage to accurately answer a question),
we only include the ones having a unique answer which is
present in the associated paragraph.

Split As the emrQA dataset does not have any pre-defined
training or testing splits, we split the dataset into training
and testing sets after the preprocessing step. We divide the
dataset at context paragraph level, i.e., all the questions be-
longing to a context remain in only one of the sets. This
is done to avoid any model bias that could cause due to the
presence of a context in both train and test sets. We split the
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dataset into training and testing sets in the ratio of 90:10.
More details about the dataset can be found in Table 2. We
note that the average paragraph length in CliCR (1, 389.76)
and emrQA (1, 381.10) datasets are much longer compared
to that in the general-domain SQuAD dataset (134.78).

4. Models
We select a variety of models to analyze the effect of us-
ing different pre-training datasets on clinical QA. Specif-
ically, we use 4 variants of Transformer language models
pre-trained on different open-domain, biomedical, and clin-
ical datasets. A Transformer relies on self-attention mech-
anisms to learn the input and output representations instead
of using recurrent layers (allowing them to be trained in a
more parallel fashion) (Vaswani et al., 2017). We run our
evaluations using the BERT (Devlin et al., 2019), BioBERT
(Lee et al., 2019), Clinical BERT (Alsentzer et al., 2019),
and XLNet (Yang et al., 2019) models.

BERT (Bidirectional Encoder Representations from Trans-
formers) uses masked language models to pre-train a deep
bidirectional Transformer that allows for just fine-tuning
the pre-trained model parameters on the downstream tasks
(the QA task in our case). It is pre-trained on large datasets
such as BooksCorpus (800M words) and English Wikipedia
(2, 500M words). We use the cased BERTBASE variant
of the model (12 layers, 110M parameters) which is pre-
trained for 1M steps. We choose this model variant for a
fair comparison with the other models included in this study
(as 2 of the other models are built upon cased BERTBASE).

BioBERT (BERT for Biomedical Text Mining) is initiated
with the same BERTBASE model as described above and
further trained on biomedical data. We use the BioBERT
model trained on PubMed abstracts (4500M words) for 1M
steps as it is the recommended model variant from the au-
thors.

Clinical BERT is initialized from a BioBERT variant pre-
trained on PubMed abstracts (for 200K) and PMC articles
(for 270K), and further trained on MIMIC III notes. We use
the model variant trained on discharge summaries from the
MIMIC database for 100, 000 steps (again, it is the recom-
mended variant of the model from the authors).

XLNet is an autoregressive transformer model which
uses permutation language modeling and overcomes the
pretrain-finetune discrepancy suffered by the BERT ar-
chitecture (hence better modeling the bidirectional con-
texts). The pre-training corpus includes all the datasets
from BERT along with 3 additional datasets – Giga5,
ClueWeb 2012-B, and Common Crawl. We choose the
cased XLNetBASE variant for our evaluations as it is sim-
ilar to the BERTBASE model in terms of the architectural
parameters (but trained on a larger corpus).

The aforementioned models are good representatives for
open-domain as well as the biomedical and clinical domain
tasks. The different corpora used for pre-training these
models are summarized in Figure 1.

Figure 1: Datasets for pre-training the models used in our
evaluation.

5. Evaluation
We perform an array of experiments to analyze the effect of
different fine-tuning datasets on clinical QA performance.
Specifically, we run the above models by fine-tuning on dif-
ferent combinations of the included datasets and evaluate
their performance on the held out test sets from CliCR and
emrQA datasets.

Fine-tuning on one dataset In this fine-tuning variant, we
tune all models on exactly one dataset for 2 epochs. We
choose the number of epochs following the hyperparame-
ter recommendations for these models. An epoch corre-
sponds to passing the entire train set through a model once.
All these tuned models are then tested on both the CliCR
and the emrQA test splits. E.g., we fine-tune on SQuAD
or CliCR or emrQA for 2 epochs and predict on CliCR or
emrQA test set.

Fine-tuning on two datasets The models’ performance on
a dataset can vary when one fine-tunes on a different dataset
before fine-tuning it on the target dataset itself. Hence, in
this variant, before fine-tuning the models on each of the 2
domain-specific datasets we first fine-tune the model on a
different dataset for 1 epoch. After this initial fine-tuning
for 1 epoch, we fine-tune the models normally on each of
the domain-specific datasets for 2 epochs. Hence, a model
is fine-tuned for a total of 3 epochs. E.g., we first fine-tune a
model on SQuAD or emrQA for 1 epoch, then further fine-
tune it on CliCR for 2 epochs (hence fine-tune for a total of
3 epochs), and finally predict on the CliCR dataset.

Fine-tuning on three datasets We take it a step further
and initially fine-tune on each of the other 2 datasets for
1 epoch before fine-tuning on a medical dataset. E.g., we
fine-tune on SQuAD for 1 epoch, then fine-tune on emrQA
for 1 epoch, and finally fine-tune on the CliCR dataset for
2 epochs (a total of 4 epochs). Lastly, we predict on the
CliCR test set to compute the performance.

We use a standard set of metrics for evaluating the perfor-
mance of the models on the QA task – exact match (EM)
and F1 score. EM is a stricter metric among the two and
matches whole answer phrases (i.e., the predicted and the
ground truth answer should match exactly). F1 is a word-
level match and calculates the similarity between the pre-
dicted and the ground truth answers. E.g., if the exact an-
swer is “severe hypertension”, but the system predicts “hy-
pertension”, EM gives no credit, while F1 would be 0.67.
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Fine-tuned on BERT BioBERT Clinical BERT XLNet
EM F1 EM F1 EM F1 EM F1

emrQA 8.78 13.62 5.79 9.14 4.95 7.69 5.71 8.87
SQuAD 28.06 37.59 34.81 45.12 31.06 40.83 33.23 41.88
CliCR 31.76 40.19 43.17 54.16 37.37 47.5 34.61 44.49
emrQA ⇒ CliCR 35.29 44.6 42.44 53.48 38.74 48.91 36.49 46.33
SQuAD ⇒ CliCR 35.95 45.7 43.41 54.21 40.88 51.81 38.18 47.98
SQuAD ⇒ emrQA ⇒ CliCR 34.89 44.4 42.69 53.44 40.14 50.49 38.52 48.67

Table 5: Model performances on the CliCR test set when fine-tuned on different combinations of the datasets. EM – Exact
Match. F1 – F1 score.

Fine-tuned on BERT BioBERT Clinical BERT XLNet
EM F1 EM F1 EM F1 EM F1

CliCR 4.64 6.36 2.55 3.77 3.12 4.85 3.81 5.65
SQuAD 7.03 18.45 13.45 26.92 22.12 34.91 18.88 33.22
emrQA 60.03 64.65 67.41 72.22 65.33 71.09 69.18 74.58
CliCR ⇒ emrQA 61.63 65.73 64.93 69.9 67.29 73.38 64.94 71.44
SQuAD ⇒ emrQA 63.93 69.38 69.16 73.58 68.64 74.91 69.41 75.1
SQuAD ⇒ CliCR ⇒ emrQA 65.32 70.53 69.25 75.56 70.56 75.39 67.1 72.57

Table 6: Model performances on the emrQA test set when fine-tuned on different combinations of the datasets. EM – Exact
Match. F1 – F1 score.

5.1. Experimental Setup
We use the recommended hyperparameters for fine-tuning
all the model variants. Namely, the maximum sequence
length is 384; document stride is 128; maximum query
length is 128. For the BERT-based models, we use a learn-
ing rate of 3 x 10−5. Furthermore, for the XLNet model,
the learning rate is 2 x 10−5 and the Adam epsilon is 1
x 10−5. All the experiments are performed on an NVidia
Tesla V100 GPU (32G).

6. Results
The prediction results of the various model variants, pre-
trained and fine-tuned on different dataset combinations,
on our target clinical datasets CliCR and emrQA are pre-
sented in Table 5 and Table 6, respectively. We observe that
all the BERT-based model variants (BERT, BioBERT, and
Clinical BERT) perform better in terms of both EM and F1
metrics when more than one dataset is involved in the fine-
tuning process. For evaluation on the CliCR dataset, the
sequential fine-tuning combination of SQuAD and CliCR
datasets achieves better prediction results for all the mod-
els as compared to fine-tuning combination of emrQA and
CliCR (shown in fourth and fifth rows in Table 5). A similar
observation is noted in the prediction results on the emrQA
dataset in Table 6 where the fine-tuning combination of
SQuAD and emrQA improves performance as compared to
combining CliCR and emrQA.

We note that in the case of fine-tuning using a single
dataset, the best performance is obtained when the datasets
are the same for both fine-tuning and prediction. For in-

stance, while evaluating the results on emrQA, the highest
EM and F1 scores are achieved when the models are fine-
tuned on the emrQA itself versus when fine-tuned individ-
ually on CliCR or SQuAD (compare the third row with the
first two rows in Table 6).

Another noteworthy finding is the difference in the perfor-
mance trend of XLNet on different fine-tuning variations.
When XLNet is used to test on the CliCR dataset, incorpo-
rating intermediate fine-tuning on emrQA helps in achiev-
ing the highest performance among all the fine-tuning com-
binations (see the last row in Table 5). Whereas when the
XLNet is tested on the emrQA dataset, incorporating in-
termediate fine-tuning on CliCR does not result in perfor-
mance improvement over the combination of SQuAD and
emrQA (compare the fifth and sixth rows in Table 6).

Among all the fine-tuning and model variations, the highest
EM (70.56) achieved for the emrQA dataset is for ‘SQuAD
⇒ CliCR ⇒ emrQA’ fine-tuning variation utilizing Clinical
BERT. For prediction on CliCR, the highest EM (43.41) is
achieved through the sequential fine-tuning of ‘SQuAD ⇒
CliCR’ utilizing the BioBERT model variant.

7. Discussion
This work investigates the impact of pre-training and fine-
tuning various Transformer-based language models on dif-
ferent dataset combinations when applied to question an-
swering task for two clinical datasets. The aim of this
paper is not to achieve state-of-the-art results on the in-
cluded clinical datasets (emrQA and CliCR). However, our
best performing models surpass the performances reported
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in both the CliCR (Suster and Daelemans, 2018) and the
emrQA (Pampari et al., 2018) papers. Furthermore, we use
a stricter version of the QA task for CliCR (no entities are
required a priori by the models in contrast to the original pa-
per) and apply a stricter evaluation metric for emrQA (use
standard definitions of EM and F1 in contrast to their le-
nient versions employed in Pampari et al. (2018)).

It can be noted that fine-tuning on another medical dataset
(different than the one for which the task is predicted) con-
sistently performs worse than fine-tuning on the SQuAD
dataset. In other words, fine-tuning on an open-domain
dataset performs better than fine-tuning on another dataset
in the same domain. This shows a gap in the availability of
a well-generalizable clinical QA dataset.

The results also reveal that fine-tuning on SQuAD for an
epoch before fine-tuning on any of the medical datasets im-
proves their performance almost all the time. This can be
seen as a characteristic of the good quality of this manually
constructed large dataset.

Though we did not run each of the above models multiple
times (because training these models is a resource-intensive
job), we note that there is a clear trend in almost all the
variants across all the models. The pattern in the perfor-
mance improvement by applying the different fine-tuning
variations is similar for most of the models which indicates
that the performances are representative of the real world
scenarios and are not merely by chance.

8. Conclusion
We evaluated the performance of different Transformer lan-
guage models when pre-trained and fine-tuned on differ-
ent combinations of the open-domain and domain-specific
datasets. We experimented with different fine-tuning com-
binations using single as well as multiple datasets. We
performed a total of 48 experiments running various com-
binations of the models. We found that the initial fine-
tuning helps in improving the performance in majority
of the cases. Also, we achieved better results than the
currently available best results for the included clinical
datasets (CliCR and emrQA).
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