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Introduction

We are pleased to present the proceedings of the Intelligent Information Processing and Natural Language
Generation workshop (IntelLang 2020), which was held as part of the 24th European Conference on
Artificial Intelligence (ECAI 2020) organized in Santiago de Compostela as a fully digital conference.
The workshop was organized with the cooperation of the Spanish Network of Excellence on Intelligent
Data Processing and Natural Language Generation and endorsed by SIGGEN, the ACL Special Interest
Group in Natural Language Generation.

Natural Language Generation (NLG) studies systems for the automatic creation of text from non-linguistic
information. The transformation of input data into the final output text involves a number of steps, each
involving non-trivial choices. This is arguably the case also in neural NLG systems, where such choices
are made implicitly in the case of end-to-end models, or can be handled by dedicated modules.

The use of intelligent data and information processing techniques can help in many relevant aspects of
the NLG problem, for example in the contribution of formalisms for knowledge modeling and manage-
ment, KDD, Data Mining and Machine Learning techniques and tools for the analysis of data, or in the
development of models for the evaluation of the quality of the proposals, among many others. Artificial
Intelligence information processing techniques can also gain a lot from their interaction with the particular
area of NLG, as is the case with the explainable artificial intelligence research field.

The aim of this first edition of the IntelLang workshop was to identify challenges and to value current
results that arise from the interaction of intelligent information processing techniques and research in
natural language generation, both at the level of models and applications. The workshop provided a
forum for discussion of these new research directions, with the stage set by invited talk by Professor Kees
van Deemter, followed by the presentation of four long papers and four short papers which are collected
in these proceedings.

Kees van Deemter’s invited talk took as its starting point the notion of "theoretical NLG", that is, the
study of NLG as a window into language generation procedures and models which can shed light on
broader questions related to language and communication. Drawing on research on referring expression
generation and research on generating and on the generation of quantified phrases, the talk highlight
multiple areas where collaboration between NLG researchers, theoretical linguists, logicians and cognitive
scientists can lead to models whose goal is not only to perform adequately in a given domain, but to
generate predictions and further our theoretical understanding of the phenomena under consideration.

In "SportSett:Basketball - A robust and maintainable dataset for Natural Language Generation", by Thom-
son et al., the authors investigate the data requirements for the difficult real-world problem of generat-
ing statistic-focused summaries of basketball games. For this, they introduce the Sport-Sett:Basketball
database, an easy-to-use resource that allows for researchers to easily query data, from many different
dimensions, for output in a variety of formats for different architectures.

In "Automatic Follow-up Question Generation for Asynchronous Interviews", Pooja Rao S B et al propose
a follow-up question generation model capable of generating relevant and diverse follow-up questions.
This system is based on a 3D virtual interviewing system, Maya, a virtual agent-based interviewing system
equipped with verbal interactivity from follow-up question generation.

In "How are you? Introducing stress-based text tailoring", by Balloccu et al, the authors study the im-
pact of stress on reading and interpretation of text and propose a method for tailoring a document by
exploiting complexity reduction and affect enforcement. Their research is framed in the context of project
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NeuroFAST, which focuses on the socio-psychological forces that could influence eating behaviour.

In "Neural Language Generation for a Turkish Task-Oriented Dialogue System", by Artun Burak Mecik,
Volkan Ozer, Batuhan Bilgin, Tuna Cakar, and Seniz Demiry, the goal is to develop a Turkish task-
oriented dialogue system that enables users to navigate over a map to obtain information about dinner
venues according to their preferences, and make reservations based on received recommendations. This
work is the first that proposes the use of a neural generation model in a Turkish conversational system.

In "Analyzing daily behaviours from wearable trackers using linguistic protoforms and fuzzy clustering",
by Martinez-Cruz et al, a methodology is proposed for analyzing common activity patterns on the basis
of data provided by wearable devices, based on the use of linguistic protoforms inspired by Zadeh’s
Computing with Words and Perceptions paradigm, and fuzzy clustering. The methodology has been
illustrated by means of a case study conducted for 200 days using the Fitbit device, recording HKIs
related to duration of sleep stages and heart rate, in order to analyze restlessness patterns during sleep.

In "FitChat: Conversational AI for active aging", Wiratunga et al introduce the FitChat conversational
bot, intended to encourage users to improve their physical activities. The approach uses a co-creation
methodology to identify effective conversational skills by means of an iterative refinement process. The
system was evaluated with seven users.

The paper "Fuzzy Logic for Vagueness Management in Referring Expression Generation" by Marín et al,
provides an overview of some of the contributions regarding the use of Fuzzy Logic to referring expression
generation. While fuzzy logic can capture the semantics of linguistic terms and expressions, due to
the graduality associated with the fulfilment of such terms and expressions by objects, the fulfilment of
referring expressions and consequently the referential success with respect to particular objects or sets
becomes a matter of degree. A review of proposals for developing measures of referential success is
provided, with special emphasis on those based on specificity measures.

The contribution "Iterative Neural Scoring of Validated Insight Candidates" by Susaiyah et al deals with
the problem of providing comparative insights taking the form of comparative statements about the value
of a certain measure in different contexts. This problem is relevant in many applications, for instance in
health self-management services based on wearable devices, where statements like "On Weekdays you
walk less than on Weekends" must be assessed in terms of their statistical significance, interestingness for
the user, and validity for achieving the desired goals, among others. The proposal in this work is to use
neural networks and transfer learning algorithms in order to assess statistical significance and, at the same
time, to learn user preferences and its changes on time using an online-learning scheme.

In summary, we believe that the workshop attracted a broad spectrum of contributions, emphasising ei-
ther or both of the workshop’s main themes - NLG and Information Processing. Our hope is that these
contributions will serve to enhance the sharing of ideas among the two communities.

Finally, we would like to thank everyone who contributed to the success of this workshop, especially the
authors, the program committee members, the organizers of the ECAI 2020 conference and the ECAI
2020 workshop chairs.

Daniel Sánchez, Raquel Hervás and Albert Gatt

Granada, Madrid & Malta

September 2020
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Invited Talk

Kees van Deemter: Restoring the link between linguistics and computation: the case of quantified
expressions
Various people have observed that larges areas of Natural Language Processing have grown further and
further apart from the concerns of researchers whose main interest is in language and communication.
In this talk I will explore the question of what an optimal collaboration between linguists and computer
scientists might look like, in light of the research questions, methods, and tools that both sets of researchers
can now offer. The focus of my exploration will be the notion of quantification, which has long been
studied by linguists and logicians, but which has not often been the focus of work in modern NLP.
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Abstract

The proliferation of low-cost wearable track-
ers are allowing users to collect daily data from
human activity in a non-invasive way and out-
side of laboratory environments. Exploiting
these data properly enable the supervision and
counseling from experts remotely; however,
extracting key indicators from the long data-
streams is hard, often based on statistical met-
rics or clustering from raw data which lack in-
terpretability. To solve it, we propose an inter-
pretable definition of key indicators by means
of linguistic protoforms which include fuzzy
temporal processing and fuzzy semantic quan-
tification. Moreover, we use the protoforms
defined by experts to evaluate the source data-
stream in order to provide a straightforward de-
scription of the daily activity of users. Finally,
the degrees of truth of each protoform are an-
alyzed using a fuzzy clustering method to pro-
vide an interpretable description of the long-
term user activity. This work includes a case
study where data from a user activity (heart
beats per minute and sleep stages) have been
collected by a Fitbit wearable device and eval-
uated by the proposed methodology.

1 Introduction

The increase of wearable activity trackers has led
to a massive growth in their use in the population
(Shih et al., 2015). The use of these devices has
proved to increase physical activity between young
(Heale et al., 2018) and older (Mercer et al., 2016a)
adults and promote a health behavior change (Mer-
cer et al., 2016b). Consequently, wearable activity
trackers are the key in new interventions to avoid
physical inactivity, which contributes to an esti-
mated 3.2 million deaths each year (Lim et al.,
2012).

Among the most relevant data recorded by these
devices are heartbeats per second, sleep stages du-
ration time and any sleep disturbance, such as the

reduction of the overall sleeping hours or the exces-
sive sleep, that would result in an increase in the
warning signs to experts. Poor sleep quality is asso-
ciated with chronic diseases, weight increase and
cognitive dysfunction. The National Sleep Foun-
dation emphasizes following the sleep level targets
and guideline and study how these technologies can
be useful in this sense, such as the smartwatches.
In the near future, this kind of devices may tell us
the same as a sleep laboratory. Home monitoring
trough smartwatch solutions offers the possibility
of sleep coaching interventions or performing anal-
ysis to detect any other healthy problems designed
by experts (Foundation, 2019).

According to this, smart tracking health devices,
such as smartwatches and smartphone APPs, have
become increasingly popular. These devices claim
to monitor several human activities, and one of
the most analyzed is the sleep duration of their
users. Most of these devices utilize data generated
from in-built sensors to determine sleep parameters.
There are many studies that evaluate and compare
the accuracy of these sleep tracking devices against
more conventional methods used to measure sleep
duration and quality (Kang et al., 2017; Kolla et al.,
2016). In this way, different commercial smart-
watches monitor several aspects of human activity
and provide statistical information to users (Bai
et al., 2018). The usefulness of this kind of de-
vices were evaluated and validated for monitoring
participant sleep levels outside the laboratory en-
vironment (Dickinson et al., 2016). Thus, the use
of low-cost sleep monitoring devices like Fitbit
can help to assess sleep trends where clinical ac-
curacy of laboratory is not necessary (Dickinson
et al., 2016) nowadays. Notwithstanding the results
indicate that a reasonable degree of sleep staging
accuracy can be achieved using a wearable device,
which may be of utility in longitudinal studies of
sleep habits (Beattie et al., 2017).
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Besides, the relative efficacy of different ap-
proaches to improve physical activity and sleep
using technology-based methods have been exam-
ined, although their relatively efficacy to improve
these behaviors has not been directly compared
(Duncan et al., 2016). In addition to this, some
tools have been designed to help the understanding
of the sleep quality through contextual information
obtained by data from wearables devices (Liang
et al., 2016).

In this paper, we present a methodology to an-
alyze the daily activity of users which have been
collected by a wearable tracker. A linguistic ap-
proach allows to describe the resulting health key
indicators (HKIs) and a fuzzy clustering process
has been applied to detect some user behaviour pat-
terns. The key points of the proposed methodology
are the following:

• A reliable wearable device Fitbit is used to
obtain activity tracking data through a blue-
tooth/wireless connection (Diaz et al., 2015).
It provides a HTTPS Web API for accessing
data from Fitbit, i.e., automatic activity logs
and manually entered records. An application
to access and analyze the Fitbit user’s data,
specially, those related with heart-beats per
minute rate and the duration of the sleep ac-
tivity status (wake, restless, light sleep, REM
phase, deep sleep) has been developed here.

• Collected data has been used to define the user
most relevant HKIs using protoforms. These
protoforms has been designed by the expert
knowledge of the supervisor of the user ac-
tivity. Protoforms summarize the collected
information and select the time interval of the
day which better suits with the expert criteria
using linguistic temporal terms and linguistic
quantifiers that provides expressiveness and
semantic to the result.

• A fuzzy clustering process is applied to the
aggregated truth degree of each day proto-
form, in order to analyze the common activity
patterns for a given user. The suitable rela-
tion among the proposed clusters and proto-
forms enables an interpretable representation
of daily activity of users which is meaningful
to the supervisor of the user activity.

A review of previous researches related to our work
have been included in Section 2. The rest of the

paper is organized as follows: in Section 3, we
present a methodology to analyze data and repre-
sent this knowledge through linguistic protoforms.
Some experimental results performed on a dataset
from a Fitbit data stream are shown in Section 4.
Finally, the conclusion and future work is provided
in Section 5.

2 Related works

On the first hand, knowledge-driven methods have
been proposed to describe daily human activity by
means of sensors (Chen et al., 2011; Medina-Quero
et al., 2016). The difficulty of these approaches lies
in translating the expert knowledge into a compu-
tational method in a flexible, interpretable and rig-
orous way. Among the wide range of approaches,
fuzzy logic (Zadeh, 2006) has been described as
an high-interpretable knowledge model for reason-
ing (Zadeh, 2002) and aggregating (Kacprzyk and
Yager, 2001) data under uncertainty. Moreover, the
use of protoforms and fuzzy logic (Zadeh, 2002)
have provided encouraging results integrating ex-
pert knowledge to process sensor data streams in
multiple areas, such as, weather forecast (Ramos-
Soto et al., 2014), prediction of the urgency de-
mand within smart cities (Medina Quero et al.,
2018), providing linguistic summaries from heart
rate streams (Peláez-Aguilera et al., 2019) or mon-
itoring of patients with preeclampsia in wearable
devices(Espinilla et al., 2017).

On the other hand, data-driven methods have
proliferated relating features from sensor streams
(Okeyo et al., 2014) to human activity by means of
Machine Learning approaches (Minor et al., 2015;
Choi et al., 2017). A large majority of these works
have focused on supervised learning, where an ex-
tensive labelled dataset is required to classify tar-
geted human behaviours (De-La-Hoz-Franco et al.,
2018). This requirement faces up with the individ-
ual learning of key interest indicators since it is
not agile collect and label huge datasets for each
person and indicator. In this way, egocentric daily
activity recognition (Yan et al., 2015) is mainly
supported by non supervised methods, where clus-
tering algorithms (Xu and Tian, 2015) provide the
discovering of daily patterns and tasks from users.
We highlight the integration of fuzzy approaches
with clustering methods, specifically the fuzzy C-
means algorithm (Bezdek et al., 1984), which have
provided suitable methods to extract meaningful
patterns from sensors (Moreno-Cano et al., 2015).
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Here, we propose an agile linguistic descrip-
tion of HKIs through the use of linguistic proto-
forms to pool the advantage of knowledge-drive
and automatic learning. These protoforms are com-
puted over the sensor data stream collected by a
Fitbit wearable tracker. The daily aggregation of
protoforms is subsequently evaluated by fuzzy clus-
tering, which provides the most relevant user be-
haviour patterns.

3 Methodology

In this section we present a methodology to ana-
lyze synchronized source streams from wearable
trackers under a semi supervised approach. Firstly,
in Section 3.1 we describe the source streams and
platform tools to collect activity data. Secondly, in
Section 3.2, a linguistic approach based on proto-
forms is presented to define the HKIs from the
source streams. Third, in Section 3.3, the degree
of truth of each daily instanced protoform is aggre-
gated and evaluated by a fuzzy clustering process.
The resulting clusters expose a linguistic and visual
framework to identify the behaviour patterns of an
user.

3.1 Collecting source streams from wearable
trackers

Fitbit IONIC smartwatch has monitorized and col-
lected sleep stages duration and heart rate activi-
ties for an user in a period of time for this study.
This device has been chosen because of its many
advantages over others models related with the fea-
tures of: multi-day battery life, accuracy, all sleep
stages, accessibility to use datasets in cloud to pre-
processing of data, compatibility, data storage and
integrated GPS antenna (Bai et al., 2018).

In a formal way, each source stream sl is rep-
resented by a 2-tuple value s̄li = {sli, ti}, where
sli defines a given value collected by the wearable
tracker sl and ti its time-stamp. Hence, the long-
term information from a given user is composed of
a data stream Sl = {s̄l0, . . . , s̄li, . . . , s̄ln}, which is
collected by the wearable device.

For the aim of this work, the two target source
streams collected by the wearable tracker Fitbit are:

• sas defines the activity status (AS) by means
5 discrete values: wake (WK), restless (RS),
light sleep (LS), REM phase (RP), deep sleep
(DS); so sasi ∈ {WK,RS,LS,RP,DS}.

• shr defines the heart rate (HR) by a natural

number which represents the beats per minute
(bpm) in the human range; so shri ∈ [40, 220].

3.2 Protoform for evaluating source streams
from wearable trackers

The proposed methodology aims to define the HKIs
from Fibit source streams using a set of a protoform
instances, which are straightforwardly defined by
the supervisor of user activity who has the expertise
knowledge in this context.

First, we introduce an ad-hoc protoform, to inte-
grate an interpretable and rich-expressive approach
that models the expert knowledge in a linguistic
way, Po in the shape of:
Po(s̄li): Vr Tj Qk

Where:

• Vr defines a fuzzy linguistic term to evaluate
the data-stream.

• Tj defines a Fuzzy Temporal Window (FTW)
where the term Vr is aggregated. The FTWs
are described straightforwardly according to
the distance from the current time t∗ to a given
timestamp ti as ∆ti = t∗ − ti using the mem-
bership function µTj(∆ti). The aggregation
functions of Vr over Tj for a given s̄li are de-
fined by the following t-norm and t-conorm:

Vr ∩ Tj(s̄li) = Vr(s
l
i) ∩ Tj(∆ti) ∈ [0, 1]

Vr ∪ Tj(s̄li) =
⋃

s̄li∈Sl

Vr ∩ Tj(s̄li) ∈ [0, 1]

where a fuzzy weighted average (Dong and
Wong, 1987) (FWA), which is defined in ap-
pendix Abbreviations, is proposed to model
these functions (Peláez-Aguilera et al., 2019).

• Qk defines a fuzzy quantifier to evaluate the
intensity of the linguistic term Vr within the
temporal window Tj (Medina-Quero et al.,
2016). The quantifier applies a transformation
µQK

: [0, 1]→ [0, 1] to the aggregated degree
of µQK

(Vr ∪ Tk(s̄li)).

This shape of protoform has been success-
fully developed in summarizing the stream data
from health devices (Peláez-Aguilera et al., 2019;
Medina-Quero et al., 2016) using a linguistic ap-
proach.

In Figure 1, an example of the instantiated proto-
form Activity status is deep sleep around 2 and 4
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Figure 1: Degree of truth of the protoform Activity status is deep sleep around 2 and 4 hours WITH mild intensity
that summarizes 12 hours of source stream.

hours with mild intensity is shown, which is com-
puted over a fragment of the source stream from
Fitbit.

Moreover, protoform Po(s̄i) can be combined
using fuzzy logical operators to increase the lin-
guistic expressiveness of the model, i.e, negation,
union or intersection operators (Peláez-Aguilera
et al., 2019) can be included in the final descrip-
tion of the stream. In addition to this, the set of
protoform instances can be replaced by a shorter
linguistic expressions, much closer to natural lan-
guage, e.g. deep restful sleep that describes the
previously analyzed protoform instance Activity
status is deep sleep around 2 and 4 hours with mild
intensity.

3.3 Fuzzy clustering to detect behaviour
patterns

In this section, we aim to identify patterns from
the users daily activity collected by the wearable
tracker. To do that, the membership degree de-
scribed by protoform instances is analyzed to pro-
vide a linguistic description of the most relevant
user activity thought of the discovered patterns.

First, we compute the truth degree (P T
o ) of each

protoform for each day. To compute it, the ag-
gregation function

⋃
(implemented by the max

function) is applied to get the degree of truth of the
protoform Po(s̄i) for each fragment of day T :

P T
o :

⋃
Po(s̄i), s̄li ∈ T

Second, the degrees of truth of the protoform
instances, that represents the value of an user HKIs
in a given day, are evaluated to extract the com-
mon patterns in a long term evaluation. To do

Table 1: Degree to which daily protoform instances
P1...5 belong to each cluster.

Cluster P1 P2 P3 P4 P5

Short
descrip-
tion

high
HR

low-
intensity
HR

deep
sleep

light
sleep

rest
nap

C1 0.05 0.02 0.02 0.03 0.15
C2 0.86 0.50 0.54 0.85 0.91
C3 0.63 0.53 0.56 0.90 0.03

that, we applied fuzzy clustering using Fuzzy C-
means algorithm (Bezdek et al., 1984) over the
maximal daily degree of the protoform instances.
It is important to notice that the aim of combining
these representation of HKIs with fuzzy cluster-
ing relies in obtaining a pattern which represent
the degree of relevance for each protoform in each
cluster. For example, the values of three fuzzy clus-
ters (K = 3 in the clustering algorithm) computed
from a source stream computed for five protoform
instances P1...5 defined by the expert criteria, are
illustrated in Table 1. The values of these fuzzy
clusters correspond to the maximal aggregated de-
gree of each protoform in a day. A bar chart of
these results is shown in Figure 2).

4 Case study

In this section we analyze with real data how to de-
scribe linguistically the daily behaviour of an user
monitored by the wearable tracker Fitbit. The archi-
tecture of the system and the process of identifying
the patterns are defined as well.
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Figure 2: Visual representation of the three clusters obtained from five protoform instances that shows the daily
behaviour pattern of an user.

4.1 Data acquisition and processing

This case study has been tested with 200 days data
of real activity from an user that wear a Fitbit Ionic
device all day. This device has generated a source
stream with 700.526 samples with AS, sleep stages
and heart rate from the user and sent all these col-
lected activity records to the Cloud.

Thus, to obtain this information, we have de-
veloped a web application called Monwatch that
allows to synchronize and view the information
collected by the wearable (and sent by Fitbit Smart-
phone APP) from the Fitbit Cloud. Monwatch has
been developed using the Django Framework ver-
sion 2 and Python 3.6. All data is synchronized
via HTTPS requests according to Fitbit API re-
quirements and the returned data is stored locally
in a MySQL Database. To do that Fitbit API re-
quires the use of OAuth 2.0 authorization frame-
work that enables a third-party application to obtain
limited access to an HTTP service, either on behalf
of a resource owner by orchestrating an approval
interaction between the resource owner and the
HTTP service, or by allowing the third-party appli-
cation (our application) to obtain access. OAuth
2.0 is a authentication standard defined in RFC
6749 (D. Hardt, 2019).

4.2 System architecture

The complete scheme of the proposal from the
smartwatch real-time monitoring to the gathering
and processing of that data is shown in Figure 3.
First, the smartwatch collects the raw data and
sends it via Bluetooth to the Smartphone using
the Fitbit APP which shows several activities in
statistical way. Next, data are sent to the Fitbit
cloud from where, through a API Service, we are
able to extract raw data to Monwatch. So, Mon-
watch : i) processes data, ii) stores the records in

an internal database, iii) generates the instances of
protoforms and their truth degree, iv) classifies the
protoform instances according with the resulting
clusters and v) exports and displays the results by
linguistic expressions.

4.3 Protoform definition and their linguistic
representation

A supervisor has defined the five HKIs that accu-
rately describes the source streams of Fitbit using
the protoform Vr Tj Qk described in Section 3.2 :

1. HR is high around 15 and 30 minutes with
normal intensity

2. HR is low around 2 and 4 hours with normal
intensity

3. AS is deep around 2 and 4 hours with moder-
ate intensity

4. AS is (rem AND light) around 2 and 4 hours
with moderate intensity

5. AS is (restless AND asleep) around 30 min-
utes and 2 hours with moderate intensity

These HKIs or protoform instances contains sev-
eral terms, FTW and quantifiers which have been
defined by fuzzy sets. The trapezoidal membership
function for each fuzzy set defined in this proposal
is described in Table 2 1.

In addition to this, each protoform instance is
represented by a set of linguistic expressions closer
to natural language. These expressions that im-
prove the semantic expressiveness of the protoform
instances and shorten its length in most of the cases,

1TS, TR and TL are described in the appendix Abbrevia-
tions A
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Figure 3: System architecture.

Table 2: Trapezoidal membership functions for terms,
FTWs and quantifiers defined for the protoform Vr Tj
Qk

.

Textual de-
scription
in natural
language

Type µT

hr is low Vr TL(sli)[60bpm, 70bpm]

hr is high Vr TR(sli)[80bpm, 90bpm]

around 15 and
30 minutes

Tj TL(∆ti)[15m, 30m]

around 2 and
4 hours

Tj TL(∆ti)[240m, 480m]

around 30
minutes and 2
hours

Tj TL(∆ti)[30m, 240m]

normal inten-
sity

Qk TR(x)[0.25, 0.75]

moderate
intensity

Qk TR(x)[0, 0.5]

are defined in Table 3. According to this, our sys-
tem stores the data knowledge using a set of proto-
form instances in a first place and, in the second
one, a linguistic summary, more suitable to the final
user, is provided by the system (Marı́n and Sánchez,
2016).

Table 3: Short linguistic description of each HKIs.

Linguistic
description

Protoform instance (Vr Tj
Qk)

HR of high-
intensity for a
short time

HR is high around 15 and
30 minutes with normal in-
tensity

HR of low-
intensity for a
long time

HR is low around 2 and 4
hours with normal intensity

deep sleep for
long time

AS is deep around 2 and 4
hours with moderate inten-
sity

light sleep AS is (rem AND light)
around 2 and 4 hours with
moderate intensity

rest nap AS is (restless AND asleep)
around 30 minutes and 2
hours with moderate inten-
sity

4.4 Identification of patterns

The degree ofB truth of each protoform instance
is aggregated for a day and results have been eval-
uated by the fuzzy C-means clustering algorithm
to extract some pattern behaviours of HKIs. This
algorithm has been executed with different number
of clusters (N = 4, 5, 6, 7) to analyze these proto-
form instances behaviour. The clusters obtained
are shown in Figure 4.

In Figure 4, we can observe the different patterns
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of HKIs that can be found for an user in a day in
each cluster. There are four scenarios according
with the analyzed number of clusters. For example,
in the first scenario of the figure A) (with N = 4)
the first cluster represents the days where the user
mainly developed a high-hr session and a long rest
nap at once, this is characterized as a pattern and its
corresponding linguistic description is: Day with
HR of high-intensity for a short time and a rest nap.
Following the same example, there are also another
pattern that shows those days where the user has
not a deep sleep for long time but the remaining
HKIs has been activated.

Regarding the analysis of the number of clusters
in this real example, a solution with N = 7 disinte-
grates the values too much, giving us too specific
patterns with isolated HKIs. Solutions with N = 5
or N = 6 are more inclusive with all the HKIs and
both give us a good solution.

Finally, in addition to the extraction and visual-
ization of daily pattern behaviours from clusters,
the trend of the membership degree for each day
and clusters of a given time period provides a very
rich and representative information for the supervi-
sor of the activities. For example, in Figure 5, we
show the membership degree between clusters and
30 consecutive days which provide a visual relation
of the trend of behaviour.

5 Conclusions and ongoing works

In this work a combination of semi supervised anal-
ysis of user behaviour is proposed. For that, a
wearable tracker provides the source streams about
sleep stages duration and heart rate from users in
a non invasive way. The aim of the methodology
has been focused on integrating expert criteria by
means of protoforms, which evaluate the source
streams computing the degree of the protoform in-
stances in full time line. The second contributions
lies in extract behaviours patterns for each day us-
ing fuzzy clustering.

The results from the case study, which was de-
veloped for more than 200 days, shows a promising
capability to aggregate data, extract patterns and
provide a linguistic and visual representation due
to interpretability of the protoforms.

In on going works, we will focus on evaluating
a wide range of users, which could provide sev-
eral behaviours patterns. The analysis between the
clusters from several users will provide a suitable
comparative between user profiles.
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A Appendices

HR Heart Rate
HKI Health Key Indicator
FTW Fuzzy Temporal Window
AS Activity Status
FWA Vr∪Tk(sj)= 1∑

Tk(∆t
j
i
)

∑

mj
i∈sj

Vr(vji )×Tk(∆tji )

TS TS(x)[l1,l2,l3,l4]=





0 x≤0

(x−l1)/(l2−l1) l1≤x≤l2
1 l2≤x≤l3
(l4−x)/(l4−l3) l3≤x≤l4
0 l4≤x

TR TR(x)[l1,l2]=





1 x≤l1
(l2−x)/(l2−l1) l1≤x≤l2
0 l2≤x

TL TL(x)[l1,l2]=





0 x≤l1
(x−l1)/(l2−l1) l1≤x≤l2
1 l2≤x
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Abstract
The user experience of an asynchronous
video interview system is often deemed non-
interactive and one-sided. Interview candi-
dates anticipate them to be natural and co-
herent like a traditional face-to-face interview.
One aspect of improving the interaction is
by asking relevant follow-up questions based
on the previously asked questions, and its an-
swers. We propose a follow-up question gener-
ation model capable of generating relevant and
diverse follow-up questions. We develop a 3D
virtual interviewing system, Maya, equipped
with follow-up question generator. Many exist-
ing asynchronous interviewing systems pose
questions that are fixed and scripted. Maya,
on the contrary, reacts with relevant follow-
up questions, a relatively unexplored dimen-
sion in virtual interviewing systems. We lever-
age the implicit knowledge from deep pre-
trained language models along with a small
corpus of interview questions to generate rich
and diverse follow-up questions in natural lan-
guage. The generated questions achieve 77%
relevance with human evaluation. We compare
our follow-up question generation model with
strong baselines of neural network and rule-
based systems and show that it produces better
quality questions.

1 Introduction

The conventional hiring process is laden with chal-
lenges like prolonged hiring, lack of interviewers,
expensive labour, scheduling conflicts etc. Tra-
ditional face-to-face interviews lack the ability
to scale. Recent advances in machine learning
has enabled automation in the field of recruit-
ment. Recruiters are heeding to innovative choices
like Asynchronous Video Interviews (AVI). Asyn-
chronous interviews have a time-lapse between the
communicating parties. These are usually con-
ducted via online video interviews using internet-
enabled digital devices. The feasibility and ease of

Figure 1: Maya - Interactive Interviewing System

automatic assessment of the AVIs when compared
to in-person interviews (Rasipuram et al., 2016) is
persuading the wide spread use of the system.

Limited prompting and follow-up, and no elab-
oration on questions is one of the components of
structured interviews (Levashina et al., 2014). The
current generation of asynchronous interview sys-
tems adopt structure and pose predefined questions
selected from a relatively large set. However, with
large scale adoption of these systems, it may even-
tually become repetitive and uninteresting for re-
cruiters and candidates alike. The highly structured
attribute of AVIs increases predictability, reduces
variability, and makes them monotonous (Schmidt
et al., 2016). Hence, it might be crucial to find the
right balance between structure and probing. The
adoption of planned or limited probing might help
interviewers collect additional information related
to the job, which may lead to increased interview
validity (Levashina et al., 2014).

Levashina et al. (Levashina et al., 2014) define
follow-up question as the one that is intended to
augment an inadequate or incomplete response pro-
vided by the applicant, or to seek additional or clar-
ifying information. Asynchronous communication
does not enable coordinated turn-taking by interac-
tants (Potosky, 2008). Integrating limited number
of follow-up questions during the asynchronous in-
terviews promises to solve the problem. A relevant
follow-up question not only improves the interac-
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Figure 2: Framework of Interviewing System

tion between the interviewer and the interviewee
but also makes it less predictable as the follow-
up question is dynamic based on the interviewee’s
answer.

Based on these factors, we propose Maya, a 3D
virtual interviewing system for behavioural domain.
Specifically, the main contributions of this work are
as follows. First, we present Maya, an interactive
interviewing system equipped with a Follow-up
Question Generation. We develop a framework
for using large-scale transformer language model
to generate relevant and diverse follow-up ques-
tions. Second, we perform experiments comparing
Follow-up Question Generation (FQG) model with
other strong question generation/selection models
and show that the proposed model outperforms
them by large margins with human evaluation. Fi-
nally, we perform experiments to study the robust-
ness of the proposed model to errors in automatic
speech recognition (ASR). The results indicate that
Maya is able to produce high quality follow-up
questions and hold an interactive interview with
the candidate. We deploy a web-based minimalist
virtual interview interface.1

2 Related Work

2.1 Natural Language Question Generation

Question Generation (QG), defined as the task to
automatically generate questions from some form
of text input (Rus and Graesser, 2009), has at-
tracted attention since the First Question Gener-
ation Shared Task Evaluation Challenge (Rus et al.,
2009). Recently, neural networks have enabled end-

1The demo of the system can be found at – https://
www.youtube.com/watch?v=gdPxdi82nV0

to-end training of question generation models influ-
enced by the sequence-to-sequence (Seq2Seq) data-
driven learning methods (Sutskever et al., 2014).
Serban et al., (Serban et al., 2016) train a neural
system to generate simple natural questions from
structured triples - subject, relation, object. Du et
al., (Du et al., 2017) use encoder-decoder model
with attention to generate questions on the machine
comprehension dataset SQuAD (Rajpurkar et al.,
2016). QG-net (Wang et al., 2018b) is an RNN-
based encoder-decoder model, trained on SQuAD,
designed to generate questions from educational
content.

Follow-up question generation in interviews is
a new task and one study explores this (Su et al.,
2018). Su et al., adopt a pattern-based Seq2Seq
model on a small interview corpus in Chinese.
They use a word clustering based method to build
a word class table and transform all sentences in
the corpus to patterns. Convolutional neural ten-
sor network based (Qiu and Huang, 2015) sen-
tence selection model is used on the answers to
select a sentence to generate follow-up question
patterns. These patterns are filled with words from
the word class table to obtain potential follow-up
questions. A statistical language model is used
to choose a question by ranking. In contrast, we
develop a follow-up question generation model uti-
lizing knowledge from large-scale language model
and a small corpus which does not involve pattern
matching and template filling.

2.2 Language Model Pretraining

Pre-training on massive amounts of text in an unsu-
pervised form has led to state-of-the-art advance-
ments on diverse natural language processing tasks
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System Agent Nonverbal Interaction Verbal Interaction Follow-up Q
Rao S B et al., 2017 Text Medium No interaction Fixed Script of Questions No

SPECIES (Nunamaker et al., 2011) Embodied Agent
Head Movement and Facial
Expressions

Template based Yes

MACH (Hoque et al., 2013) Embodied Agent Head Nodding and Smile Sharing Fixed Script of Questions No

TARDIS (Anderson et al., 2013) Embodied Agent
Body Motions, Gestures
and Facial Expressions

Fixed Script of Questions No

ERICA (Kawahara, 2018) Robotic Agent
Head Movement, Gestures
and Eye Gaze

Template based Yes

Maya (Ours) Embodied Agent
Gestures, Facial Expressions
and Follow-up Question

Dynamic Question
Generation

Yes

Table 1: A comparison of asynchronous interview systems. The verbal interaction in Maya differs from other
works with a follow-up question mechanism as it uses a question generation model rather than using template-
based question selection method

(Devlin et al., 2018) (Radford et al., 2018). Cur-
rently, these pre-training steps are all variants of
language modelling objectives. Howard and Ruder
(Howard and Ruder, 2018) train a language model
on huge amounts of Wikipedia data and fine-tune
this on a target task with a smaller amount of la-
belled in-domain data. Several works follow this
approach of fine-tuning and achieve impressive re-
sults. ELMo (Peters et al., 2018) is a bidirectional
language model predicting the next and the previ-
ous tokens using bi-LSTM networks (Huang et al.,
2015). OpenAI’s GPT (Radford et al., 2018) train a
unidirectional language model on massive text data.
BERT (Devlin et al., 2018) is a masked language
model trained with an additional objective of next
sentence prediction. These models have attained
state-of-the-art results on many downstream NLP
tasks including the GLUE benchmark (Wang et al.,
2018a). Pre-training with GPT model has also
been used in generative tasks such as end-to-end
dialog systems (Wolf et al., 2019) and automatic
knowledge base completion (Bosselut et al., 2019)
obtaining remarkable improvements over the mod-
els trained only with the in-domain data. Both the
works use the transformer language model GPT for
initialization. Our work builds on this to develop a
Follow-up Question Generation model.

2.3 Agent-based Interviewing Systems

The use of intelligent virtual agents in dialogue sys-
tems has notably increased (Swartout et al., 2013)
as it allows for a more interactive and immersive ex-
perience than traditional voice and text-based sys-
tems (López-Cózar et al., 2014). One primary ap-
plication of virtual agents are in the Asynchronous
Video Interviews (AVIs). A job interview is aimed
to analyze the hiring feasibility of an interviewee,
while a training interview gives accurate feedback

about their performance.
While the initial works in AVIs were restricted

to the skill assessment (Nguyen et al.), (Rao S B
et al., 2017), improving the interview experience
has gained momentum. One standard approach is
the usage of virtual agents as interviewers instead
of textual prompts to conduct interviews (Nuna-
maker et al., 2011). This approach makes the inter-
view experience more interactive.

SPECIES (Nunamaker et al., 2011) introduced
the usage of Embodied Conversational Agents in
automated interviews. One of the goals was to
study the difference in perceptions with varying
attributes of agent. MACH (Hoque et al., 2013)
and TARDIS (Anderson et al., 2013) are coaching-
based conversational agents. Both of them focus on
skill assessment and non-verbal behavior analysis
to improve the feedback to interviewees signifi-
cantly, but the questions are taken from a fixed
pool of questions and do not take into account the
interviewee’s response. ERICA (Kawahara, 2018),
consists of a robotic agent who has the capabilities
of human-like eye gaze, head movement and ges-
tures, and a statement-response system which is re-
sponse retrieval method based on pattern and focus
token matching. Although the behavior synthesis
is a notable improvement, it still lacks robustness
in dialogue generation.

While a lot has been done in automatic analysis
of interviewee’s response (Hemamou et al., 2019)
to improve the quality of the interview, not much
has been done to make the interview more verbally
interactive. All the previous works have either used
a fixed script of questions or used a pattern match-
ing based question selection. We aim to improve
the question generation system to make it more per-
sonal and response-based by generating relevant
and grammatically correct follow-up questions.
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3 Follow-up Question Generation - FQG

Follow-up Question Generation model is an adap-
tation framework for generating follow-up ques-
tions using language models by training it on an
in-domain corpus of question, response and follow-
up triplets. These data samples help FQG to learn
the question structure and the relation between
the triplets, and the knowledge from the language
model pre-training produces novel questions.

3.1 Task

The training samples of {q, r, f} in natural lan-
guage, where q is the interviewer question, r is the
candidate response and f is the follow-up question,
are assumed to be given to the model. The task is
to generate f given q and r as inputs.

3.2 Transformer Language Model

In this work, we use the transformer language
model architecture, Generative Pre-trained Trans-
former (GPT-2) introduced in Radford et al. (Rad-
ford et al., 2019). This is very similar to the decoder
part of the original transformer encoder-decoder
model of Vaswani et al. (Vaswani et al., 2017).
It uses multiple transformer layers each contain-
ing two sub-layers. First is the multi-headed self-
attention mechanism over the input context tokens
followed by position-wise feed-forward layers to
produce an output distribution over target tokens.
Our model is based on the recently published Py-
Torch adaptation of GPT-2.2

We initialize the Follow-up Question Generation
model with 12-layer decoder-only transformer with
12 self-attention heads containing 768 dimensional
states. The parameters are initialized to the smallest
version of the GPT-2 model weights open-sourced
by Radford et al. 2019 (Radford et al., 2019). The
GPT-2 model is pre-trained on the WebText dataset
which contains the text of 45 million links from
internet (Radford et al., 2019).

3.3 Dataset

In order to train the FQG model, we need the
training samples – {q, r, f} triplets. We utilize
the asynchronous interview dataset from Rao S. B
et al. (Rao S B et al., 2017). This dataset con-
sists of behavioural interviews of university stu-
dents through asynchronous medium of video and

2https://github.com/huggingface/
transformers

written, referred to as the Asynchronous Video In-
terview dataset - AVI dataset and Asynchronous
Written Interview dataset - AWI dataset respec-
tively. We conduct a restricted crowd-sourcing to
obtain follow-up questions using interview snip-
pets from AWI dataset. We instruct the volun-
teers to write a follow-up question based on the
presented snippet of interviewer question and the
candidate response. Thus, we obtain a follow-up
question dataset with more than 1000 samples,
each sample containing the triplet of a question,
response and a follow-up. The dataset can be
found at https://ms-by-research-thesis.s3.

amazonaws.com/followMLdata.xlsx

3.4 Fine-tuning

We fine-tune the GPT-2 language model using the
dataset described above. 80% of the data is used
for training and the rest is used for validation. The
input to the model constitutes of tokens from each
of the {q, r, f} concatenated in a sequence. A set of
input embeddings is constructed for this sequence.
The word and position embeddings are learnt in
the pre-training phase. We use an additional set
of embeddings, speaker embeddings to indicate
whether the token belongs to question, response or
the follow-up. These embeddings are learnt during
the fine-tuning phase. The input to the model is the
sum of all three types – word, position and speaker
embeddings for each token. Figure 3 illustrates
how the tokens in {q, r, f} are organised to form
the speaker embeddings.

Following (Wolf et al., 2019), (Devlin et al.,
2018), the fine-tuning is done by optimizing two
loss functions – a language modelling loss, and
a next-question classification loss. The language
modelling loss is the commonly used cross-entropy
loss. The last hidden state of the self-attention
model is fed into a softmax layer over all the tokens
in the vocabulary to obtain next token probabilities.
These probabilities are then scored using the cross-
entropy loss where the human written follow-up
question tokens are used as labels.

A next-question classifier is trained to recognize
the correct next question among the distractors of
random questions. We append the dataset consist-
ing of correct follow-up questions with randomly
sampled questions from a pool of 200 (same as
the ones used in Section 5), acting as distractors.
This trains the model to learn a sense of sentence
ordering. The classifier is a linear layer apply-
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Figure 3: Input representation for training Follow-up Question Generation model

ing a linear transformation to the last hidden state
of self-attention model to compute a value. Us-
ing the computed values, a softmax layer obtains
the classification probabilities. Then we apply a
cross-entropy loss to correctly classify the correct
follow-up question. We use n = 2 as the number
of choices for classification making it a binary clas-
sification task. The parameters of the transformer
language model and the next-question classifier
layer are fine-tuned jointly to maximize the log-
probability of the correct label.

3.4.1 Decoding details
We use the top-k random sampling strategy for de-
coding (Fan et al., 2018). At each timestep, the
probability of each word in the vocabulary being
the next likely word is given. The decoder ran-
domly samples a word from the k most likely can-
didates. Here k is a hyperparameter determined to
be k=10 experimentally.

3.5 Results

We report the results of the follow-up question gen-
eration model in terms of perplexity (Bengio et al.,
2003). We also report the classification accuracy
of next-question classification task. Perplexity is
usually used to measure the quality of language
models. It indicates how well the model predicts
the next word correctly. Our model obtains an
average validation perplexity of 20.6 and average
validation accuracy of 63.1%. These values can be
deemed reasonable considering the small size of
the in-domain dataset used for fine-tuning. It may
also be due to the fact that the questions generated
are novel and relevant leveraging the knowledge
from the pre-training step which may not be present
in the human written follow-up questions.

4 Experiments

In this section we showcase the efficiency of the
FQG model through quantitative and qualitative
analysis. First, we compare FQG with strong base-
lines. Second, we quantitatively confirm the rele-
vance of the follow-up questions through human
evaluation. Next, we investigate the robustness

of the FQG model to errors in speech. Finally, we
qualitatively examine the results of the FQG model.

4.1 Experimental Setup

We compare the FQG with two strong baselines.
One is a rule-based system based on similarity mea-
sure and other is the reader-generator based QG-
Net model (Wang et al., 2018b).

4.1.1 Similarity-based Question Selector
This model is a rule-based pre-defined question se-
lector which selects questions from a pool of 200
behavioural questions (same as the ones used in
Section 5) based on cosine similarity measure. We
calculate the cosine similarity metric between the
original interview question and each of the ques-
tions from the pool. We consider the top-10 most
similar questions and randomly select one to be the
follow-up question. This question selector loosely
mimics the different rule-based question selectors
in the existing systems.

4.1.2 QG-Net
QG-net is a Seq2Seq model with a context reader
and question generator. The context reader is a bi-
LSTM network which processes each word in the
input context and turns it into a fix-sized represen-
tation. The question generator is a uni-directional
LSTM which generates the question word-by-word
incorporating pointer network (See et al., 2017) on
the generator vocabulary. This model design en-
ables the generator to output questions that focus
on specific parts of input text. The focus tokens
are encoded with each input word as an additional
feature using one-hot encoding indicating whether
the word is a focus token. QG-Net is trained on
SQuAD dataset consisting of context, question and
span of answer tokens within the context. QG-Net
uses these answer tokens as focus tokens. Linguis-
tic features like the POS tags, named entity and
word case are also used as additional features. We
refer the readers to the original paper for a detailed
overview (Wang et al., 2018b). QG-Net effectively
adapts a general purpose question generation model
trained on SQuAD to generate questions from edu-
cational content, addressing the problem of insuf-
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ficient training data. Hence we choose this as our
neural network baseline model. In our case the
candidate response is the context and the follow-up
question is the question to be generated.

Since QG-Net model expects a sentence with
its focus tokens as input, the interview question-
answer pairs have to undergo preparatory tech-
niques like finding focus of the answer and ex-
tractive summarization before feeding into the QG-
Net model. We use the QG-Net model trained on
SQuAD dataset released by (Wang et al., 2018b).

Finding Focus of the Answer QG-net uses a bi-
nary valued indicator as an added feature to indicate
whether a word in context is important to generate
a question, regarded as focus tokens. We employ
a simple technique similar to Hu et al., (Hu et al.,
2018) to automatically find these tokens. There
exist overlapping tokens in the question (Q) and
answer (A) pairs, seen as topics shared between
them, that can be considered as focus tokens.

After removal of the stop words, A and Q are
represented as a sequence of tokens [a1, .., an] and
[q1, .., qm] respectively. We consider all the tokens
in A as candidates for focus tokens and all the
tokens in Q as voters polling for the candidates.
GloVe (Pennington et al., 2014) vectors are used
to represent tokens from Q and A. The ith answer
token ai gets a cumulative score Si from all the
tokens in the question calculated as

Si =
m∑

j=1

pij .sim(ai, qj)

pij =

{
1, sim(ai, qj) > λ

0, otherwise

where sim(ai, qj) is the cosine similarity between
ai and qi. If the averaged Si is above a certain
threshold, ai is included in the focus. This process
is repeated for every answer token.

Extractive Summarisation The input to the
QG model should be a representative of the re-
sponse and give information for a potential follow-
up. We employ a simple extractive summariza-
tion technique on the sentences of the answer. We
use the method described above to find the focus
of each sentence. We then compare the focus of
each sentence with the focus of other sentences
using the cosine similarity measure. R and S are
two sentences from the candidate response with
their focus tokens represented as [fr1, ..., frp] and
[fs1, ..., fsq] respectively. The cumulative score

for each focus token of R is calculated as

Wi =

q∑

j=1

pij .sim(fri, fsj) N =

p∑

i=1

Wi

where pij is the indicative variable same as de-
scribed above. If N crosses a certain percentage of
the mean length of two sentences R and S, they are
considered to be similar.

Once we have the pair(s) of similar sentences,
we choose the one with more information content
(more number of focus tokens) as the summary
sentence. If more than one pair of sentences are
similar to each other, S (pre-determined) number
of sentences with the highest frequency of similar
sentences is considered. The summary sentence
along with the focus words is fed to the trained
QG-Net model to generate questions.

4.2 Human Evaluation
To evaluate the quality of the generated follow-
up questions and compare it against the baselines,
we get human annotations. Human annotators in-
volved in this study are non-native English speakers
and graduate students with a background in Com-
puter Science and Digital Society. We randomly
sample 100 unseen question-answer pairs from the
AWI dataset and generate one follow-up question
(FQ) per QA pair from all three models– Similarity-
based Question Selector, QG-Net question gener-
ation and GPT-2 based Follow-up Question Gen-
eration. We present the QA pair along with the
follow-up questions generated by each model to
the human annotators. They are asked to rank the
questions based on their preference in the order of
two metrics– relevance of FQ to the given interview
QA pair and their grammar.

We consider the statistical mode of the ranking
from three annotators for each follow-up question.
When the mode is not unique i.e, when all three
annotators choose a different rank, we resolve the
disagreement by getting an extra set of rankings
from an experienced interviewer. This is the case
for about 10% of the annotations.

The results are shown in Figure 4. The bar plot
indicates the count of mode of the ranks from eval-
uators for each of the model. FQG model signifi-
cantly outperforms (well beyond p=0.01 level) the
other two models with 54% of questions securing
Rank 1, followed by 34% from QG-Net. 50% of
the questions from SQS secure Rank 2. It can be
observed that grammatically correct selected ques-
tions from SQS are preferred second after FQG
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Figure 4: Human ranking of preferred follow-up ques-
tions from FQG comparing with two other baseline
models based on relevance and grammar. The bar in-
dicates the frequency of rankings, indicating that the
FQG model is the most preferred for highest ranking.

model than the gramatically incorrect and some-
what relevant questions from QG-Net model. We
conclude that FQG model generates relevant and
grammatically correct follow-up questions more
often than the existing baselines.

We further strengthen the evaluation of FQG
model by obtaining individual human ratings for
the follow-up questions. Three human annotators
evaluate the quality of the questions on a scale
of 1-3, 1 being the lowest. The annotators are in-
structed to rate the questions based on grammar
and relevance of the question to the original inter-
view question and answer. We consider the average
ratings from three annotators for evaluation. Figure
5 gives the statistics of the average ratings for the
follow-up questions generated. 77% of the ques-
tions are scored ≥ 2. And 27% are rated ≥ 2.5.
This shows that the FQG model generates superior
quality follow-up questions and are scored well by
humans.

4.3 Robustness to Errors in Speech

Investigating the robustness of Follow-up Question
Generator has an important motivation. The model
is trained on human-written triplets of {q, r, f}
whereas it will be inferred on the candidates’s re-
sponse obtained from ASR transcript in the virtual
interviewing system. Hence, analyzing how follow-
up question generation varies for ASR transcripts
when compared with human transcripts helps to
investigate the robustness of FQG model.

We use the asynchronous interface-based video
interview dataset from Rasipuram et al. (Rasipu-
ram et al., 2016) for this purpose as they have
manual transcriptions of the interviews. We ran-
domly select 103 question answer pairs. We also

Figure 5: Frequency distribution of average human rat-
ings on the quality of generated follow-up questions
from the FQG on a scale of 1-3 on the different types of
question-answer pair inputs (hand-typed text, manually
and automatically transcribed spoken text).

obtain automatic transcriptions for the same pairs
of 103 question answers using the Web Speech API
(Shires, 2019). We generate a follow-up question
for each of this pair. This gives us 206 triplets of
question, response, and follow-up questions, 103
each for manual and automatic transcripts.

Three human annotators evaluate the quality of
the question on a scale of 1-3, 1 being the lowest.
The annotators are displayed with the questions
and answers from the manual transcripts and the
follow-up questions generated on both manual and
automatic transcripts to rate. We consider the aver-
age rating of the three annotators for evaluation.

Figure 5 shows count of the average ratings for
follow-up questions on manual and automatic tran-
scripts. 69% of the questions generated on man-
ual transcripts and 64% of the questions generated
on ASR transcripts get a score of ≥ 2. This im-
plies that the FQG model generates relatively good
quality follow-up questions on both manual and
automatic transcripts.

4.4 Qualitative Analysis

Table 2 compares the follow-up questions gener-
ated by the follow-up question generation model
with the two strong baselines, similarity-based
question selector and QG-Net. It is seen that ques-
tion generated by FQG is a grammatically correct
and relevant follow-up in all cases. In regard with
grammar, we can see that the QG-Net model strug-
gles the most. FQG model, despite the grammati-
cal errors in the answer, always adheres to gram-
mar. Grammatical adherence is irrelevant with SQS
model as it selects from a pool of grammatically
correct questions.

In terms of relevance, we find that the FQG
model always generates a follow-up relevant to
the question or answer or both in all cases. SQS
often produces follow-ups remotely related or unre-
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Question: What is the biggest challenge you have faced so far?
Answer: The biggest challenge that i have faced so far is IIT- JEE
examination after completing my class 12. I prepared for it for two
years. Unfortunately I didn’t cracked it.
SQS: Where do you see yourself 3 years from now?
QG-Net: did you think was cracked ?
FQG: What are the best lessons you have learned from this experience?
Question: Short self-presentation: Introduce yourself
Answer: Hello, I am X, a passionate software engineer. Till my 12th
standard I studied at my native place itself. My strongest plus point
according to me is that I dont trust anyone easily and negative point is
that I cant resist anything wrong happening to anyone around me....
SQS: What has been the greatest disappointment in your life?
QG-Net: what is you that you can’t resist happening?
FQG: How do you manage your negative point?
Question: What has been the greatest disappointment in your life?
Answer: I didn’t get any high disappoint from my life. I was disappoint
from myself when I didn’t performed that well in GATE exam and not
able to get admission in X, but I got admission in Y and now I
feel that it was okay and not feel disappoint.
SQS: What changes would you make if you came on board?
QG-Net: what did you do in gate exam ?
FQG: How would you explain your failure in GATE exam?
Question: How would you be an asset to this organisation?
Answer: I think I have a hunger to learn and solve a problem. For me,
each problem is a puzzle which I need to solve and I will try till I finish
it. If I don’t know something, I will learn it and get the job done. My
hardworking and passionate qualities can be asset to your company.
SQS: How quickly do you adapt to new technology?
QG-Net: what do you have a hunger to do ?
FQG: How do you think you can improve your skills?

Table 2: Comparison of examples generated from
three different models for various question-answer
pairs. SQS: Similarity-based Question Selector, QG-
Net: QG-Net, FQG: Follow-up Question Generation

lated to the answers. Follow-ups by QG-Net model
does not always comply to relevance. It generates
unrelated or incomplete or grammatically incorrect
relevant questions. We can also note that QG-Net
model often generates questions which are already
answered (eg. Questions 2, 4). We also present
some examples generated only by the FQG model
on randomly sampled QA pairs in Appendix A.

5 Maya - Interactive Interviewing
System

Our interactive interviewing system, Maya, con-
sists of two main components – 3D Virtual Inter-
viewer and Interview Question Generator. The first
is an Amazon Sumerian (Walker, 2017) based 3D
virtual interviewing agent which asks questions and
collects the interviewee’s responses. We use ASR
(Web Speech API (Shires, 2019)) to transcribe the
user speech and this text data is fed to the second
component, question generator, hosted on a server.
Using Amazon Polly text-to-speech toolkit, the vir-
tual agent communicates the generated question to
the interviewee. The Interview Question Generator
component contains two modules which communi-
cates with the 3D virtual interviewer. Base question

selector selects a question randomly from 200 ques-
tions commonly asked in an HR interview. Next
question is a follow-up question generated by the
follow-up question generator. In our experiments,
we limit the number of follow-up question to one.
The follow-up question is based on single previous
response from the candidate and not the history.
We consider one follow-up question as a proxy to
planned or controlled probing.

6 Conclusion

We introduce Maya, a virtual agent-based inter-
viewing system equipped with verbal interactivity
from follow-up question generation. We leverage
the implicit knowledge of a large scale transformer
language model fine-tuned on follow-up questions
dataset to generate relevant, novel and diverse ques-
tions based on the candidates’ response in an in-
terview. With availability of limited data, this ap-
proach scales as it uses external knowledge from
a language model trained on a huge corpus. With
human evaluation, we show that the questions gen-
erated are of good quality. We can also see that the
FQG model is often robust to the errors of speech
recognition. We restrict the generation of follow-up
questions to one as existing research suggests the
advantage of limited probing and follow-up. But
the model is capable of generating multiple follow-
up questions based on the previous response. The
FQG model is not limited to behavioural domain
but can also be trained on any other domain de-
scriptive questions to generate follow-up questions.

One important future direction of this work can
be modelling the problem as generation of follow-
up question considering the complete history of
the conversation and not just the previous question
and response. A user study could be organised to
validate the advantages of including the follow-up
questions to boost the interaction.

Acknowledgments

This work was partially funded by SERB Young
Scientist grant (Grant no: YSS2015001074) of Dr.
Jayagopi, Karnataka government’s MINRO grant
and a grant from Accenture Technology Labs.

We thank all the participants who contributed
for data collection. We would also like to thank
all the reviewers for their insightful comments and
suggestions.

17



References
Keith Anderson, Elisabeth André, Tobias Baur, Sara
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tanya Malaviya, Asli Çelikyilmaz, and Yejin Choi.
2019. Comet: Commonsense transformers for auto-
matic knowledge graph construction. ArXiv.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2018. Bert: Pre-training of deep
bidirectional transformers for language understand-
ing. CoRR.

Xinya Du, Junru Shao, and Claire Cardie. 2017. Learn-
ing to ask: Neural question generation for reading
comprehension. In ACL.

Angela Fan, Mike Lewis, and Yann Dauphin. 2018. Hi-
erarchical neural story generation. In ACL.
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Sungjin Ahn, A. P. Sarath Chandar, Aaron C.
Courville, and Yoshua Bengio. 2016. Generating
factoid questions with recurrent neural networks:
The 30m factoid question-answer corpus. CoRR.

Glen Shires. 2019. Web speech api: Draft community
group report. [Online; posted 17-July-2019].

Ming-Hsiang Su, Chung-Hsien Wu, Kun-Yi Huang,
Qian-Bei Hong, and Huai-Hung Huang. 2018.
Follow-up question generation using pattern-based
seq2seq with a small corpus for interview coaching.
In Proc. Interspeech 2018, pages 1006–1010.

Ilya Sutskever, Oriol Vinyals, and Quoc V Le. 2014.
Sequence to sequence learning with neural networks.
In Advances in neural information processing sys-
tems, pages 3104–3112.

William Swartout, Ron Artstein, Eric Forbell, Susan
Foutz, H Chad Lane, Belinda Lange, Jacquelyn
Morie, Dan Noren, Skip Rizzo, and David Traum.
2013. Virtual humans for learning. AI Magazine,
34(4):13–30.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In NIPS.

Tara Walker. 2017. Presenting amazon sumerian: An
easy way to create vr, ar, and 3d experiences. [On-
line; posted 27-November-2017].

Alex Wang, Amanpreet Singh, Julian Michael, Felix
Hill, Omer Levy, and Samuel R. Bowman. 2018a.
Glue: A multi-task benchmark and analysis plat-
form for natural language understanding. In Black-
boxNLP@EMNLP.

Zichao Wang, Andrew S. Lan, Weili Nie, Andrew E.
Waters, Phillip J. Grimaldi, and Richard G. Baraniuk.
2018b. Qg-net: a data-driven question generation
model for educational content. In L@S.

Thomas Wolf, Victor Sanh, Julien Chaumond, and
Clement Delangue. 2019. Transfertransfo: A trans-
fer learning approach for neural network based con-
versational agents. ArXiv.

A Qualitative Examples

We also present some examples generated only by
the FQG model on randomly sampled QA pairs
in Table 3. As seen in the first part of the table,
the questions generated on the validation samples
are relevant and grammatically correct but differ
from the human written follow-up questions. This
shows the richness, diversity and variety in the
questions apart from the training data. The second
part of the table shows the follow-up questions
generated on completely unseen data. The model
generalizes well on the unseen data and generates
grammatically correct and suitable questions. The
third part of the table shows the questions generated
on the text from the ASR. As it can be seen, the
questions are relevant and appropriate, inspite of
the errors in the transcriptions. It is to be noted
that the original base question is not exposed to the
errors of the ASR and can be a reliable input to the
FQG model.
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Validation Examples
Question Candidate Response Generated Follow-up Human Generated Follow-up

How would you be an asset to this
organisation?

I can be an asset as I am patient while handling
people and situations. I can participate and
coordinate well with teams I get to work with. I
can take in criticisms and work on to improve
myself. I like to learn new things from anybody
and will take necessary help whenever needed.
I quite friendly with everyone.

How would you handle
criticism?

Can criticism always be seen as a
means for self-improvement?

Have you ever had to sell an idea
to your co-workers? How did you
do it?

I had to, when we were brainstorming ideas
for a hacking session. I first tried to understand
their concerns and requirements. Later I
pitched my idea in accordance to that. I ensured
that I understood and answered all their queries.

How did you handle the
stress?

What were their first reactions?

What obstacles or difficulties have
you ever faced in communicating
your ideas?

I am not very expressive and can’t put thoughts
into words, so i have failed in communicating
my ideas and explaining it or even getting
work done.

How do you cope with a
difficult situation?

And what steps have you taken to
overcome this hardship?

What do people most often
criticize about you?

I am not very social, an introvert and can’t get
along with people easily. I hvae been criticized
about this.

What do you think about
people who criticize you?

Have you ever tried to work on
these drawbacks?

Unseen Examples
Question Candidate Response Generated Follow-up

What are your salary
expectations?

As of now, I haven’t thought much about it.
I’m more focused on learning the requirements
for this position that I am applying for.

How much do you think you will be able to meet these
requirements?

Are you a team player?

Definitely. While I will deny the fact that I can
work independently with minimal supervision,
I’m also one companion every leader would
ever want to be in his team. Whatever the task
is, I make sure it meets and exceeds what is
expected of me. I also make it a point to reach
out to teammates whenever needed.

Do you have any tips for team members?

Why do you want to work
for this company?

I would be proud to work for a company
like yours with such a long history of
leadership in the industry. I have carried
out web research and believe that the
company’s products and its future
projections are very impressive.

Why do you think this company is successful?

Unseen Examples with ASR Transcriptions
Question Candidate Response from ASR Generated Follow-up

Do you consider yourself
successful?

I do consider myself successful because I
have been able to achieve the things that
I wanted for myself so ja in the respect
yes I too feel them successful

Do you think you can achieve the things you
wanted for yourself?

Tell me something about
yourself.

I am a research assistant at the <name> institute
I work in the area of human interaction and
machine learning

How did you learn to work with machine
learning?

How do you think this job will help you
fulfill your career goals?

when I apply for this job applied for this job
and applied for this job many things which
I like to do and I will do in the stop my
career goals are just to have some work
satisfaction and study whatever I want to so
I think this job will help me do that and

How would you handle a situation where
you have no work satisfaction?

Table 3: Examples of the follow-up questions generated on the interview snippets from the validation data, unseen
data and unseen data from ASR
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Abstract
Advances in conversational AI are creating
novel and engaging experiences for user inter-
action through AI Chatbots. In this work, we
present the voice-based AI chatbot “FitChat”
developed to deliver behaviour change in-
terventions that encourage physical activities
among older adults. We start by identifying
conversation skills or topics necessary to pro-
mote physical well-being through co-creation
activities with users. For each conversation
skill, we further explore the use of Natu-
ral Language Understanding (NLU) and Nat-
ural Language Generation (NLG) techniques
to improve the conversation. We generate
personalised conversation, contextualised with
the information extracted from user responses.
Provisioning educational content from WHO
guidelines on physical well-being provided
a useful knowledge source for contextualis-
ing chatbot responses and a corpus-based ap-
proach helped to avoid non-repetitive chatbot
responses. We evaluate the prototype using
think-aloud sessions where thematic analysis
emphasises that voice-based chatbots are a
powerful mode of intervention delivery. Anal-
ysis of user responses shows the NLU tech-
niques were instrumental in extracting infor-
mation that is essential to create cohesive and
personalised conversations using NLG tech-
niques.

1 Introduction

Presently, the most common method of delivering
digital behaviour change interventions for encour-
aging physical activities is via text-based notifica-
tions on mobile phones. Despite the popularity of
this approach, there is little evidence to indicate
that text notifications are effective at promoting
positive behaviour change, particularly long-term
impact. The main problem is that text notifications
offer only one-way communication, from the de-
vice to the user, meaning explicit interaction is not

required. Accordingly, text notifications are easily
ignored; fewer than 30% of received notifications
are typically viewed by users with an average delay
close to 3 hours (Morrison et al., 2018). There is
clearly a need for an alternative approach.

As a communication medium, conversation ap-
peals to all age groups, but arguably more so to-
wards older adults. This group can have difficulties
with new technologies and may be more inclined to
appreciate the natural interaction offered by conver-
sational dialogue. It is also noteworthy that older
adults in general are not accustomed to text entry
with smart phones. With this in mind, we posit
that conversation (more specifically, voice-based
conversation) presents an opportunity to deliver be-
haviour change interventions to motivate higher lev-
els of adoption and adherence in older adults when
compared with traditional approaches. In addition,
the recent popularity of home hubs is considered
a positive indication of user-acceptance towards
voice based conversational agents for both smart-
phone and home-hub platforms. This means that
our work is well-placed to investigate conversation
as an alternative to current text-based intervention
methods.

Our aim is to develop an ubiquitous and proac-
tive system that delivers behaviour change interven-
tions in the form of conversation aimed at promot-
ing physical activities in older adults. We start by
bringing together end-users from the community
through co-creation workshops to help understand
what are meaningful conversational interventions
and therein develop and design a prototype. In de-
velopment, we explore the state-of-the-art methods
for Natural Language Understanding (NLU) and
Natural Language Processing (NLP) to extract in-
formation from user responses and integrate these
to generate contextually relevant chatbot responses
that are non-repetitive. Accordingly we make the
following contributions:
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• present a co-creation method to identify and
design 5 conversational AI skills and associ-
ated educational content required to promote
physical well-being among older adults;

• develop a personalised response generation
strategy that combines information extraction
from open ended user responses to contextu-
alise a template-based NLG method;

• create a cloud-based architecture for secure
storage and integration with a cross-platform
chatbot app; and

• carry out a comprehensive evaluation of the 5
conversation AI skills using a thematic analy-
sis of think aloud sessions.

Rest of the paper is organised as follows; related
literature is explored in Section 2 and Methods for
identifying conversational skills, extracting infor-
mation and response generation are explored in Sec-
tion 3. Next we present the conversation design for
each skill in Section 4, followed by the prototype
implementation details in Section 5. Qualitative
evaluation is presented in Section 6 and concluding
remarks are mentioned on Section 7

2 Related Work

Conversational agents have been used as interven-
tion delivery methods in many healthcare applica-
tion domains including mental health (Morris et al.,
2018; Inkster et al., 2018; Suganuma et al., 2018),
weight loss and obesity (Stein and Brooks, 2017;
Addo et al., 2013), alcoholism treatment (Lisetti
et al., 2011, 2013), physical activity and diet (Fad-
hil et al., 2019; Fadhil and Villafiorita, 2017) and
medication adherence (Fadhil, 2018). But this is
lacking in applications which target general fitness.
Existing smart phone applications restrict user re-
sponses to a selection from a number of choices or
through free text entry. Initial research has explored
the use of web based avatars to integrate voice and
emotions into intervention delivery (Lisetti et al.,
2013). However voice based conversational inter-
faces in the form of chat-bots are more naturally in-
tuitive, compared to these web based avatars. Here
good conversational coverage is essential to ensure
that the learning curve is manageable without re-
quiring the user to memorise key phrases to carry
on a dialogue with the tool.

A recent evaluation of Wysa (Inkster et al., 2018),
a text/multiple-choice empathetic AI chat-bot for

mental well-being, focused on analysing user ac-
ceptance of conversational agents. Their findings
suggests that a majority of 67% found Wysa to
be a “Favourable Experience” compared to 32%
who found it to be a “Less Favourable Experience”.
Users preferred to respond by clicking on options
given by the app when compared to entering free
text. Lark 1 is another well-known text/choice
based Conversational Agent specialised in diabetes
management and Stein and Brooks (2017) eval-
uates Lark for user acceptability and satisfaction
where users rated the app at 7.9 (average) on a
0-10 scale. These studies suggest that in general
conversational agents are widely accepted by the
users, but they are limited to text or choice based
responses. This motivates us to exploit advances
in conversational AI and explore conversation as a
form of delivering interventions in general fitness
applications, specifically for older adults.

Recent literature suggests a corpus-based ap-
proach for enforcing empathy into text/choice
based conversational bots (Morris et al., 2018). A
corpus is curated with empathetic responses that
will be used by the conversational agent when re-
sponding to a user. They measure the acceptability
of empathetic responses presented by the bot com-
pared to responses presented by a peer and found
that users accept bot responses 79% of the time.
Our work is closely related to this approach, where
we also create a response bank. We acknowledge
that there is a significant burden on knowledge engi-
neering however we overcome this by using several
user co-creation activities with a view to creating a
conversational agent that is designed by the users
for the users.

3 Method

We identify three main steps to delivering person-
alised conversation to encourage physical activity.
Firstly, understanding the interesting topics of con-
versation, secondly, extracting information from
the user to contextualise the conversation and fi-
nally, generating non-repetitive responses to en-
courage long term engagement. In this section we
detail our methods applied to realise these steps for
FitChat.

3.1 Identifying Conversational Skills

We adapt co-creation methodology to identify the
most effective conversational skills expected in a

1https://www.lark.com/outcomes
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Table 1: Natural Language Understanding skills

Skill Information Conversation Type

Personalisation name, age, gender, height, weight and location question-answer
Weekly Goal Setting daily step goal, activity plan for each day of

the week
semi-
structured/open-
ended

Daily Activity Reporting number of steps, activity and the duration, the
reason for not doing a planned activity

semi-
structured/open-
ended

conversational AI for encouraging PA among older
adults. We followed an iterative refinement pro-
cess (Augusto et al., 2018) and conducted three
workshops where the intended stakeholders from
the community were invited to participate. Each
workshop was held one-month apart allowing the
stakeholders to learn the capabilities of the technol-
ogy and explore and refine requirements iteratively.
It was specifically significant given the novelty of
the conversational technology within the intended
age group.

Workshop 1 introduced participants to the study
and the concept of voice based conversational in-
terventions. We sought their views on skills includ-
ing goal setting and reporting that were proposed
by the research group to ”break the ice” and start
the conversation. In workshop 2 a participatory
method was followed (Leask et al., 2019). Role
playing (Matthews et al., 2014) activities among
workshop participants helped understand expecta-
tions where the aim was to observe the forms of
natural dialogue that transpired between pairs. Par-
ticipants designed conversation interactions that
would allow a user to record their daily activities or
that would allow a user to set goals for the coming
week. Workshop 3 reviewed and refined the con-
versational interactions discussed in the previous
workshop. Together with the research group, stake-
holders prioritised the list of conversations skills
identified during the workshops and short listed
the top five skills that form the final prototype of
FitChat. Workshop 3 also encouraged the partici-
pants to propose a name for the conversational AI
where they selected the title “FitChat”, inspired by
the Doric term “Fit like?” (Hello, How are you?).
Following are the shortlist of five skills or intents
identified during the co-creation activities.

Personalisation: The goal is to provide a person-
alised experience throughout the application.

This skill is likely to be used only once during
the initial on-boarding process.

Weekly Goal Setting: The Goal Setting intent is
aimed towards making a conscious commit-
ment to specific physical activity goals that
are considered to enforce positive behaviour
change (Michie et al., 2013). This skill is ex-
pected to be used at the beginning of every
week.

Daily Reporting: The Reporting intent is aimed
at enabling conversation about daily activi-
ties. This conversation can be aligned with
the goals set for the day and would be encour-
aging to the user to out-perform themselves
next day. This skill is likely to be used at the
end of every day.

Weekly Summary: The Summary intent is aimed
at providing the user a retrospective look at
the of last week’s goal achievement. This skill
is likely to be used at the end of every week.

Exercise Coach: The purpose of the Exercise
Coach intent is to guide users to perform ex-
ercises by providing exercise steps through
read-aloud instructions in a conversational for-
mat. This skill is likely to be invoked multiple
times (minimum of twice) a week, according
to WHO physical activity guidelines.

3.2 Natural Language Understanding
Once the conversational skills are identified, we
examine Natural Language Understanding (NLU)
capabilities required in each skill to maintain a
cohesive personalised conversation with the user.
We identify that personalisation, weekly goal set-
ting and daily reporting are the main three skills
that are focused on extracting information from
the user. The role-playing co-creation activity fur-
ther identified the types of information each skill
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should extract in order to personalise or contextu-
alise future conversation. Note that conversation
here covers question and answer forms that can be
are both open or close-ended. We summarise our
findings in Table 1.

3.3 Natural Language Generation

Table 2: Information for Natural Language Generation
skills

Skill Information to deliver

Weekly Goal
Setting

The WHO recommendations
for daily step count and phys-
ical activities.

Weekly Sum-
mary

Summary of activities and
steps recorded during the last
seven days

Exercise
Coach

exercise steps for three types
of exercises, balance, strength
and flexibility.

To create contextually relevant responses, firstly
we look at what information is required to deliver
the response through conversation; and secondly,
how we can make that conversation personalised.
To address the first concern, we identified three
skills essential to deliver information to the user.
These are listed with the information they deliver in
Table 2. We consider two aspects for personalisa-
tion; contextualisation with information extracted
at the NLU phase, and generating non-repetitive re-
sponses with a corpus or message bank. Two skills
stand to benefit from contextualisation as shown in
Table 3 and three skills benefit from non-repetitive

Table 3: Personalisation of Natural Language Genera-
tion skills

Skill Contextualisation Informa-
tion

Daily Activ-
ity reporting

The planned daily step goal
for the week, planned activi-
ties for the day

Weekly Goal
Setting

age, height, weight and gen-
der for appropriate WHO rec-
ommendations

Weekly Sum-
mary

The planned daily step goal
for the week, planned activi-
ties for each day of the past
week

Table 4: Non-repetitive Motivational Responses

Skill types of motivational mes-
sages

Daily report-
ing

Positive message if activities
or steps reported, an encour-
aging message based on their
reason if they fail to perform
a planned activity

Weekly Goal
Setting

Positive message

Weekly Sum-
mary

Positive message

Exercise
Coach

Positive message after each
exercise set

motivational responses as shown in Table 4.
In order to ensure the non-repetitive behaviour,

we adapt a similar methods to corpus-based meth-
ods used in literature (Morris et al., 2018) to de-
velop a Motivational Message bank organised un-
der three main categories. Firstly we create a bank
of general motivational messages for when the user
reports on completed activities; for instance a mes-
sage such as “Well Done! Regular physical activity
is really good for your well being” is uttered by
the agent at the end of reporting. Secondly a set of
messages to be used when a user does not perform
a planned activity due to a specific barrier. Mes-
sages in the barriers category are grouped under
six barriers that are commonly found in literature
(these include Family, Support, Tiredness, Work,
Time and Weather). The aim is to deliver a per-
sonalised and empathetic response when a user is
unable to perform an activity. This message bank is
integrated with Reporting, Goal Setting and Sum-
mary skills. We started with 20 messages and it is
updated regularly. We include few examples from
the message bank in Table 5.

4 Conversation Design

Figure 1: Conversation design pathways

Figure 1 illustrate the 5 skills we identified in
Section 3.1. The arrows indicate how information

24



Table 5: Motivational Message Bank Examples

Achievement Type Barrier Example

Positive Steps - You are doing well with your steps... Keep it up!
Positive Activity - Well done John, You have completed all your planned swim-

ming sessions for this week.
Negative Steps - You are taking less steps compared to last week. Think of

more ways to add steps to your daily routine.
Negative Activity - You have completed less exercise sessions than last week.

Try to add more sessions to your weekly schedule.
Negative Activity Family Try and exercise with family members. Go for a walk,

play tag, put on some music and dance! You’ll spend time
together and increase your step count

Negative Activity Weather Keep a positive attitude and embrace the weather - walking
in the rain can be invigorating and you can go home for a
warm shower afterwards!

extracted using NLU will be used to contextualise
a conversation skill. For instance, the step goal
information extracted during the Weekly Goal Set-
ting skill will be used to contextualise the Daily
Activity Reporting skill. In addition to the 5 iden-
tified skills we include a chit-chat skill such that
the user is able to carry on an informal conversa-
tion about generic topics such as weather or news
if needed. This will increase the usability of the
conversational bot application giving the user more
freedom. Next we look at each skill in depth ex-
ploring how the conversations are designed and
responses are generated.

4.1 Personalisation

Personalising skill is a simple question and answer
conversation that is repeated until information re-
quired is extracted from the user. The questions are
designed such that the goal of each question is to
extract a single piece of information. This results in
easier extraction of information compared to more
open-ended questions and answers. For instance,
an open-ended approach would be to ask “Tell me
about yourself?” and ask follow-up questions for
each missing information. Instead we design a sim-
pler approach; a list of questions such as “What is
your name?”, “What is your age?”, “How tall are
you?” to extract information independently. We
argue that this approach is suitable here, because
the personalising skill is typically used once at the
the start.

Figure 2: Weekly Goal Setting

4.2 Weekly Goal Setting

During co-creation, participants identified the lim-
itations of fitness apps in recognising physical ac-
tivities that are beyond ambulatory activities (for
instance activities like dancing or tai-chi). Accord-
ingly they proposed two types of goals; steps goal
and activity goals. The conversational agent starts
the conversation by understanding the type of goal
the user wants to set, then guides the user towards
providing information required. For a step goal, we
extract the number of steps the user plans to com-
plete each day of the week. For an activity goal,
we extract one or more activities and the respective
day the user plan to perform each activity.

4.3 Daily Activity Reporting

Depending on the type of goal being set for the day
the conversational agent initiates a contextually rel-
evant dialogue with the goal of extracting activities
the user had undertaken during the day. For this
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Table 6: Goal Setting Information Extraction

Goal Type Agent Utterance User Response Information

Step How many steps do
you plan to com-
plete a day?

around 8000 steps steps per day = 8000

Activity Tell me about the
activities you have
planned this week.

I will be swimming on
Monday morning. Then
some golf on Tuesday and
Thursday

Activity List = [(Swimming,
Monday), (Golf, Tuesday), (Golf,
Thursday)]

Figure 3: Daily Reporting

purpose the data obtained from the Goal Setting
template is retrieved to form the context of the con-
versation. In Figure we can see that there are two
main conversation pathways a user can be directed
towards: either the user has performed one or more
physical activities and they record them with the
Agent, or the user has not performed any physical
activities and records a reason (e.g. a barrier). At
the end of a conversation pathway, the Agent is de-
signed to respond with an appropriate motivational
message from a message bank. These are selected
based on the pathway and the reason (i.e. barrier)
for when a user has not performed an activity and
more details on the message bank. (See examples
in Table 5)

4.4 Weekly Summary

Information extracted from the Goal Setting and
Reporting templates provide the context of this
conversation by highlighting goals achieved and re-
ported physical activities. A motivational message
is included at the end of the summary to encourage
the user to maintain or improve their performance
next week. Here the non-repetitiveness is preserved
by diversifying the motivational messages.

“Hello {name}! You did {average
number of steps per day} steps in av-
erage per day last week. This is an
{increase/decrease} from the average
from week before, {motivational mes-
sage: positive/negative}. You also did
following activities last week; {activity}
on {day} and {activity} on {day}.
{motivational message: positive}}!”

4.5 Exercise Coach

Figure 4: Conversation design pathways

Exercise coach intent can be invoked in two al-
ternatives formats: a single exercise at a time; or
a set of exercises curated by a physiotherapist as
a single plan to be performed. A detailed view
of the conversation flow is illustrated in Figure 4.
Parts of this intent can be viewed as an instructional
read-aloud function, with the added functionality
to enable voice-commands that enable the user to
interact in real-time. Example voice commands in-
clude: next (move to next step or exercise); repeat
(repeat the current step); and all steps (read out the
entire exercise).

5 Prototype Implementation

A robust system with minimal maintenance re-
quirements was designed to achieve rapid proto-
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Table 7: Daily Activity Reporting Information Extraction

Activity
Type

Context Agent Utterance User Response Information

Steps height, gen-
der

How many steps did
you do today?

I did around 2km, not
sure about the number
of steps

Approximate no of
steps:4500, Distance:
2km

Activity None Did you do any physi-
cal activities today?

Yes. I went dancing
with a friend for an
hour

Activity: (Dancing, 1
hour)

Activity planned act. Did you go swimming
today?

Yes I did swim for 2
hours this morning

Activity: (Swimming,
2 hours)

Activity planned act. Did you go swimming
today?

No, I was not feeling
well, may be tomorrow

Barrier: illness

typing. The overall architecture is illustrated in
Figure 5. The FitChat mobile application consists
of three components: the conversational frame-
work, cloud backend and the smart phone appli-
cation. DialogFlow implements the conversational
intents, while the smart phone application contains
the voice based chatbot and the step counting (Trax-
ivity) components. A cloud based micro-services
architecture is used to develop the backend enabled
by Firebase services. In next sections we will dis-
cuss each component in detail.

Figure 5: System Architecture

5.1 Intent Implementation
A comparative study of conversational AI frame-
works was conducted before choosing one for
FitChat intent implementation. We considered
three frameworks; Amazon Lex, Google Di-
alogFlow and the Open-source framework Rasa.
Both DialogFlow and Lex frameworks offer the

flexibility of using additional backend services and
mobile integration support that enable building an
end to end solution. Rasa, as a open-source plat-
form enables the flexibility to customise conver-
sational techniques and algorithms. We chose Di-
alogFlow as it provided better integration flexibil-
ity with mobile applications and was more versa-
tile due to its in-built general conversational intent
library. It seamlessly linked with other Google
services and most importantly the text to speech
functionality was the best among the alternatives.
DialogFlow intents are created by adding appro-
priate training phrases and responses. Each intent
calls for custom “Entities” to implement Natural
Language Understanding. For instance, goal set-
ting intent defines Entity “ActivitySchedule” that
extracts a list of day and an activity pairs from the
user response as in Figure 6. Here a combination
of regular expressions and response construct struc-
tures are used to extract information by matching
against the user utterances.

Figure 6: ActivitySchedule Entity for Goal Setting In-
tent
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5.2 Smart Phone Application

FitChat was made available to the end-users via
a smart phone application. An analysis of devel-
opment support for conversational AI concluded
that a cross-platform development framework such
as React-native to be more suitable compared to
native platforms such as Java for Android or Swift
for iOS. Low time consumption and minimal de-
velopment overhead were two deciding factors that
emerged in our analysis in favour of React-Native.
We made use of the data obtained through Google
Fit APIs to record step counts, distance travelled
and calorie information for physical activity for
Traxivity.

User interface and user experience design of the
system is crucial, specifically for the target audi-
ence of older adults; accordingly, the application
was designed and iteratively refined based on feed-
back from co-creation workshops (Figure 7). The
home screen of the application is set to the FitChat
voice bot and the second tab contains the Traxivity
component for physical activity tracking. Prefer-
ences and manual goal setting can be navigated
through the side menu. Additionally, the FitChat
bot can be customised for voice speed, pitch and
the voice persona according to the user preferences.

5.3 Cloud Backend

We use Firebase which is a Backend-as-a-Service
solution by Google for business logic, authen-
tication and data storage implementation. Fire-
base Cloud Functions (FCF) service is used to
run the backend logic which is developed using
NodeJS. FCF service also facilitates Firebase Fire-
store database read/write access which is a flexi-
ble NoSQL database where we store user data for
contextualising the conversation. The FitChat ap-
plication uses the Firebase Authentication service
along with Google Sign-In. Google Sign-In enables
a seamless on-boarding process for the end-user
eliminating the need for filling registration forms
and increases security by eliminating the need to
manage application specific user login details. The
cloud backend is developed to be scalable and is
server-less with no infrastructure maintenance.

6 Qualitative Evaluation

Think Aloud sessions were planned to evaluate the
first prototype of FitChat that allowed generating
real-time feedback on the intervention. Think aloud
methods are frequently used for usability testing of

e-Health applications (Maramba et al., 2019), and
involve participants thinking out aloud whilst they
perform a task, or immediately afterwards (Eccles
and Arsal, 2017).

6.1 Evaluation Protocol
Seven participants took part in five think aloud
sessions. Only four participants of the seven had
previously participated in co-creation workshops.
During the sessions, participants explored the fea-
tures of the application with minimal input from
the researchers. The participants were asked to dis-
cover skills and only if needed a keyword is given
to initialise the conversations. The think aloud ses-
sions were audio recorded and the feedback was
arranged in to themes. Given the data privacy is-
sues, personalisation skill was not included in the
evaluation protocol, instead the users were asked to
use an existing profile. Exercise coach feature was
also excluded from the study given the ethics re-
quirements surrounding study participants perform-
ing impromptu exercises without evaluating the
physical readiness. Accordingly, we evaluated the
efficacy of three conversational skills and observed
the general feedback on the FitChat application as
a whole.

6.2 Thematic Analysis
The thematic analysis arranged the feedback from
the users in to five themes; Weekly Goal Setting,
Daily Activity Reporting, Weekly Summary, Gen-
eral Feedback and Conversation. These results
highlight that all three conversational skills that
were included in the this evaluation are identified
as core components of the FitChat application. This
further validates the selection of these skills over
many other that were suggested. The participants
of the study had many positive feedback for these
features as well as some pointers for improvement
as below.

6.2.1 Weekly Goal Setting
Participants generally responded positively to the
goal setting feature. However, they commonly said
“I want to set an activity/steps goal”, rather than “I
want to set a goal”, and then selecting an activity
goal, as instructed in the step-by-step dialogue. Par-
ticipants commonly suggested that the goal setting
feature could be improved if their goals could be
stored for longer than one-week:

P5:“[be]cause its easier setting up like
that and then cancelling”
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(a) FitChat (b) Weekly Goal Setting (c) Daily Activity Reporting (d) Weekly Summary

Figure 7: FitChat Android Application

P6:“yes.. would be useful to set this up
for a longer period”

Another suggestion was to include a reminder fea-
ture using the goals that are created:

P1:“I’ve got Pilates on a Tuesday, if it
could remember every Tuesday and it
would remind me”

6.2.2 Daily Activity Reporting
Participants responded well to the reporting fea-
ture and were particularly impressed that the app
could link their reported activities with their activ-
ity goals, and the motivational feedback:

P1:“I like the ‘well done...’ I think
that’s important to say well done, you’ve
achieved that”
P2:“I think the very fact that you have
to report what you have or haven’t done
if you set a goal would kind of make me
get out of the sofa”

Most participants suggested that further detail
should be added to the activities that are reported
to the FitChat application such as calories burned
or intensity:

P2:“slightly more detail, in that was it a
leisurely swim, I don’t know how you’re
going to phrase it, or was it a power
swim?”
P2:“we could walk 10,000 steps but
strolling does nothing for us, so does that
come into it?”

6.2.3 Weekly Summary
Feedback was overwhelmingly positive for this fea-
ture, with several participants outlining its motiva-
tional aspect. It was also suggested that it would
be useful if this feature included a comparison of
summaries in order for participants to reflect on
differences in physical activity:

P6:“it might say well done last week you
did 40 minutes, the week before you did
whatever”
P7:“I think that would motivate me that
I see I’ve done that”
P6:“by doing that you can sort of maybe
set a different goal for yourself, oh I’ll
have to beat that next week sort of thing”

6.2.4 General Feedback
Identification of effective skills to minimise com-
plexity is important usability aspect for conversa-
tional bots. A complex solution will introduce a
learning overhead to the user which is not desirable
specially among the older adults. At times, partici-
pants did not intuitively converse with the expected
phrases/terms required to interact with the applica-
tion; however, they quickly learned the terminology
during the think aloud sessions. They acknowl-
edged that the app was easy to use once they were
familiar with the terminology but expressed that a
more complex system would discourage them:

P1:“you would get into this lingo be-
cause it’s obviously got lingo that you
have to tap into”
P3:“I think we would learn very quickly”
P4:“it takes a wee while to know the
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tricks like”
P6:“its easy, simple to use, it’s just be-
cause at the moment its very word spe-
cific and restrictive”

6.2.5 Conversation
With regard to the conversational component of
this app, the feedback was largely positive:

P1:“I think it’s one stage up from a Fitbit
definitely because you can interact with
it”
P3:“it’s quite powerful the speaking bit”
P4:“because you have to speak and lis-
ten , aye, you’re almost admitted to your-
self, it’s a bit more, you take it more to
heart than just clicking a button“
P6:“talking is a lot simpler I think, cer-
tainly with older people”
P7:“conversation is far more motivat-
ing”

Some participants suggested that improvements to
the conversation could include a greater variety of
responses. Some also expressed that they would
prefer more informal language:

P4:“[be]cause you’ll pay attention and
kind of look forward to it’s going to be a
different form of praise every week”
P5:“just a small criticism, eh when I first
read my summary, that feedback, I got
all these fancy words”

7 Conclusion

In conclusion, we have identified that conversa-
tion has great potential to deliver effective Digital
Behaviour Change Interventions to encourage phys-
ical activity in older adults. In this work we har-
ness recent chatbot technology advances to build
the voice based Conversational AI bot “FitChat”.
We identify the essential features of such an in-
tervention with older adults from the community
through co-creation workshops and implement con-
versational skills using the state-of-the-art NLP and
NLG techniques available for prototyping. We eval-
uated the first prototype through think aloud ses-
sions. Thematic analysis of the think aloud session
outcomes suggests that voice is a powerful mode
of delivering motivational content and simplicity
is the key to a successful deployment. Generating
authentic non-repetitive responses remains a real

challenge for chat based digital interventions. In-
volving uses in the curation of a corpus to address
this challenge is an initial solution; however we
need methods to evolve and enhance this corpus
through system usage; and how to do this efficiently
remains an open problem. In future we plan to in-
tegrate more customised AI algorithms for NLP
and NLG and further improve the quality of the
conversation.
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Abstract

Data2Text Natural Language Generation is a
complex and varied task. We investigate the
data requirements for the difficult real-world
problem of generating statistic-focused sum-
maries of basketball games. This has re-
cently been tackled using the Rotowire and
Rotowire-FG datasets of paired data and text.
It can, however, be difficult to filter, query,
and maintain such large volumes of data. In
this resource paper, we introduce the Sport-
Sett:Basketball database1. This easy-to-use re-
source allows for simple scripts to be written
which generate data in suitable formats for a
variety of systems. Building upon the existing
data, we provide more attributes, across multi-
ple dimensions, increasing the overlap of con-
tent between data and text. We also highlight
and resolve issues of training, validation and
test partition contamination in these previous
datasets.

1 Introduction

Natural Language Generation (NLG), particularly
at the document planning level, has traditionally
been tackled using template (McKeown, 1985)
or rules-based solutions (Mann and Thompson,
1988; Reiter and Dale, 2000). Statistical methods
have also been explored (Duboue and McKeown,
2003). More recently, it has become popular to
frame the NLG problem as one of sequence-to-
sequence (Seq2Seq) modelling, where the input of
an encoder-decoder architecture is the data, and
the target output is human-authored text (Sutskever
et al., 2014; Cho et al., 2014; Bahdanau et al., 2014;
Lebret et al., 2016). A discussion of most tech-
niques can be found in the most recent survey of
the NLG field (Gatt and Krahmer, 2018).

Data2Text NLG applications that use classical
rules-based methods are currently not compara-

1https://github.com/nlgcat/sport sett basketball

ble with state-of-the-art Seq2Seq applications. For
Seq2Seq applications, the input data is either very
shallow, or the output texts exhibit a high degree of
factual inaccuracy. The task here is very different to
others such as chat bots (Adiwardana et al., 2020),
where the focus is on appearing human, rather than
conveying concise yet relevant information.

A lot of research has been done with datasets
created for the WebNLG (Gardent et al., 2017) and
E2E (Dušek et al., 2018) challenges. There is also
the more recent ToTTo dataset (Parikh et al., 2020).
Such datasets can provide interesting sentence-
level insights, although the data structures are quite
simple (a single table or simple schema) and the
human-authored texts are short (usually one or two
sentences). This makes them unsuitable for evaluat-
ing Data2Text systems which generate summaries
based on more complex data analytics. This is not
necessarily because the systems are incapable of
doing so, but because the data is not available as in-
put. In addition, rules-based systems for problems
based on these datasets are neither difficult or time-
consuming to implement, meaning it is harder to
investigate their limitations under these conditions.

The Rotowire dataset of basketball game sum-
maries (Wiseman et al., 2017), along with the ex-
panded (in terms of game count) Rotowire-FG
(Wang, 2019), have become popular resources for
investigating the generation of paragraph-sized in-
sightful texts. Several different Seq2Seq models
have been proposed, evaluated, and compared us-
ing them (Wiseman et al., 2017; Puduppully et al.,
2019a,b; Wang, 2019; Gong et al., 2019; Rebuffel
et al., 2020). The datasets consist of basketball
box scores (see Table 1) and human-authored game
summaries (see Figure 2). The example sentence in
Figure 1 highlights the level of complexity in these
summaries. It includes a set of average statistics for
a player over multiple games, as well as the claim
that this means the player ‘stayed dominant’. This
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is just one sentence of many in the full summary.
We found Rotowire to be unsuitable for evaluating
this in its current format. However, the domain
itself is suitably complex and Rotowire provides a
foundation upon which we can build.

Figure 1: Example sentence from Rotowire-FG. Full
text in Figure 2

He’s continued to stay dominant over his
last four games, averaging 27 points, 11
rebounds and 2 blocks over that stretch.

As part of a PhD project, we are creating a hybrid
document planning solution that combines rules-
based and machine learning methods. Our hybrid
system will use known relationships and simple
rules to manipulate a predicate-argument schema
based on that of Construction-Integration theory
(Kintsch, 1998). It will then learn to perform parts
of the NLG process that are overly complex or time
consuming to manually define. Like any Data2Text
system, we require sufficient data, both in terms of
quantity and complexity, to provide a difficult and
realistic problem. Our NLG system is not discussed
further here, it was mentioned in order to illustrate
the problems we encountered on the data side when
implementing it. The data issues are the focus of
this paper.

In this resource paper, we identify issues with
the structure and quality of the existing Rotowire
based datasets. We then introduce an alternative,
the SportSett:Basketball database. In addition to
improving the quality and quantity of data, Sport-
Sett:Basketball stores game statistics in a hierarchy
which can be queried in multiple dimensions. This
allows for a richer entity relationship graph, the
exploration of which we hope will enable future re-
search in this challenging area. Serving as a master
source, data can be exported in a range of formats,
from rich graphs for Rhetorical Structure Theory
based systems (Mann and Thompson, 1988), to
tables or flat files for machine translation based
systems.

2 The SportSett:Basketball database

SportSett:Basketball is a PostgreSQL (The Post-
greSQL Global Development Group) relational
database (Codd, 1970), with (optional) object-
relational mappings (ORM) written in Ruby Sequel
(Jeremy Evans). It provides researchers with the

ability to query and filter data, in a simple and ef-
ficient way. The process of importing data into a
normalized relational database also helps to verify
the data, clean it, and eliminate redundancy. By
writing simple scripts, either in SQL or using the
ORM, data can be easily output in the format a
researcher requires for their system. We tested this
functionality by creating data for a recent Open-
NMT based system (Klein et al., 2017; Rebuffel
et al., 2020) (see section 3 for details).

There are problems with the structure, qual-
ity and partitioning of existing Rotowire based
datasets. Our investigation focuses on Rotowire-
FG as it contains more games, although the un-
derlying problems are the same in both datasets.
Some of these issues are minor, such as the team a
player is on being indexed by city rather than name
(there are two teams in Los Angeles, the Clippers
and the Lakers). Others, like the partition contam-
ination discussed in subsection 2.3 are more seri-
ous. The JSON file format also becomes unwieldy
as data size and complexity increases, especially
when researchers need to perform tasks like check-
ing claims made in generated text relative to input
data. For brevity, we do not discuss every minor
change we have made here. The repository which
will host this data resource will include an in-depth
discussion for those who are interested.

The sequential nature of a season is modelled
SportSett:Basketball, with each of the 82 regu-
lar season games for each team during the 2014
through 2018 seasons. The database does sup-
port preseason and playoff games, although the
data for them has yet to be imported and veri-
fied with the level of scrutiny that regular season
games have. Data sources include rotowire.com,
basketball-reference.com and wikipedia.com. A
UML class diagram of the object-relational map-
pings can be found in Figure 5 in the appendix.

Other efforts have been made to improve existing
datasets. Whilst what we propose here is different
to dataset cleaning techniques such as those applied
to the E2E dataset (Dušek et al., 2019), we do not
view them as mutually exclusive. Such automated
techniques could be tried on existing datasets, as
well as the new SportSett:Basketball. What we
propose is a more fundamental redesign of the data,
using traditional data-modelling techniques.
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Table 1: Example partial box score for NOP@OKC on February 4th 2015, showing Oklahoma starters. Full box
scores show approx 24 players.

Player MP FG FGA FG% 3P 3PA 3P% FT FTA FT% REB AST STL BLK TOV PTS
Serge Ibaka 41:36 6 9 .667 1 2 .500 0 0 N/A 6 0 0 7 0 13

Russell Westbrook 40:28 18 31 .581 2 6 .333 7 9 .778 6 6 1 1 6 45
Dion Waiters 33:06 6 14 .429 0 2 .000 0 2 .000 6 2 2 1 4 12
Steven Adams 25:04 4 7 .571 0 0 N/A 0 0 N/A 10 4 0 0 2 8

Andre Roberson 11:44 0 0 N/A 0 0 N/A 0 0 2 1 0 0 0 1 0

2.1 Dimensions, Sets, Entities and Attributes

Entities in the database represent people (such as
players), real objects (such as stadia), events (sea-
sons, games, periods, plays), as well as conceptual
objects (like statistics). When using the object-
relational mappings, an entity will normally be
represented by an object which maps to a tuple in
the relational database. Attributes, such as player
names or game dates, are mapped to database
columns.

A dimension is any axis along which we can
group or filter these entities. Dimensions can be
simple or complex. A simple dimension occurs
when entities can be filtered independently by one
of their attributes, such as all games on a given
calendar data, or all players with the surname ‘An-
tetokounmpo’. A complex dimension occurs when
entities can be arranged in hierarchical sets, such
as a person-in-a-game or a team-in-a-game-period.
In such cases, the entity would not make sense
without both of its parent sets (a person-in-a-game
makes no sense without a game, or a person). This
is different to previous work on dimensionality on
Rotowire which defined three dimensions of time,
along with the rows and columns of the box score
(Gong et al., 2019). In order to include all data
which could be included in the text, we need to in-
clude all dimensions, starting from those comprised
on atomic entities.

Within the complex dimensions we have identi-
fied for the NBA, entities and events at the same
level within the hierarchy do not overlap. Players
or teams never play in two games simultaneously,
similarly, seasons are disjoint sets of games. This
removes the need for a complex model of events
(Allen, 1983) and is why we can model entities in
such a hierarchy.

2.1.1 Sets of People
The atomic entity within this hierarchy is a single
person (usually a player although it could be a
coach or official). People are grouped together in
teams, with teams then grouped within some form

Table 2: Data coverage, dimensions in Rotowire are
also in SportSett. Since SportSett models the atomic
entities of Person and Play, the entire grid can be ex-
trapolated.

Events
People All Season Game Period Play*
League

Conference
Division

Team 3 2

Person* 3 4 4
3 in Rotowire 2 partially in Rotowire

4 added in SportSett
* atomic entity

of league structure. In the case of the NBA, the
league consists of 2 conferences, each containing 3
divisions, of 5 teams. Each team then has a roster
of at most 17 players. These groupings are shown
in Table 2.

2.1.2 Sets of Events
We define atomic events as plays. Each play cov-
ers a span of time where something happened in
the game which caused a statistic to be counted.
In most cases, either one or two players will be
involved in a play, for example one player may
attempt a shot which another blocks. There are,
however, cases where a play refers to a whole team
or to the officials. Plays are grouped into game pe-
riods, with there being 4 periods (barring overtime)
in a game. Games are, in turn, grouped within sea-
sons. The event hierarchy for the NBA is shown
for the in Table 2.

These sets of events differ from any temporal di-
mension as whilst they are played out as an ordered
list, the actual date or time does not matter, pro-
vided the order is preserved. Our database allows
for querying by date, but this is an attribute of an
event (a simple dimension).

2.2 Missing Attributes

Whilst it is highly impractical to align data with ev-
erything a human could possibly have said in a text
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Figure 2: Human-authored basketball summary for NOP@OKC on February 4th 2015

The Oklahoma City Thunder (25-24) defeated the New Orleans Pelicans (26-23) 102-91 on
Wednesday at the Smoothie King Center in New Orleans. The Thunder shot much better than
the Pelicans in this game, going 53 percent from the field and 33 percent from the three-point
line, while the Pelicans went just 39 percent from the floor and a meager 28 percent from
beyond the arc. While the Thunder were down 57-51 at half, they had a huge second half where
they out-scored the Pelicans 51-34, allowing them to steal a victory over the Pelicans. It was
a big win, as they will be fighting against the Pelicans to secure one of the last spots in the
Western Conference playoffs moving forward. With Kevin Durant still sitting out with a toe
injury, Russell Westbrook again took it on himself to do the bulk of the work offensively for the
Thunder. Westbrook went 18-for-31 from the field and 2-for-6 from the three-point line to score
a game-high of 45 points, while also adding six rebounds and six assists. It was his second
40-point outing in his last four games, a stretch where he’s averaging 31 points, 7 rebounds
and 7 assists per game. Serge Ibaka had a big game defensively, as he posted seven blocks, to
go along with 13 points (6-9 FG, 1-2 3Pt) and six rebounds. Over his last two games, he ’s
combined for 29 points, 14 rebounds and 10 blocks. Dion Waiters was in the starting lineup
again with Durant out. He finished with 12 points (6-14 FG, 0-2 3Pt, 0-2 FT), six rebounds and
two steals in 33 minutes. The only other Thunder player to reach double figures was Anthony
Morrow, who had 14 points (6-11 FG, 2-4 3Pt) and four rebounds off the bench. The Pelicans
got most of their production from Anthony Davis, who posted 23 points (9-21 FG, 5-6 FT)
and eight rebounds in 39 minutes. He’s continued to stay dominant over his last four games,
averaging 27 points, 11 rebounds and 2 blocks over that stretch. Giving Davis the most help was
Ryan Anderson, who came off the bench to score 19 points (7-17 FG, 3-8 3Pt, 2-2 FT), to go
along with five rebounds and two steals in 28 minutes. He ’s been the most reliable player off
the bench for the Pelicans this season, so it was good to see him have another positive showing
Wednesday. Despite shooting quite poorly, Tyreke Evans came close to a triple-double, finishing
with 11 points (5-20 FG, 1-5 3Pt), seven rebounds and seven assists. Quincy Pondexter reached
double figures as well and posted 10 points (4-8 FG, 2-5 3Pt) and seven rebounds off the bench.
These two teams will play each other again on Friday in Oklahoma.

corpus, this does not mean that arbitrarily taking
a limited set of data is sufficient. A basic corpus
analysis, either manually or with information ex-
traction tools, will show some common phrases
and patterns in the text. In the case of Rotowire
summaries, the texts frequently mention the day
of the week on which a game was played, as well
as its location (place and/or stadium). It is also
common for a text to state the next opponent for
both teams and where those games will be played.

Rotowire does not include the name of the sta-
dium where the game was played. NBA teams
do not necessarily play each home game in the
same stadium. For NBA International games, a
team will play what counts as a home game but in
a city outside the U.S. such as London or Paris.
A team might also temporarily relocate due to
stadium problems or construction. The Sports-
Sett:Basketball database adds attributes for the sta-

dium name and location, as well as more conve-
nient methods of accessing data for previous or
subsequent games.

2.3 Partition contamination

It is crucial to ensure that machine learning systems
generalise for unseen data. This is usually accom-
plished by withholding part of the data from the
training process, in order to provide for a fair eval-
uation. Whilst this common train/validate/test par-
tition scheme was adopted in both of the Rotowire
based datasets, there are contamination problems.
Figure 3 shows the number of instances where mul-
tiple human-authored texts are present for the same
game data, but are placed in different Rotowire-FG
partitions. This could have occurred where sum-
maries written by different sports journalists have
been scraped for the same game. Both the surface
form of these texts, as well as the opinions they
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express, could be very different. As a result of
this contamination, systems are evaluated (both in
validation and testing) on game data which was pre-
viously used to condition the encoder. This could
lead to over-fitting of the model.

Figure 3: Venn Diagram showing Partition Contam-
ination in Rotowire-FG. Numbers represent the total
games in each set. Numbers in parenthesis indicate the
total size of the training, validation and test sets. The
level of contamination in the original Rotowire was al-
most identical.

There are two problems with the existing parti-
tion scheme which need to be overcome. Firstly,
the partition contamination needs to be removed.
This is as simple as only including a game record in
one partition, with multiple human-authored texts
describing the game being allowed only within this
same partition. Secondly, we need to limit con-
tamination as much as possible when data must be
used to create aggregate summaries between game
events.

This second problem is more complex. Given
that human-authored game summaries often in-
clude statistics aggregated over several games, it
makes sense that a model might take data from
more than one game as input (Gong et al., 2019).
If this additional data from outwith the game is
included in a different data partition then it cannot
be used in this way.

We suggest that seasons remain disjoint sets
when included in training, validation or test par-
titions. For example, we use 2014, 2015, and 2016
as training data, 2017 as validation data, then 2018

as withheld test data. This limits contamination as
much as is practical and also reflects the scenario
in which such a system may be deployed. A sports
company such as ESPN might provide data and
texts from previous seasons and expect in return an
NLG system that generates texts as future seasons
play out. We would ideally cross-validate, with dif-
ferent partition setups. However, at about 3 weeks
for just one partition setup, we found compute time
prohibitive.

3 Initial Experiments

In order to confirm that our data can be easily used
by existing systems, we exported it to the format
of one of the more recent Seq2Seq architectures
(Rebuffel et al., 2020) then attempted to replicate
the results for BLEU, one of the more popular au-
tomated metrics (Papineni et al., 2002). BLEU
scores do not correlate with human evaluation of
text (Reiter, 2018) but may be useful in early sys-
tem development. Our aim was to ensure that our
data, particularly with the new partition scheme,
could be used in place of the existing Rotowire
datasets with minimal effort. We used the same
hyper-paramaters as the original work, except for
the batch size which we reduced from 32 to 16
due to hardware constraints, training 10 models
with different random seeds for each of the below
partition schemes:

• CONTAM: The original partition scheme of
Rotowire-FG.

• DECONTAM: Starting with CONTAM, we
move entires out of sets until contamination is
removed.

• SEASON: Season-based partitions with 2014-
16 used for training, 2017 as validation, and
2018 as test.

The data entities and attributes were very similar
to the original work, with only slight differences
due to minor data changes we have made when
creating SportSett:Basketball. Training and eval-
uating these models took three weeks on a work-
station containing a pair of 11GB Nvidia 2080Ti
RTX GPUs. For each dataset/seed combination
we took the model which performed best against
the validation set (checking this every 2000 steps
up to 30,000). Weights were then averaged over
the previous 4 checkpoints of 500 steps each. We
then calculated BLEU using the withheld test set
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on each final model. Figure 4 shows the BLEU
score distribution for each partition scheme.

Figure 4: Box plot showing BLEU scores for each par-
tition scheme.
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Using a one-way ANOVA with a post-hoc Tukey
test we find no difference between CONTAM AND
DECONTAM (p > 0.5). We do find the difference
between each of these and SEASON to be statisti-
cally significant (p < 0.01). The results may, how-
ever, be sensitive to the choice of partition scheme
and therefore no claims are made about the compar-
ative status of these scores. In future, more robust
quality measures will be provided.

We also calculated BLEU scores comparing the
2018 test set with a partially shuffled copy of itself
(ensuring each game is matched with one other
than itself, but the home team is the same). This
yielded a score of 8.0 which we use as a baseline,
offsetting the y-axis of Figure 4.

It is difficult to determine what effect the con-
tamination of partitions will have had on the results
reported in previous work (Wiseman et al., 2017;
Puduppully et al., 2019a,b; Wang, 2019; Gong
et al., 2019; Rebuffel et al., 2020). Even though
the encoder may be conditioned on data which it
is then tested with, the target text is different. The
system would be learning the style of one author,
before being measured against that of a second
author. This highlights one of the key failings of
n-gram based metrics, there is not only one correct
gold-standard text.

The level of factual error we have observed when
manually checking a small number of texts our-
selves has also been quite high, although further
investigation is required in order to ascertain the

exact nature and extent of this problem. Metrics
based on the overlap of n-grams tell us very little
about whether a text has described the relationships
between entities across different dimensions cor-
rectly.

4 Discussion

The data matters in Data2Text, irrespective of
which system architecture is being evaluated.
SportSett provides an increased volume of data,
as well as an improved structure. The database also
allows for researchers to easily query data, from
many different dimensions, for output in a variety
of formats for different architectures.

Future research will focus on the effect the di-
mensionality of data outlined in this paper has
when generating statistical summaries in the sport
domain. This will be investigated both with our hy-
brid architecture, and Seq2Seq systems. We plan to
expand the database to include more sports, since
game summaries may differ between them. There
are often 75 or more scoring plays in a basket-
ball game, meaning individual plays are usually
not mentioned in game summaries unless they oc-
curred on or near the expiration of the game clock.
This differs greatly from NFL games (American
Football) where even fifteen scoring plays would be
considered high. As a result, individual plays fea-
ture more heavily in the narrative. We also plan to
include human-authored game preview texts which
describe upcoming games.

We hope that both the database, along with some
of the ideas presented in this paper can be adopted
by other researchers looking to solve this complex
problem.
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A Appendices

A.1 UML Diagram

To highlight the number of tables, attributes and
relations, we have included a UML Class diagram
for the Ruby ORM (see Figure 5. The data struc-
ture may change in the future as it is refined and
augmented. Please see the repository for the most
up to date version.

The Ruby Sequel library consists of Object-
Relational Mappings with database table migra-
tions. Researchers can either use SQL directly,
which should be very fast, or the ORM, which will
be slower but perhaps more intuitive for some. It
currently takes about 1 hour on a laptop to export
data to the OpenNMT format we used in our exper-
iments.

A.2 Detailed responses to reviewer questions

We had two questions from reviewers which we
wanted to address in more detail, but would have
disrupted the flow of the paper had we included
them directly in any of the sections. Both questions
are interesting, and worth addressing, we thank the
reviewers for them.

A.2.1 Should cross-fold partitions be used?
The short answer is we believe so, but it would take
too much time. Whilst we maintain that partitions
should not cross season boundaries in this dataset,
systems would ideally be evaluated using differ-
ent combinations of seasons for training, validation
and testing. Our selection of 2014-16 for training,
2017 for validation and 2018 for testing was only
one possible setup. If we had evaluated with differ-
ent partition setups we would have perhaps been
able to determine if the per-season partition BLEU
score in Figure 4 was an anomaly or a generally
seen increase. The problem was that our setup for
this paper took about 3 weeks of compute time.
Testing additional partition setups was therefore
not practical in the time frame we had.

A.2.2 What is the performance difference
between this resource and the previous
one?

This is a tricky question to answer because it would
depend on what the resource was being used for, as
well as whether raw SQL or the ORM was used. It
also depends on the implementation of code which
would read the previous JSON format. When using
SQL, some queries will be significantly faster than
with JSON. For example, for a separate project,
when fact checking texts manually, we encountered
a sentence like ‘The Wizards came into this game
as the worst rebounding team in the NBA this sea-
son’. Whilst possible to check with the old JSON
format, it would be both slow and difficult. A short
SQL query was able to find this information quickly
because all keys are indexed. The ORM is inher-
ently slower than raw SQL, being a wrapper layer
on top of it. However, given that users can use ei-
ther SQL, the ORM, or a combination of both (raw
SQL within the ORM), we feel we have improved
data quality, and ease of use, without sacrificing
efficiency. The data is not meant for production
systems, it is designed for research. Therefore, pro-
vided that data can be generated for experiments
within a couple of hours (with the ORM), we feel
this is sufficient. By adding more SQL this time
would come down, but it would take a little longer
to implement the export script. The time taken for
data processing is still likely to be much less than
the downstream compute time and therefore should
not cause unreasonable disruption to any research
project which uses it.
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Figure 5: Entities in our database shown as a UML Class Diagram. Classes and named relations are all mapped to
individiaul SQL tables.
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Abstract

Automatic generation of personalised be-
havioural insight messages is useful in
many applications, for example, health self-
management services based on a wearable and
an app. Insights should be statistically valid,
but also interesting and actionable for the user
of the service. In this paper, we propose a
novel neural network approach for joint mod-
eling of these elements of the relevancy, that
is, statistical validity and user preference, us-
ing synthetic and real test data sets. We
also demonstrate in an online learning scenario
that the system can automatically adapt to the
changing preferences of the user while pre-
serving the statistical validity of the mined in-
sights.

1 Introduction

Recently, many health and fitness apps have
stormed the market claiming to be able to improve
user behaviour by playing the role of an artificial
health or fitness agent (Hingle and Patrick, 2016;
Higgins, 2016). While the customer base for these
apps is in billions, it is still a question if they are ef-
fective in doing what they claim. One goal of these
applications is to help the user understand the own
behaviour by giving actionable insights and advises.
In this work we focus on comparative insights that
can be considered as categorical statements about a
measure in two contexts, for example, stating that
a measure X is larger in context A than in context
B, see Härmä and Helaoui (2016).

For this, the task of determining if two samples
are statistically significantly different is frequently
performed. While parametric and non-parametric
significance tests have been widely used for such
tasks, it remains a challenge to include them into
a neural learning pipeline that is both scalable and
user-centric. A neural network can act as a univer-
sal function approximator and can transfer knowl-

edge from one domain to another. In this work, we
consider three domains, namely, statistical signifi-
cance domain, interestingness domain and validity
domain. The statistical significance domain in-
cludes a non-parametric significance test, namely,
the Kolmogorov-Smirnov (KS) test. The interest-
ingness domain that incorporates how a user is in-
terested in knowing about a particular comparative
insight. The third domain is the validity of the con-
tent for the target application. The system should
not produce insights or advises that are harmful to
the healthcare goals of the service. This can be best
guaranteed by a system where all texts are selected
from a pre-generated and manually curated collec-
tion of validated insight candidates, similarly to
the PSVI method introduced in Härmä and Helaoui
(2016).

In this work, we train a self-supervised neu-
ral network that can be a scalable alternative to
traditional non-parametric tests (with 92% accu-
racy at 5% alpha) and we also show how it can
be used to learn user preference on top of statis-
tical significance using an online learning strat-
egy. As these characteristics are essential for highly
scalable behavior insight mining (BIM) that finds
application is fitness coaching, office behaviour
(O’Malley et al., 2012), behaviour change sup-
port systems (Braun et al., 2018; Sripada and Gao,
2007), and business insight mining systems (Härmä
and Helaoui, 2016), the proposed work is highly
relevant.

2 Background

2.1 Desirable Characteristics of Insights

Based on recent literature, an insight should have
the several, characteristics, namely, statistical sig-
nificance (Agrawal and Shafer, 1996; Härmä and
Helaoui, 2016), interestingness or personal pref-
erences (Freitas, 1999; Fayyad et al., 1996; Su-
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Comparison Example
time-specific On Weekdays you

walk less than on
Weekends

parameter-
specific

Your heart rate is
higher on Mondays
than other days

event-
specific

when you bike,
you spend less
calories per minute
than when you run

Table 1: Examples of comparative insights in BIM

darsanam et al., 2019; op den Akker et al., 2015;
Härmä and Helaoui, 2016), Causal confidence (Su-
darsanam et al., 2019), surprisingness (Freitas,
1999), actionability or usefulness (Freitas, 1999;
Fayyad et al., 1996), syntactic constrains (Agrawal
and Shafer, 1996), presentatability (op den Akker
et al., 2015) timely delivery (op den Akker et al.,
2015), and understandability (Fayyad et al., 1996).
Among all of these characteristics the most com-
mon ones are statistical validity and interesting-
ness.

2.2 Types of Insights
1. Generic insight: These are insights that talk

about a rather common or scientific phe-
nomenon. These are not grounded on the
user’s behaviour. For example: Excessive
caffeine consumption can lead to interrupted
sleep as can ingesting caffeine too late in the
day.

2. Personalised (Manual/Automated) insight
(Reiter et al., 2003): These are insights that
are tailored to the user either by a human-in-
loop or by an algorithm.

• Absolute insights: These insights talk
about user behaviour in one context. We
do not focus on such insights in this pa-
per as they are less actionable.

• Comparative insights: These insights
compare the user behaviour between two
contexts (Härmä and Helaoui, 2016) as
shown in Table 1.

2.3 Insight Generation Mechanisms
Thousands of insights can be generated from even
a simple database by slicing and dicing the data

into different views. For example, to generate the
insight ”On Weekdays you sleep less than on Week-
ends”, the database should have logs of user’s sleep
duration and corresponding dates. The rows of the
database corresponding to weekdays are consid-
ered as bin A and those corresponding to weekends
are considered as bin B. Relevant filters are used
to extract these rows. On comparing the average
user’s sleep duration in each bin, we find that bin
A has a lower value than bin B. Subsequently, a
statistical significance test is performed to prove
its statistical validity. Similarly, many comparisons
could be made between two periods such as:

• Mondays and other days

• Workdays and holidays

• February and March

A detailed description of how insights are generated
is explained in Härmä and Helaoui (2016).

2.4 Non Parametric Statistical Significance
Tests

The data extracted from the two periods mentioned
above come from two non-parametric sample dis-
tributions. The two most commonly adapted tech-
niques to determine the statistical significance of
such distributions are KS test and Mann-Whitney
U (MW)test. The former is based on the shape of
the distributions and the latter is based on the ranks
of the samples. In this paper we choose the KS test
arbitrarily. However, the MW test can also be used
instead of that.

2.5 Neural Statistics

Neural networks have been used for wide range
applications in Machine Learning such as signal
de-noising, image classification, stock prediction,
and optical character recognition. The ability of the
neural network to learn basically any complex func-
tion makes a universal function approximator. The
simplicity in the way by which a neural network
generates an inference makes it a suitable choice
for many applications. Additionally, the transfer
learning capability of the network (Tao and Fang,
2020; Long et al., 2015; Mikolov et al., 2013) al-
lows us to transfer the pre-learned knowledge of the
network to solve different and more complex prob-
lems. This inspired us to use the neural network to
approximate the statistical significance test.
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2.6 Online Learning of User Preference

By permuting different contexts one may often find
a large number of statistically significant insights
but not all of these insights are useful to the user.
Hence the user’s preference must be considered
before presenting the insights to them. The per-
sonal preferences of end-users change with time.
Filtering the insights based on statistical validity
alone is not sufficient to satisfy their interests. A
method to learn a user’s preference in a convenient
and flexible manner will solve this problem. Online
learning technology can train models in a flexible
manner while still being deployed in product (Set-
tles, 2009, 2011). There is no existing literature on
online learning of user preference nor the learning
of statistical validity. Such learning will be of great
use in BIM applications.

In this work, we present an online learning strat-
egy that learns user preference while simultane-
ously maintaining the ability to realise the statisti-
cal significance. In our technique, we assume that
the user is interested only in one type of insight
at any point in time. However, in reality, the user
might be interested in multiple types of insights
simultaneously. We set this limitation for the sake
of simplicity and demonstration only, and by no
means is it a limitation of our method.

3 Methodology

The entire methodology was performed in two
stages, namely, the self-supervised learning stage
and the online learning stage. Although each stage
has a different data source, model architecture,
training, and validation strategy, they share an im-
portant connection. The second stage model is
transfer learned from the first. In this section, we
describe the above-mentioned stages in detail.

3.1 Self-Supervised Learning Stage

As a first stage, we conceptualised and developed a
neural network model that learned rich feature rep-
resentations to determine the statistical validity of
comparative insights. We achieved this by training
the model with highly diverse synthetic data. The
data generation and model training are described
below.

3.1.1 Problem Formulation
Let us consider an insight i that compares two dis-
tributions d1 and d2. The KS significance test can
be represented as a function f(d1, d2) that deter-

mines the p-value of d1 and d2. If the p-value is
less than the significance level α, then, d1 and d2
are considered significantly different. We formu-
lated a neural network N that approximates f as
shown in Equation 1.

f ∼ N (1)

The neural network learns the function f by min-
imising the mean squared error loss function J1 as
shown in Eq 2.

J1(θ) =
1

n

n∑

i=1

(f(d1i, d2i) −Nθ(d1i, d2i))
2 (2)

3.1.2 Data Generation for Base Model
Selection

A data-set containing 300000 pairs of histograms
of uniform distributions was generated using the
NumPy-python package. The number of samples,
mean and range of each distribution was chosen
randomly. The ground truth labels for each pair of
distribution were generated using the p-values of
the two-sample KS test. The SciPy-python pack-
age was used for this. We compared it with our
less optimised implementation of of KS test and
found it to give the same p-values. The data-set was
subdivided into three equal parts, each for training,
validation, and testing. We also made sure that
each portion had balanced cases of significant and
insignificant pairs.

3.1.3 Finalisation of Base Model Architecture
A domain-induced restriction of comparative in-
sights is that the number of inputs is two and the
number of outputs is one. Here, each input is the
histogram of distribution and the output is the statis-
tical significance. Based on previous works on sim-
ilar input/output constraints (Neculoiu et al., 2016;
Berlemont et al., 2015), we came up with three
neural network architectures, namely, a recurrent
neural network (RNNA), a modified RNN (RNNB)
and a siamese network (SIAM). The schematics of
the RNNA architecture are shown in Figure 1. The
layers Ip1 and Ip2 are input layers, each having a
fixed size of 100 elements. The layers F1 and F2,
are fully connected layers, each with 50 neurons
activated by a Leaky Rectified Linear Unit (ReLU)
function. In fact, all layers in the network except
the Final layer are activated by the Leaky ReLu
function. Another level of Fully connected layers,
namely, F3 and F4 follow F1 and F2 respectively.
We chose the number of neurons in each of these
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layers to be 20, which is lesser than the preceding
layer, to have a compressed representation of the
input signal. This type of compression is believed
to help in transforming the input from the spacial
domain to the feature domain. The layers F1 and
F2 are concatenated and fed to a Simple Bidirec-
tional Recurrent Neural Network (RNN) with 100
units. The rationale behind using an RNN is that
the input needs to be considered a sequence rather
than a vector as the inputs belong to two different
contexts. We added another fully connected layer
(F5) having 100 neurons to the output of the RNN.
We believe that this layer generates rich features
learned from the input data. The final layer is also
a fully connected layer with one neuron activated
by a thresholded ReLU activation function.

The RNNB model has every layer similar to the
RNNA layer, except that it has 100 neurons in the
F1 and F2 layers instead of 50. This is to see if
increasing neurons would increase performance for
a fixed purpose and input size. The SIAM network
is also similar to the RNNA architecture, except
that the F3 and F4 layers are subtracted rather than
being concatenated and the RNN layer is replaced
by a fully connected layer with 100 neurons.

3.1.4 Base Model Training and Testing
We trained and validated the three models in a self-
supervised manner using the pairs of uniform distri-
butions (histogram). The histogram was squeezed
to 100 bins and the minimum and maximum range
of histograms are fixed to be the minimum and
maximum range of the dataset. This allows all the
histograms to be comparable. Uniform distribu-
tions were chosen due to their close resemblance to
real data that is commonly encountered in insight
mining tasks. In total, each of the training, valida-
tion and testing phases consisted of 100000 data
samples. The training was governed by Adam opti-
miser with a mean-squared-error loss function. The
model that gave the best performance on the test
set was considered as the base model. However, in
real life, the data could also arise from complex or
mixed distributions. Hence we proceeded further
with another level of fine training.

3.1.5 Improving the Base Model
To enhance the base model we trained it with more
diverse pairs of distributions (histogram) such as
Gamma, Gumbel, Laplace, Normal, Uniform and
Wald. On the whole, a total of 360000 pairs of
distributions were generated and were equally split

Figure 1: self-supervised neural network architecture
for significance testing

into training, validation and testing sets. Each of
these sets consists of 120000 pairs of distributions
(20000 pairs of each distribution). Both inputs of
the network are always fed the same type of distri-
bution, but with different parameters. For example,
if one input of the network is a normal distribution,
the other input is also a normal distribution but with
different mean, range, and cardinality. The train-
ing labels are generated earlier. The training was
governed by Adam optimiser with a mean squared
error loss function. Once trained, the model can
be used as a smart alternative to statistical signifi-
cance testing to filter significant insights among all
insights.

3.2 Online Learning Stage

In this stage, we transformed the base model to de-
tect interesting insights while preserving its ability
to detect significant insights.

3.2.1 Problem Formulation

In this stage, apart from two distributions d1 and
d2, we are also interested in the user model φ. The
user’s preference can be represented by a function
pu(k) that generates an interestingness value for
a given insight k. This function can also be con-
sidered as a user interestingness/preference model.
We formulated a transfer learning approach that
uses a portion of network N i.e, N

′
and augments

it with features representations generated from an-
other neural network ∆ that uses the state vector
s of the insight k. Finally, the augmented network
drives the overall network O that approximates
pu(k) shown in Equation 3.
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Insight Are you interested
to see more of
these type of in-
sights?

On Weekdays you walk
less than on Weekends

©

Your heart rate is high on
Mondays than other days

©

when you bike, you spend
less calories per minute
than when you run

©

Table 2: A Sample insight feedback form

pu(k) ∼ O(N
′
(d1, d2),∆(s)) (3)

The neural network learns the function pu by
minimising the mean squared error loss function
J2 as shown in Eq 4.

J2(θ) =
1

n

n∑

i=1

(pu(k) −Oφ(N
′
(d1i, d2i),∆(si))

2

(4)
In this work, we show that any improvement in

approximating pu does not have an impact on the
approximation of f in Equation 1.

3.2.2 User Model Acquisition
The online learning strategy detects more interest-
ing insights without being instructed by the user
explicitly. It uses a feedback form in a mobile appli-
cation that displays a few insights that were scored
high by the base model. The users may choose the
insights that they are interested in and the system
learns from it. A sample feedback form is shown
in Table 2. In this work, we simulated the user
preferences to change every month as its tracking
is a problem by itself.

This feedback is equivalent to ”labeling” in tra-
ditional online learning theory. To generate the
insights so that our online learning system can be
validated, we obtained sleep and environmental sen-
sor data collected from a bedroom of a volunteer
over a period of 4 months from May 2019 to Au-
gust 2019. We logged various parameters such as
the timestamp of the start of sleep, sleep duration,
sleep latency, ambient light, ambient temperature,
ambient sound and timestamp of waking-up. We
generated insights for each day of the user using the
procedure explained in (Härmä and Helaoui, 2016).
The insight texts talk about the two contexts that

it compares and an expression of the comparison.
The number of insights per day varied between a
few hundred to few thousand. We simulated the
user preference given below by automatically fill-
ing the feedback form for each day.

1. May: The user is interested in Insights related
to Weekdays.

2. June: Weekend insights are interesting to the
user.

3. July: The user prefers to know more about his
sleep duration.

4. August: The user is again interested to know
if he/she is doing well on weekends.

All statistically significant insights per day on
a given month that satisfy the corresponding pref-
erence criteria were labeled with interestingness
score 1 and otherwise labeled 0. Since neural net-
works understand only numbers, we encoded each
comparison insights into a single dimension bi-
nary vector s containing 220 elements where each
element correspond to one parameter of compar-
ison. For example, one element corresponds to
each day of the week. Hence, if the comparison
is related to Mondays and weekends, the elements
corresponding to Mondays, Saturdays, and Sun-
days are assigned a binary one and the rest are
assigned zero. We inject this vector to the model
while transfer learning for interestingness recogni-
tion. In the following subsection, we explain how
the model is transfer learned and how the online
learning pipeline is implemented and evaluated.

3.2.3 Transfer Learning
Transfer learning was performed to enable the
model to learn insight interestingness in addition
to significance. The self-learned model was frozen
from the input layers up to and including the F5
layer. The vector s is passed as input to another
fully connected layer F6 with 100 neurons. This
layer is concatenated with the F5 layer as shown
in Figure 2. The concatenated layers are fed to
another fully connected layer F7 having 100 neu-
rons. While the layer F6 is linearly activated, the
F7 layer is activated by the ReLu function. Finally,
the output layer is a single neuron fully connected
layer activated by a sigmoid activation function.
Notice that the final layer is activated by a sigmoid
function as this is a binary classification problem
trained on user preferences instead of significance.
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By performing this transfer learning, the model
retains the features that correspond to the signifi-
cance and simultaneously recognise interestingness
of insights based on user preference.

Figure 2: Augmenting the base network for online
learning

3.2.4 Learning Modes
The architecture of the online learning scheme is
presented in Figure 3. The scheme is executed in
two modes, namely, accelerated learning mode and
normal learning mode. These modes determine
how much the models are trained (iterations). The
accelerated learning mode, by default, starts from
the first usage of the insight generator for the first
ten days. Then, the normal mode begins. During
the accelerated learning mode, the model learns
more rigorously and during the normal mode, it
learns at a normal phase. This is achieved by vary-
ing the number of iterations of training for each
day. This the accelerated training mode has more
iterations of training.

3.2.5 Training and Validation Switch Logic
Every day, the insights are assigned an iteresting-
ness value based on user feedback and are scored
by the model. Based on the learning modes, two
scenarios can happen that impacts whether the in-
sights are used to train or validate the model.

1. If the system is in accelerated training mode
and the insight has a prediction error of less
than 0.3. The training and validation switch
pushes a copy of the insight to both training
and validation pools. Therefore, the model
trains and validates these insights.

2. If the mode is the normal training mode

• If the prediction error is less than a preset
threshold (0.10) and 50% random chance
is satisfied and the fraction of interest-
ing insights in the validation pool (if up-
dated) will be between 0.42 to 0.6, the
switch pushes the insight into the valida-
tion pool.

• Else, if the percentage of interesting in-
sights in the training pool (if updated)
will be between 42% to 60% (arbitrarily
chosen), the switch pushes the insight
into the training pool.

If the user does not give any feedback, the insights
continue to get pooled and trained based on the
older feedback. This implicitly assumes that the
user’s preference is unchanged. However, we allow
a small error to occur so that the system also has
the ability to pick other insights at times instead of
strictly catering to the user preference.

3.2.6 Pool Maintenance Logic
Both the pools are maintained to hold only a maxi-
mum limit of days of data. We fixed this arbitrarily
to be 14 days. Here we assume a user’s interesting-
ness remains fairly unchanged for a period of two
weeks. Every 20 days, the model forcefully pops 7
days of data in a FIFO fashion. This helps to avoid
overloading the training and validation pools and
forgetting older preferences. Additionally, the vali-
dation pool is completely emptied at the beginning
of the first day of the normal learning phase.

3.2.7 Update Logic and Metrics
At the end of every day, a copy of the model is
trained on the training pool and validated on the
validation pool. If the validation accuracy exceeds
a set limit (here 70%), the old model is replaced
by the recently trained model. However, as an
exception in the accelerated learning mode, the
model is updated every day irrespective of its per-
formance. This purposefully over-fits the model to
the insights during accelerating learning mode. The
performance of online learning is monitored using
statistical measures, namely, sensitivity, specificity,
and accuracy in predicting the interestingness of in-
sights. Additionally, we introduce the significance
preservation score, which is calculated as shown in
Equation 5.

Ps = Na/Np (5)
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Figure 3: Online learning through user feedback

where, Na and Np are the number of actual in-
teresting insights in the validation pool and the
number of predicted interesting insights during val-
idation, respectively. The Ps is not defined when
Np is zero. This is a limitation of the metric.

4 Experimental Results ad Discussions

In this section, we present the results that we ob-
tained at each stage.

4.1 Choosing The Base Model Architecture

An example of histograms of significant and in-
significant pairs of normal distributions is shown in
Figure 4. It also demonstrates the variation of mag-
nitude, range and cardinality (more samples have a
smoother curve) of the synthetic data. Each of the
base model architecture, namely, RNNA, RNNB,
and SIAM were Trained, validated and tested using
the dataset containing only normal distributions.
The performance of each model is presented in Ta-
ble 3. We observed that the RNNA model exhibits
a test accuracy of 92% in predicting whether an
insight is interesting or not. The performance of
RNNA is thereby comparatively better than that of
RNNB. This shows that more neurons do not al-
ways lead to improved performance. Also, RNNA
exhibits slightly better performance than the SIAM
network. This could be due to the sequential treat-
ment of the data by the RNN which is part of the
network. Additionally, since the SIAM network
has fewer neurons, it also provides evidence that
lesser neurons might not help either. In our view,
the neural model should have an adequate num-
ber of neurons and parameters and an explainable
architecture, which is, unfortunately, missing in

Table 3: Performance of different models while train-
ing and testing with normal distribution

MODEL DESCRIPTION ACCURACY
α = 0.05
RNNA BIDIRECTIONAL RNN LAYER 0.92
RNNB MORE NEURONS 0.86
SIAM SIAMAESE NETWORK 0.87

recent works in this field. Hence, the RNNA archi-
tecture is chosen as the base model and considered
for further analysis.

Figure 4: Pair of normal distributions without signifi-
cant difference

4.2 Improving Base Model Training
We trained the base model using diverse pairs of
distributions (histogram) such as Gamma, Gumbel,
Laplace, Normal, Uniform and Wald. We observe
that when we tested each distribution as shown in
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Figure 5, we find out that the performance of the
model to normal distribution remained at 0.92, but
the uniform was even higher at 0.97. The worst
performance was observed on Wald distribution.
We have additional evidence that this is a limita-
tion of the actual KS test that is being reflected in
the neural model. It is also found that few distri-
butions exhibit improved performances as alpha
increases and few showed weaker performance as
alpha increases.

Figure 5: Gaussian trained model on mixed distribu-
tions

4.3 Online Learning
We initiated the online learning scheme and the
performance metrics are presented in Figure 6. We
stated the system in the accelerated learning mode
for the first 10 days. It is observed that the ac-
curacy, sensitivity, and specificity were unstable
during the first 4 days of the accelerated learning
phase. From the fifth day onwards, the three mea-
sures show improvement and are in the range of 0.9
to 1. The Ps measure is not defined when there are
no significantly valid insights that are interesting.
This is observed till day 3 and on Day 4, 100% Ps
is observed. This implies that the model exhibits
significance preservation starting at least from day
4 onwards. The performance is rather stable all the
while during the remaining days of May and the en-
tire June. Even though there is a transition between
weekday insights and weekend insights, the model
seems to adapt very well. In the months of July and
August, there are visible drops in the performance
around the 10th day of the month even though the
preference changed on the 1st of both months. This
could be an instability caused due to the sudden
rise in the training pool and reduction of validation
pool data as shown in Figure 7. In General, the pool
maintenance logic is able to control the number of
training and test data points. Although the first
half of July saw a huge influx of training data, the

maintenance logic prevented the training pool from
overloading. Otherwise, there would have been a
huge chance of exposing the model to noise in the
data. The mean squared error (MSE) curve shows
that the error between predictions and ground truth
is not very high. The MSE decreased more steeply
during the accelerated learning mode compared to
the normal mode. There are periodic valleys in the
training pool count and validation pool count de-
noting the reach of the 20-day window for cleanup
of the pool. Also, additional cleanups are done ev-
ery day when the number of days of insights in the
pool exceeds 14. All cleanups on the training and
validation pool are indicated by fain red vertical
lines in Figure 7.

5 Conclusions and Future Scope

In this work, we propose a neural model capable of
learning the Kolmogorov-Smirnov statistical sig-
nificance test and we augment architecture to learn
user preference with an online-learning scheme. To
model statistical validity tests, we chose a base neu-
ral model, for which three architectures, namely,
a simple neural network with recurrent neural net-
work layers with fewer neurons, similar networks
with more neurons and a slightly different siamese
network were investigated. The neural network
with the recurrent neural network layers having
lesser neurons exhibited the best performance. We
continued to develop a smarter network that can
not only identify an insight but also learn its inter-
estingness in an online setting. For this, we used
transfer learning and online learning approaches.
We froze a part of the base model and augmented
it with an additional input layer that reads a binary
filter vector that describes an insight. We trained it
on a real dataset while simulating user preference.
The model was generally stable with few transients
when the user preference changed. We were able
to show that the model preserved its knowledge
about statistical significance while learning inter-
estingness. This made the network unique in an
intelligent way as this is the first attempt, that a
single neuron could perform more than one func-
tionality. In the future, we would like to test the
capability of the online learning module in a sce-
nario where user preference can take multiple states
at the same time.
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Figure 6: Timeline of Online Learning with Performance Indicators

Figure 7: Size of Training and Validation Pool
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Abstract

Rapidly growing language and speech-enabled
technologies contribute to the development of
task-oriented dialogue systems. The demand
for better user engagement has been increasing
at an accelerating pace and this brings new re-
markable challenges including the generation
of informative and natural system utterances.
In this work, our ultimate goal is to develop
a Turkish task-oriented dialogue system that
enables users to navigate over a map in or-
der to get informed about dining venues that
best match their preferences and make reser-
vations based on received recommendations.
This paper presents the pipeline architecture
of our dialogue system with a particular fo-
cus on the language generator. We utilize an
open source framework for building the com-
ponents of our system and develop a sequence-
to-sequence (Seq2Seq) neural model for lan-
guage generation. This pioneering work is the
first that proposes the use of a neural gener-
ation model in a Turkish conversational sys-
tem. Our evaluations suggest that Turkish neu-
ral generation from meaning representations
given in the form of dialogue acts is effective,
but still in need of further improvements.

1 Introduction

In the last decades, task-oriented dialogue systems
with human-like communication capabilities (Chen
et al., 2017; Zhao et al., 2019) have been widely de-
ployed in applications with commercial value such
as restaurant reservation (Henderson et al., 2019)
and online shopping (Yan et al., 2017). As opposed
to open-domain dialogue systems without a clear
dialogue goal, these systems present adequate intel-
ligence in understanding user utterances and taking
actions in response to accomplish constrained tasks.
Task-oriented dialogue systems that can converse

∗These authors contributed equally to the work.
†Corresponding author

naturally with users through text or auditory con-
versation have received increasing attention of lan-
guage and speech communities. Conventional task-
oriented dialogue systems combine different mod-
ules in a pipeline architecture (Raux et al., 2005):
i) language understanding (Gupta et al., 2019), ii)
dialogue state tracking (Lee and Stent, 2016), iii)
dialogue policy (English and Heeman, 2005), and
iv) natural language generation (Zhu et al., 2019).
These modules are independently trained and opti-
mized with separate objective functions. Pipeline
architectures often suffer from cascaded error prop-
agation and a change in the output representation
of a previous module also affects subsequent mod-
ules. Recent end-to-end task-oriented dialogue
systems (Liu and Lane, 2018; Wen et al., 2017)
mitigate these problems by training a single model
directly from data without distinguishing individual
modules and optimizing a single objective function.
Although end-to-end systems enable multi-domain
adaptation by minimizing laborious feature engi-
neering, they unfortunately might generate generic
utterances or utterances that are repetitive.

End users face utterances generated by dialogue
systems and their satisfaction heavily depends on
the quality and semantic coherence of these produc-
tions. The natural language generation module is
mainly responsible for producing informative and
fluent utterances that engage users and improve
their experiences. The input to this module is often
a dialog act given in a semantic form that either
conveys or requests information as directed by the
dialogue policy (Zhao and Kawahara, 2019). A di-
alogue act is a meaning representation of an action
(i.e., system or user) that can be realized using one
or more sentences. Depending on the action type
(e.g., greeting, inform, or confirm), dialog acts con-
tain one or more slots (attributes) of different types
(e.g., numeric or string) to fulfill the meaning (e.g.,
inform(name=“Green Food”,phone=415986223)).
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Early research methods of language genera-
tion for task-oriented dialogue systems include
manually-crafted rules and templates. This kind
of generation is adequate to cover all information
captured in a dialog act, but it lacks preferred flex-
ibility, requires heavy manual effort, and necessi-
tates domain expertise. Although these issues hin-
der scalability across different domains, they can
be addressed by statistical generation approaches
which can learn human writing patterns directly
from annotated data. Recently, neural generation
models have become a common approach for joint
learning of sentence planning to cover all selected
information and surface realization to incorporate
that content in a fluent text. However, it is not
straightforward to find large amounts of domain-
specific labeled data (real conversational data) for
training statistical or neural generation models, and
it is yet infeasible for some languages including the
morphologically rich language Turkish.

In this study, we describe our efforts towards
building a task-oriented dialogue system for Turk-
ish that enables users to navigate over a map and
reach descriptive information of dining venues
based on their preferences until a venue is booked
for reservation. The system, implemented as a mo-
bile application, interacts with users through an
interface where textual and visual modalities are
employed. In the current version, all venues that
match user preferences are listed on a map and the
user is presented with a single sentence descrip-
tion of any venue selected on that map. Although
our goal is to enhance this work to a venue rec-
ommendation and reservation system where more
sophisticated human-like conversations can take
place, the system currently engages in a limited
dialogue with end users mainly due to the lack of
labeled conversational corpora for Turkish in this
domain. We use the RASA open-source machine-
learning based framework (Bocklisch et al., 2017)
to develop natural language understanding and dia-
logue management components of the system. We
also leverage knowledge obtained from a human-
annotated English conversational data in restaurant
reservation domain to imitate humans while build-
ing our dialogue policies.

In this paper, our focus is on the language gen-
eration component of the system which is imple-
mented as a sequence-to-sequence (Seq2Seq) neu-
ral model. To our best knowledge, this work is
the first that utilizes a neural generation model for

producing task-oriented Turkish utterances. The
literature does not report any study to show how
effective neural models are in generating Turkish
sentences from dialog acts in terms of coverage
and correspondence to human generated texts. In
this study, we report the system performance using
automatic evaluation metrics over our corpus of
4200 pairs of dialog acts and reference sentences
collected via crowdsourcing. In our experiments,
we also assess the impact of delexicalization on
the quality of generated utterances where verbal-
izations of rare words in dialogue acts are targeted.

2 Related Work

Previous research on pipelined dialogue systems
has focused on improving the performance of indi-
vidual components in the architecture. Rule-based
parsing methods (Denis et al., 2006), multiclass
classification algorithms such as SVMs (Sarikaya
et al., 2016), and deep convex networks (Tur et al.,
2012) were shown to be effective in detecting user’s
intent. Promising results were also achieved with
the use of recurrent (Yao et al., 2013) and recently
hierarchical (Zhao and Kawahara, 2019) neural
networks. Mapping textual spans of an utterance
to slots in a dialogue act was often considered as
a sequence tagging problem and quite good re-
sults were achieved with maximum entropy mod-
els such as conditional random fields (CRFs) and
stochastic finite state transducers (Raymond and
Riccardi, 2007). Deep belief networks (Deoras
and Sarikaya, 2013), convex networks (Deng et al.,
2012), and bidirectional long short-term memory
networks (Jaech et al., 2016) were later shown to
outperform CRF-based approaches. A variety of
different approaches have emerged for dialogue
state tracking. A tracker that benefits from domain
independent rules and basic probability (Wang and
Lemon, 2013), and a CRF-based discriminative
approach (Ren et al., 2013) achieved comparable
performances to machine-learning based methods.
The effectiveness of neural models was also ex-
ploited for state tracking task. One pioneering
work combined an RNN model with delexicalized
feature representations in order to generalize it to
unseen slots and values, and with an online unsu-
pervised adaptation approach to exploit unlabeled
data (Henderson et al., 2014). An RNN model was
later used to train a state tracker capable of work-
ing across different domains (Mrkšić et al., 2015).
Recently, dialogue state tracking was tackled as
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a reading comprehension problem and addressed
using an attention-based neural network (Gao et al.,
2019). Reinforcement learning was heavily utilized
for learning dialogue policies (Cuayáhuitl, 2017;
Shah et al., 2016; Weisz et al., 2018). Recent exper-
iments suggested that utilizing pre-trained language
models in task-oriented dialogue components is a
promising approach (Wu et al., 2020).

Although many generation methods have been
proposed so far, they can be broadly classified into
three types. Rule or template based approaches
require significant expertise and human effort, and
the number of manually constructed templates
is limited (Jurčı́ček et al., 2014; Mitchell et al.,
2014). On the other hand, stochastic or statistical
approaches enable less monotonic generation by
training a generator from data directly (Mairesse
et al., 2010; Mairesse and Walker, 2011; Oh and
Rudnicky, 2000). Recent developments in neural
networks have enabled generation to be handled as
a transformation from meaning representations to
system responses via a single model. In a work that
simulates the few-shot learning setting with scarce
annotated data, a multilayer transformer model was
trained for generating responses and generaliza-
tion to new domains was achieved by utilizing pre-
trained language models (Peng et al., 2020). The
work of Wen et al. (Wen et al., 2015a) jointly uti-
lized recurrent and convolutional neural networks
for realizing the content of a dialog act, and the
RNN-based generator that encodes one-hot repre-
sentation of the dialog act as its initial state was
trained with semantically unaligned data. Semanti-
cally controlled long short-term memory was also
explored for training a generator from unaligned
data where sentence planning and surface realiza-
tion are jointly optimized (Wen et al., 2015b). A
recent work employed a Seq2Seq generator with
attention using GRU cells to capture the semantic
content of dialog acts and used a language model
to achieve naturalness in generated utterances (Zhu
et al., 2019). Our work is most similar to the work
of Dušek and Jurčı́ček (Dušek and Jurčı́ček, 2016)
but their dialog act representation formed by con-
catenating triples of act type, slot name, and slot
value differs from our input representation.

Turkish, a morphologically rich language with
free-constituent order, has been in focus of lan-
guage processing research for many years (Oflazer
and Saraclar, 2018). However, Turkish language
generation has been relatively less-studied up to

now. Scarcity of available data and lack of annota-
tions are some of the obstacles to developing robust
systems with high performances. Previous gener-
ation literature is restricted to some well-known
problems of surface form generation (Cicekli and
Korkmaz, 1998; Ayan, 2000) and text summariza-
tion (Nuzumlalı and Özgür, 2014; Çagdas Can Bi-
rant et al., 2016). Recently, template-based lan-
guage generation was employed in a venue rec-
ommendation system (Elifoğlu and Güngör, 2018)
where a distinct template for each venue property
is used. To our best knowledge, Turkish text gen-
eration from structured data has not been yet ex-
ploited. Moreover, there is no prior knowledge as
to whether the use of neural models in generating
utterances from dialog acts is effective or not, es-
pecially in domains with a very limited amount of
annotated data. Our work reports first empirical
evaluations that measure the usability and effective-
ness of a neural model in this task.

3 System Architecture

Our task-oriented dialogue system is implemented
as a mobile application and exhibits the traditional
pipeline architecture. A user utterance is processed
by three downstream components before a dialog
act is transferred to the language generation compo-
nent. In the rest of this section, the mobile applica-
tion, and the language understanding and dialogue
management components are described in detail.

3.1 Mobile Application

Users interact with our mobile application through
an interface where they rely on menus that display
listings of choices for different properties of dining
venues. At any time while using the application,
users can search for venues exhibiting different
properties by choosing any of these alternatives. As
shown in Figure 1-a, a user is initially asked to spec-
ify venue properties being sought (i.e., its location,
customer rating, price range, and type of served
food). All venues that exhibit these properties are
listed on a map of the selected region (Figure 1-b)
and the user can navigate between these venues. If
the user selects a listed venue on the map, a sin-
gle sentence description of the venue along with
some of the matching properties are presented to
the user in a separate window at the bottom of the
screen. That description is produced by our neural
generator using the meaning representation passed
from the system. On this map view, the user can
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Figure 1: (a) Opening screen view (b) Map listing view (c) Map listing+New search view.

also update venue properties from the menu given
on the upper left corner (the red icon) and start a
completely new search (Figure 1-c). Although it is
not fully implemented yet, the user will engage in a
dialogue with the system over this map view (using
the blue icon on the upper right corner), and get
recommendations/make reservations in the future.

3.2 Natural Language Understanding

This component identifies user’s intent from a given
utterance by classifying it into predefined classes.
Moreover, it extracts information related to that in-
tent and uses them to fill corresponding slots. In the
current implementation, we use the RASA NLU
framework (Bocklisch et al., 2017) for building our
language understanding component. The RASA
NLU combines embeddings of word tokens that
appear in a sentence in order to obtain a represen-
tation of the sentence. An SVM classifier trained
on these sentences then classifies a given utterance
into one or more intents. For entity extraction, the
framework offers different extractors and we train
a CRF extractor using our custom entities. To train
a Turkish intent classifier and an entity extractor,
we use our dataset and some manually translated
examples from an English dataset in the restaurant
domain (Novikova et al., 2017). For each sentence
in our collection, we manually determine the intent
and annotate text spans that correspond to different
entities with appropriate tags. For instance, Fig-

ure 2 shows a sentence and a part of its annotation.

Figure 2: An annotated training data example for NLU.

3.3 Dialogue Management
This component maintains the current dialogue
state by keeping user’s intents and a dialogue his-
tory (dialogue state tracker). Its main responsibility
is to estimate the user’s goal at each turn of the
dialogue. The dialogue history is treated as an ab-
straction of previous dialogue turns. Moreover, it
behaves as the decision maker of the whole system
and takes appropriate actions according to a policy
by considering the current dialogue state. Due to
lack of available Turkish dialogue conversations
that we can use for training a dialogue manage-
ment component, we first analyze the E2E dialogue
challenge dataset that consists of English conversa-
tions in the restaurant reservation domain (Li et al.,
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2018). By processing the provided dialogues and
manually filtering intents and entities that are out
of our scope, we then compile training data for our
dialogue manager. Since our focus here is to mimic
natural conversations rather than modeling the lan-
guage, this data collection approach enables us to
train our language-independent dialogue manager
with 2800 different representations of actual con-
versations of varying length. Using an RNN-based
approach, the RASA Core dialogue engine learns
policies from our training data.

4 Neural Turkish Generation
Component

We develop a sequence to sequence (Seq2Seq)
model (Liu et al., 2017; Sha et al., 2018) as our
generation component. The model utilizes a dialog
act as input and produces a single Turkish sentence
to preferably convey all the information expressed
in that act. Since there is no available data that
we can use to train the model, we first conduct
human subject experiments in order to collect a
small-sized corpus as our starting point.

4.1 Corpus Collection
A dialog act is a logical representation of meaning
that might be expressed using single or multiple
sentences. Each dialog act contains an action type
(i.e., what is intended to be conveyed by the system
or user) and a set of slot-value pairs associated with
that action (e.g., the properties of a venue in focus).
Since our goal is to engage in dialogue with end
users, restricting the system to only describe prop-
erties of a venue is not adequate. Moreover, the
number of slots that might be associated with an
action type is too large to be listed in a single sen-
tence with a moderate complexity. In order to deter-
mine action types and slots that would be utilized,
we explore similar well-studied datasets compiled
for other languages (SFRest (Wen et al., 2015b),
E2E (Novikova et al., 2017), Bagel (Mairesse et al.,
2010)). Nine different action types are incorpo-
rated into the current version but these action types
and slots will be populated in the future:

• greeting: Greet the user
• goodbye: Farewell the user
• inform: Present all properties of a venue
• inform only: State the uniqueness of a venue

with specified properties
• inform not: State the non-existence of a

venue with specified properties

• inform all: Present all venues with specified
properties
• request: Query existence of venues with spec-

ified properties
• compare: Compare two venues with respect

to a property
• compare only: Compare a venue with a num-

ber of other venues with respect to a property

One or more slots are defined for each action
type as shown in Table 1. For instance, the action
type inform might contain up to six slots. The
values of some slots are verbatim strings whereas
the remaining values are selected from a catalog.

Actions Slots Types
greeting, goodbye Message String
inform,
inform only,
inform not,
inform all,
request, compare,
compare only

Name, String
Region, String
Near, String
Customer Satisf., Catalog
Price Range, Catalog
Cuisine Catalog

compare,
compare only

Other Venues’ Names, String
Other Venues’ Cust. Satisf., Catalog
Other Venues’ Price Range Catalog

Table 1: Action types and slots.

We conduct a data collection study with 90 par-
ticipants where each participant is presented with
45-50 dialog acts of different action types. The
participants are asked to express a given dialog act
in a single sentence and to use all slots given in
the act. Moreover, they are told to not rely on their
commonsense knowledge or use any information
that might be inferred from the given ones. In the
study, greeting and goodbye actions are not used.
Each dialog act contains two to four randomly cho-
sen slots in addition to the name of the venue in
focus. It is guaranteed that a participant receives
different sets of slots for the same action type even
if the number of slots are the same. We use both
real and artificial data in order to fill in slot values.
Information about a small set of dining venues is
obtained from an online restaurant search service
and that information is augmented with artificial
information in order to expand the collection. For
instance, new dialog acts are produced by adding
new neighbour restaurants to existing dialog acts
without any neighbourhood information. Each di-
alog act is presented to four different participants.
At the end, 4200 dialog act and reference sentence
pairs are collected. Figure 3 shows two dialog acts
with three reference sentences from our collection.
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(type='inform', name='Lezzet Mekan ', customer_satisfaction='Yüksek', cuisines='Tatl , Dünya Mutfa  Yemekleri', price_range='Pahal ', region='Caddebostan, stanbul')

   i)  Lezzet Mekan , stanbul Caddebostan'da, tatl  ve dünya mutfa  yemekleri servis eden pahal  fakat lezzetli yemekleriyle mü teri memnuniyetini üst seviyede tutan bir mekand r. 

        (Lezzet Mekan  is a place in Caddebostan, Istanbul that serves sweet and world cuisine and keeps customer satisfaction at the highest level with its expensive but delicious dishes.)

  ii)  Dünya mutfa na ait yemekler ve tatl lar bulabilece iniz, mü teri memnuniyeti konusunda çok ba ar l  olmas  ra men fiyatlar  pahal  olan Lezzet Mekan , stanbul Caddebostan'da bulunmaktad r.

        (Lezzet Mekan , where you can find desserts and dishes from the world cuisine, is very successful in customer satisfaction though it is expensive, and is located in Caddebostan, Istanbul.)

  iii) stanbul Caddebostan'da tatl lar ile dünya mutfa na ait yemekler yenebilecek Lezzet Mekan , pahal  fiyata yemekler sunan ve mü terilerin çok memnun oldu u bir restorand r.

        (Lezzet Mekan  in Istanbul Caddebostan, where you can eat desserts and dishes from the world cuisine, is a restaurant that offers expensive dishes and where customers are very satisfied.)

(type = 'compare', name = 'Cafe Botanica', price_range = 'Ortalama', other_venues_names = 'Mayday Cafe Bar, Mevlana Lokantas , Cafe de Kedi', other_venues_price_range = 'Ucuz')

   i)  Cafe Botanica; ucuz fiyatl  Mayday Cafe Bar, Mevlana Lokantas , Cafe de Kedi'ye k yasla ortalama fiyatl  bir mekand r.

        (Cafe Botanica is an average-priced venue compared to the cheaply priced Mayday Cafe Bar, Mevlana Lokantas  and Cafe de Kedi.)

  ii)  Cafe Botanica ortalama fiyatlardayken Mayday Cafe Bar, Mevlana Lokantas  ve Cafe de Kedi ucuz mekanlard r 

        (While Cafe Botanica is at average prices, Mayday Cafe Bar, Mevlana Restaurant and Cafe are cheap venues.)

  iii) Ortalama fiyatlar yla bilinen Cafe Botanica, Mayday Cafe Bar, Mevlana Lokantas  ve Cafe de Kedi gibi mekanlar n ucuz menülerine k yasla pahal  kalmaktad r

        (Cafe Botanica which is known with its average prices is expensive compared to the venues with cheap menus Mayday Cafe Bar, Mevlana Lokantas  and Cafe de Kedi.)

Figure 3: Examples of dialog acts and reference sentences.

4.2 Input Representation

A dialog act is represented as a sequence of field
value pairs (e.g., field1= value1) where the first pair
corresponds to the action type and the rest are slot
value pairs. The value of a field might contain a
single word or a sequence of words. The field name
(fx) and its position in the value sequence (px) are
used to represent each word (wx). To represent the
position of a word in a sequence, its position from
the beginning of the sequence (px+) and from the
end of the sequence (px−) are used. Therefore, a
word that appears in a field value is represented as
Rx = (fx , px+ , px−). All punctuation characters
in field values are represented similarly. Table 2
shows the representations of all words in the dia-
log act (type = ‘inform only’, name = ‘Denizaltı
Restaurant’, cuisine = ‘Kafeterya Ürünleri, Türk
Yemekleri’, region = ‘Urla, İzmir’, near = ‘VVa-
piano’). In this example, the value of the name
field consists of two words, namely Denizaltı and
Restaurant. The word Denizaltı is the first word
starting from the beginning of value sequence and
the second word from the end of the sequence.
Therefore, its representation is (name,1,2).

Each word in a field value (wx) and its represen-
tation (Rx) are encoded into four embeddings and
then concatenated to form the final input embed-
ding of the encoder (ie = we⊕fe⊕pe+⊕pe−). A
reference sentence already has a sequence of word
tokens and thus each token is encoded into a word
embedding only:

• Word embedding: Vector representation of the
word (we)

• Field embedding: Vector representation of the

Field Value Word Represent.
type inform only inform only (type,1,1)

name Denizaltı Restaurant Denizaltı (name,1,2)
Restaurant (name,2,1)

cuisine Kafeterya Ürünleri,
Türk Yemekleri

Kafeterya (cuisine,1,5)
Ürünleri (cuisine,2,4)
, (cuisine,3,3)
Türk (cuisine,4,2)
Yemekleri (cuisine,5,1)

region Urla, İzmir
Urla (region,1,3)
, (region,2,2)
İzmir (region,3,1)

near VVapiano VVapiano (near,1,1)

Table 2: Word representations.

field name (fe)

• Beginning position embedding: Vector repre-
sentation of the position from the beginning
of the field value (pe+)

• End position embedding: Vector representa-
tion of the position from the end of the field
value (pe−)

4.3 Sequence-to-Sequence Generation Model

To capture temporal processing and feedback re-
quirements of sequences in learning, we approach
to the generation problem using a recurrent neu-
ral network (RNN) based solution. RNN mod-
els are of great utility in computing current out-
put with respect to previous computations kept in
hidden states and their processing power makes
them widely applicable to speech recognition (Hsu
et al., 2016; Prabhavalkar et al., 2017) and lan-
guage processing studies (Socher et al., 2011;
Daza and Frank, 2018). In our work, dialog
acts and reference sentences are sequences of
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variable-length. Thus, we formulate our genera-
tion task as sequence-to-sequence (Seq2Seq) learn-
ing (Sutskever et al., 2014), a type of an RNN with
encoder-decoder. Our model uses a long short-
term memory (LSTM) based RNN to encode the
input sequence into hidden states. A second LSTM-
based RNN is used to decode hidden states and gen-
erate the output sequence. Given that xt and ht are
the input and hidden state at time step t; i, f , and
o are input, forget and output gates; and C and C̃
are cell and candidate cell states, the computations
used with LSTM units are as follows:

it = σ(Wi.[ht−1,xt] + bi)

ft = σ(Wf .[ht−1,xt] + bf )

ot = σ(W0.[ht−1,xt] + b0)

C̃t = tanh(WC .[ht−1,xt] + bC)

Ct = ft ∗Ct−1 + it ∗ C̃t

ht = ot ∗ tanh(Ct)

(1)

5 Evaluation

Neural models often suffer from rare words while
generating text from data since their verbalization
cannot be predicted properly. Delexicalization is
one of the mostly studied solutions to this issue
where words are replaced with placeholders in data
before being used for training. Texts produced by
the generation model are then processed to replace
these placeholders with actual words that appear
in the original data. For this study, we delexicalize
our input collection (-Del) and obtain a second
version of our dataset (+Del). We only replace
content words of slots with verbatim strings (e.g.,
name and region in Table 1) and leave those with
categorical values (e.g., cuisine and price range)
untouched. We have different dialog acts that differ
only in slot values that are not replaced during
delexicalization. Therefore, these dialog acts are
counted as different acts in the second dataset. The
number of placeholders in our delexicalized dataset
corresponds to 17.71% of all words in reference
sentences. Table 3 presents token-based statistics
for both datasets.

We train two models on both original and
delexicalized datasets. The first model is the
sequence-to-sequence model described in Sec-
tion 4.3 (Model Att-) and the same model aug-
mented with an attention mechanism (Model Att+).
We perform experiments to finetune model parame-
ters by optimizing BLEU score on the development

Property Input Delexicalized
Data Data

Input Dictionary Size 2966 1247
Output Dictionary Size 2827 1177
Avg. DA Length 8.23 5.85
Avg. Ref. Text Length 15.13 11.96

Table 3: Properties of input datasets.

Act Type Training Validation Test
inform 1690 220 200
inform only 448 57 45
inform not 662 81 93
inform all 109 14 20
request 217 24 34
compare 120 11 12
compare only 114 13 16

Table 4: Distribution of action types in datasets.

set. The models reported here use a single hidden
layer and 700 LSTM units in encoder and decoder.
Word embeddings of length 400, field embedding
of length 50, and position embedding of length 5
are used. The epoch number is set to 10 and Adam
optimizer with a learning rate of 0.003 is utilized.
We compare our models with a prior Seq2Seq gen-
eration model (Liu et al., 2017) (Model SA) whose
primary focus is to generate one sentence biogra-
phies from Wikipedia infoboxes where the struc-
ture and content of infobox tables are modeled sep-
arately. In addition to learning what to convey in
the output, the model also learns how to order the
selected content. To train this structure-aware gen-
eration model with dual attention, we process all
dialog acts in our dataset as infobox tables where
the action type is considered as infobox table type
and remaining slot value pairs as field value pairs
of infobox tables. The same model parameters are
used in learning.

Our input collection of dialog act and reference
sentence pairs is splitted into training set of 3360,
validation set of 420, and test set of 420 pairs. Ta-
ble 4 presents the distribution of action types in
these sets. In our experiments, we evaluate the effi-
ciency of models in producing utterances from dia-
log acts and leave an evaluation of fluency and nat-
uralness of these productions to future work. Here,
we report performances using three evaluation met-
rics, BLEU (Papineni et al., 2002), ROUGE-n and
ROUGE-L fmeasures (Lin, 2004), and Slot error
rate (SER) (Riou et al., 2019). The slot error rate is
computed as (M+R)/N where M and R correspond
to the number of missing and redundant slots in the
generated utterance, and N is the total number of
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BLEU ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-L SER%

Model Att- -Del 0.017 0.161 0.033 0.010 0.002 0.129 70.2
+Del 0.056 0.373 0.142 0.065 0.030 0.280 57.5

Model SA -Del 0.125 0.417 0.216 0.122 0.063 0.337 53.5
+Del 0.323 0.849 0.632 0.459 0.328 0.543 35.6

Model Att+ -Del 0.144 0.677 0.490 0.335 0.220 0.439 40.6
+Del 0.302 0.857 0.634 0.452 0.314 0.524 35.5

Table 5: Performance scores of different models.

slots in the corresponding dialogue act.
For each model, we perform 5 runs with differ-

ent random initializations on both datasets. Table 5
presents computed average scores. The model with-
out attention (Model Att-), not surprisingly, fails
to learn the generation effectively and receives the
lowest performance scores in all metrics. In addi-
tion, repetitive slot values and very similar sentence
productions for different dialog acts are highly ob-
served in the productions. On the other hand, we
observe that our model with attention (Model Att+)
achieves highest BLEU and ROUGE scores on the
original dataset (-Del). However, our model is
behind the structure-aware model (Model SA) on
the delexicalized dataset (+Del) with respect to the
BLEU score and over high order n-grams (ROUGE-
3 and ROUGE-4). This less significant difference
might be attributed to the fact that structure-aware
model performs better in producing longer match-
ing sequences than our model, which is also vali-
dated by ROUGE-L scores. Both models exhibit
large performance improvements on the delexical-
ized dataset where BLEU scores are more than
doubled. The measured positive impact of delexi-
calization on structure-aware model is more than
what we observe with our model. The contribu-
tion of delexicalized dataset to model Model SA is
mainly observed on longer word sequences (e.g.,
from 0.063 to 0.328 in ROUGE-3).

Although BLEU and ROUGE evaluations val-
idate word-based performances of these models,
they do not provide any insights into the content
quality, particularly the accuracy of selected con-
tent and the slot coverage of these models. On both
datasets, our model with attention achieves the best
slot error rates where delexicalization improves the
performance by approximately 5%. The structure-
aware model performs similarly only on delexical-
ized dataset, but the achieved improvement is more
substantial than that seen in our model. These re-
sults demonstrate that both models need further
improvements to better cover slot values resulting
in fewer repeated or omitted information in pro-

duced utterances.
There are two major drawbacks of our model.

First, it is learning from a corpus which is relatively
small in comparison with many available datasets
compiled for other languages. Second, it suffers
from semantically similar entities in the dataset
(e.g., cuisine or region) and entities that appear
more frequently than others in the training data
are selected by the model regardless of what is
provided in the dialogue act. We argue that with a
larger training corpus and more effective attention
mechanism, our generation performance would be
improved in the future.

6 Conclusion

This work presents our efforts towards develop-
ing a Turkish task-oriented dialogue system for
venue recommendation and reservation. The cur-
rent system is implemented using a pipeline ap-
proach, and natural language understanding and
dialogue management components are built using
the RASA open-source framework. In order to
generate utterances from dialogue act representa-
tions, we develop a sequence-to-sequence neural
model with attention. The model is trained with
a small-sized Turkish corpus consisting of pairs
of dialogue acts and reference sentences. To the
best of our knowledge, this work is the first that
investigates the use of Turkish neural generation in
dialogue systems and measures the effectiveness
of conversational generation from structured input
on a morphologically rich language. In the future,
we plan to collect a larger corpus and improve the
performance of our generator. Moreover, enhanc-
ing the dialogue capabilities of our overall system
and qualitatively evaluating the performance of the
generation model are some of our future plans.
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2014. Analyzing stemming approaches for Turkish
multi-document summarization. In Proceedings of
the 2014 Conference on Empirical Methods in Natu-
ral Language Processing (EMNLP), pages 702–706.

Kemal Oflazer and Murat Saraclar. 2018. Turkish Nat-
ural Language Processing, 1st. edition. Springer.

Alice H. Oh and Alexander I. Rudnicky. 2000. Stochas-
tic language generation for spoken dialogue systems.
In Proceedings of the 2000 ANLP/NAACL Workshop
on Conversational Systems - Volume 3, page 27–32,
USA. Association for Computational Linguistics.

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic eval-
uation of machine translation. In Proceedings of the
40th Annual Meeting of the Association for Compu-
tational Linguistics, pages 311–318.

Baolin Peng, Chenguang Zhu, Chunyuan Li, Xiujun
Li, Jinchao Li, Michael Zeng, and Jianfeng Gao.
2020. Few-shot natural language generation for
task-oriented dialog.

Rohit Prabhavalkar, Kanishka Rao, Tara N. Sainath,
Bo Li, Leif Johnson, and Navdeep Jaitly. 2017.
A comparison of sequence-to-sequence models for
speech recognition. In Proceedings of the 18th In-
ternational Speech Communication Association (In-
terspeech).

Antoine Raux, Brian Langner, Dan Bohus, Alan W
Black, and Maxine Eskenazi. 2005. Let’s go pub-
lic! taking a spoken dialog system to the real world.
In Proceedings of Interspeech 2005.

Christian Raymond and Giuseppe Riccardi. 2007. Gen-
erative and discriminative algorithms for spoken lan-
guage understanding. In Proceedings of the Eighth
Annual Conference of the International Speech Com-
munication Association, pages 1605–1608.

Hang Ren, Weiqun Xu, Yan Zhang, and Yonghong Yan.
2013. Dialog state tracking using conditional ran-
dom fields. In Proceedings of the SIGDIAL 2013
Conference, pages 457–461.

Matthieu Riou, Bassam Jabaian, Stéphane Huet, and
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Abstract
Can stress affect not only your life but also
how you read and interpret a text? Healthcare
has shown evidence of such dynamics and in
this short paper we discuss customising texts
based on user stress level, as it could repre-
sent a critical factor when it comes to user en-
gagement and behavioural change. We first
show a real-world example in which user be-
haviour is influenced by stress, then, after dis-
cussing which tools can be employed to assess
and measure it, we propose an initial method
for tailoring the document by exploiting com-
plexity reduction and affect enforcement. The
result is a short and encouraging text which re-
quires less commitment to be read and under-
stood. We believe this work in progress can
raise some interesting questions on a topic that
is often overlooked in NLG.

1 Introduction

Healthcare can benefit greatly from NLG as com-
munication plays a big role in therapy outcome
(Stewart, 1995) and electronic documentation is
useful (Ross et al., 2016) but heavy and time-
consuming to be produced (Arndt et al., 2017).
NLG can speed up the process and there is evidence
of increasing adoption of data-to-text in healthcare
(Pauws et al., 2019). Despite NLG being valid for
producing standardised documentation, the situa-
tion is more complex when the targeted reader is a
patient: people are all different and a single text is
often not enough. Healthcare-NLG often addresses
the problem by adopting user tailoring, which is
the practice of generating a text customised to the
user traits and preferences (Kukafka, 2005). In
this work, we focus on user stress, a factor which
is often not considered in NLG, as a feature for
text-tailoring. We show that stress does matter
when reading text and provide a real-world exam-
ple (the dietary domain) along with some initial dis-
cussion and examples on how stress-based tailoring

could be carried out. Motivated by the PhilHumans
project1 and its goal of improving the interactions
between personal health apps and users, we explore
the benefits of personalising generated texts based
on how much stressed the user is. Stress impacts
people’s health, behaviour, receptivity to advice,
and the ability to absorb complex information, so
basing tailoring on this element could help health
software support patients better. The structure of
the paper is the following: in Section 2 we recap
the state of user tailoring in NLG, emphasizing that
no known system does properly address user stress;
in Section 3-3.1 we provide a real-world example
in the dietary domain, showing the results of statis-
tical analysis that, in line with previous healthcare
studies, hints at the correlation between stress and
eating behaviour; Section 4.1 discusses possible
methodologies to assess user stress, prioritising the
non-intrusive ones; in Section 4.2 we propose two
theoretical ways to tailor the text for a stressed user,
along with an example; Section 5 closes the paper
with our final considerations.

2 Related Work

Natural Language Generation has been used in the
healthcare domain in a variety of ways, with dif-
ferent aims. Since the spread of e-health, various
works have focused on automating the creation
of documents. some examples of these are clin-
ical encounters (Finley et al., 2018), chief com-
plaints (Lee, 2018) and handover reports (Schnei-
der et al., 2013). There has also been some re-
search on producing multiple texts from the same
source, as in the BabyTalk project (Portet et al.,
2008) which generated premature infants reports
for doctors(Portet et al., 2009), nurses (Hunter et al.,
2011) and parents (Mahamood and Reiter, 2011)
in Neonatal Intensive Care Unit (NICU) environ-

1PhilHumans Project page: https://www.philhumans.eu/
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ment. Another scenario in which NLG contributed
to healthcare is decision support (Binsted et al.,
1995) (Hommes et al., 2019), where the text can
help patients understand their clinical situation, and
prepare them for shared decision making (Sem-
inar, 2011) (Stiggelbout et al., 2012). The ma-
jority of these systems don’t need any personal
information about the reader because their final
purpose is purely informative. It is, however, dif-
ferent when we move to behavioural change, as
the text aims to trigger a lifestyle improvement
in the reader. In this case we’re dealing with per-
suasive communication, which is the act of com-
municating to make the reader perform certain ac-
tions or collaborate in various activities (Guerini
et al., 2011). Persuasive communication systems
can be distinguished in vertical and horizontal ap-
proaches (Maimone et al., 2018): vertical systems
tends to be specialised, hence they are very effec-
tive but harder to move between different domains,
while horizontal systems are often conceptual and
focused on domain-independent knowledge and
strategies. When persuasive communication has
to be obtained through NLG, a popular approach
is to profile the user to model the text accordingly.
This practice is known as text tailoring (Kukafka,
2005) and has shown promising results (Kreuter
and Wray, 2003). Morevoer NLG tailoring is par-
ticularly helpful, since manual text customisation is
often time-consuming (Pauws et al., 2019). NLG-
driven tailoring was tested for lifestyle improve-
ments and behavioural change in various domains.
Vertical approaches includes solutions for smok-
ing cessation (Reiter et al., 2003), driving conduct
improvement (Braun et al., 2018), diet manage-
ment (Anselma et al., 2018)(Anselma and Mazzei,
2018)(Anselma and Mazzei, 2017) and therapy rec-
ommendation (Skinner et al., 1994). Horizontal
approaches deals with more general topics, like the
key challenges and model design for behaviour
change (Oinas-Kukkonen, 2013)(Kelders et al.,
2016)(Oinas-Kukkonen and Harjumaa, 2009), ar-
gumentative persuasive communication (Zukerman
et al., 2000) (Reed et al., 1996) or the inclusion of
generic psychological traits and basic human val-
ues into the model (Ding and Pan, 2016). Finally,
there have been some attempts to partially merge
horizontal and vertical models (Maimone et al.,
2018)(Dragoni et al., 2018)(Donadello et al., 2019).
When the text must be built according to user traits,
it is important to identify the variables which could

influence not only the behaviour but also user en-
gagement. These include general psychological
tailoring techiques (Hawkins et al., 2008); user nu-
meracy, literacy (Williams and Reiter, 2008) and
domain knowledge (McKeown et al., 1993)(Paris,
1988); affect (Mahamood and Reiter, 2011). User
stress is a factor which, to our knowledge, is largely
ignored in the existing literature. Some NLG works
have considered stress, but not in a dynamic way.
Some works in tactical NLG (text which tries to
induce a certain emotional status) (Van Der Sluis
and Mellish, 2008) considered stress, but only to as-
sess the text effect. This makes sense since tactical
NLG aims to induce an emotional status instead of
detecting or managing it. BabyTalk-Family project
(Mahamood and Reiter, 2011) tried to actively tai-
lor the document by estimating stress value, but
without detecting it from the user itself. Again, the
choice is reasonable since having children in NICU
can be a traumatic experience, therefore directly
asking questions about stress could be intrusive and
dangerous. Beside these boundary cases we argue
that stress-based tailoring is of primary importance
as stress has been shown to significantly impact in-
dividual reading skills (Rai et al., 2015)(Peng et al.,
2018), potentially causing temporary difficulty in
understanding the given text. Therefore stress data
can be exploited to guide the tailoring process with
precious hints on how to re-realise the text. This
motivates researching how user stress assessment
can be done in the least intrusive way.

3 A real world example: NeuroFAST

Before going into the details of how stress-based
tailoring could be achieved, we want to introduce
some preliminary evidence that stress does mat-
ter and can influence user behaviour. We ex-
ploit a dataset which is derived from the EU-
funded project NeuroFAST2, regarding the socio-
psychological forces that could influence eating
behaviour. Our dataset (Malone et al., 2015) con-
tains a detailed food diary for 413 different workers,
together with a “Daily Hassles” questionnaire in
which the participants noted stressful events. Each
entry is scored in a range between 0 and 4, with a
higher score indicating a higher stress level. For ex-
ample, we can find an individual that put “Caught
in a traffic jam on the way to work” as a daily has-
sle. This resulted in a score of 2/4. We analysed the

2NeuroFAST project page:
https://cordis.europa.eu/project/id/245009
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dataset to test the following hypothesis: does stress
influence workers’ diet? This is not a novelty in
healthcare, as different studies linked stress to eat-
ing disorders (Scott and Johnstone, 2012)(Torres
and Nowson, 2007)(Puddephatt et al., 2020)(Riffer
et al., 2019) but we still provide an additional, post
hoc, analysis on said data to show a concrete exam-
ple. Additionally, even if the original study was not
meant to inspect such correlation, both data were
readily available, making it possible to inspect it.

3.1 NeuroFAST stress analysis

To test our hypotheses we extracted the data, iso-
lating the absolute calorie change for every couple
of days: this was necessary since the dataset it-
self doesn’t provide any kind of dietary goal (such
as the daily calorie target) and hence we could
only calculate how each participant energy intake
changed during the week. This gave use 1410 data
points, each one represented as a pair in which
the first element is the absolute energy shift (how
much did the intake increase/decrease compared
to the previous day?) and the second one is the
daily stress score. Overall, the dataset contained
only one week worth of data for each worker, so
we couldn’t further inspect their eating behaviour.
We also had to cut out some participants cause they
didn’t fill in the “Daily Hassles” form. Now we
proceed to show the results of our statistical analy-
sis, to test whether stress does affect individual diet
or not. It must be considered that a higher stress
score doesn’t necessarily imply overeating: peo-
ple react differently to stress (some will eat more,
other will eat less) and that’s another reason why
we calculated the absolute calorie change. For the
first analysis, we looked for a correlation between
the calorie shift and some stress trends which can
occur in workers’ life. We identified four stress
patterns by comparing the score for every given
pair of days:

• Stress variation: the score changes (in-
creases or decreases) while staying positive

• Stress drop: the score drops to zero from any
given value

• Stress stasis: the score doesn’t change but
stays positive

• Stress absence: the score stays equals to zero
during the two days

Table 1: Stress trend analysis result (ONE-WAY
ANOVA)

Trend p-value

variation - absence 0.520
drop - absence 0.886

stasis - absence 0.0317
drop - variation 0.326
stasis - variation 0.722

stasis - drop 0.052

By defining these patterns we were able to check
if a particular stress trend could be related to a
calorie shift. We ran a one-way ANOVA which
showed statistically significant difference in the
distributions (p ≈ 0.008; F-value = 3.9; Df = 3;
η2≈ 0.008). An additional Tukey Honestly Signifi-
cant Difference (HSD) test revealed that the only
statistically significant difference was between the
Stress Absence and Stress Stasis trends (-tbfp ≈
0.031). In other words, there was a significant
difference in how people ate when they were con-
sistently stressed during the weeks compared to
when they weren’t stressed. The analysis results
are summarized in Table 1.

For the second analysis we considered a simpler
scenario: we aggregated every stress trend except
for the absence, to inspect a link between being gen-
erally stressed in any possible way or calm and the
calorie shift. In this regards we ran a Welch Two-
Sample T-Test which gave us a significant result (p
≈ 0.046). We want to remind that the analysis we
ran is a post-hoc one: original experiment wasn’t
mean to test our hypotheses. Hence our results
can only be taken as an hint that stress could have
influenced participants’ eating habits.

4 Stress-based tailoring

We now proceed to detail a hypothetical way to
tailor a text-based on user stress. To do so we do
stay in the dietary domain and consider produc-
ing a diet-coaching report by using NLG. To do
so, we take into consideration our previously pro-
posed architecture for dynamic tailoring in health-
care (Balloccu et al., 2020), which we summarise
in Figure 1. The framework is designed to extract
data regarding user diet, then produce a text which
is tailored by taking into account both general tai-
loring techniques and user individual traits. What
we do in here is to formulate a theoretical way to
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enrich the tailoring logic with details about the user
stress which will guide the size and content of the
final text.

4.1 Assessing user’s stress

As a first step, we must determine whether the
user is stressed and find a measure for this data:
this is a major challenge, as it should be done in
the most reliable and least intrusive possible way.
Detecting stress is usually pursued through two
different tools: body sensors and self-assessment
tools(Plarre et al., 2011). Intrusion-wise, sensors
are the least desirable approach: since our target
is to deliver a report with a high frequency, it is
unrealistic to expect the user to wear detection de-
vices daily. Even if the high-frequency constraint is
omitted, sensors tend to be reliable in controlled en-
vironments only (Healey and Picard, 2005)(Madan
et al., 2011)(Plarre et al., 2011), as they tend to
struggle to distinguish stressful events from normal
activities which alter user’s psychophysical condi-
tion (like sports activities). On the other hand, self-
assessment tools typically involve questionnaires
like DASS-21 (Lovibond and Lovibond, 1995) or
PANAS(Watson et al., 1988). Such tools can pro-
duce an estimation of users’ stress related to a rela-
tively short period (a week for example). Moreover,
it could be even possible to assess daily stress: this
would make the system capable of tailoring the text
“on the fly”, potentially fine-tuning the text details
every single day. A possible way to address daily
stress is, for example, the “Daily Hassles” form
that was used in NeuroFAST project. However,
measuring stress every day reduces self-assessment
tools reliability, and reduces their validity to some
specific scenarios (Adams et al., 2014) only. Fi-
nally, it must be considered that forcing the user to
fill a form every single day could end up being a
stressful operation as well. From a discussion with
experts from NeuroFAST project, it turned out that
the stress values were collected by using a mix of
sensors and forms, an experience which the medi-
cal staff itself described as potentially stressful for
the participants, especially when they were shift
workers.

4.2 Enriching user tailoring with stress

Given what has been said until now, we proceed to
formulate two key parameters on top of which the
tailoring will take place:

Figure 1: Original framework architecture

• Complexity: this involves both the length and
terminology of the given text. There have
been proofs that stress does impact on work-
ing memory (Rai et al., 2015)(Peng et al.,
2018). This means that being stressed po-
tentially influences reading skills. Address-
ing this scenario can be done by delivering a
shorter text and simplifying complex termi-
nology, in line with previous work (McKeown
et al., 1993)(Paris, 1988).

• Affect: when dealing with stressful events,
like work or personal problems, (Scott
and Johnstone, 2012)(Torres and Nowson,
2007)(Puddephatt et al., 2020)(Riffer et al.,
2019) users could feel demoralised after read-
ing a report which states they didn’t meet their
current goals. This applies well to the di-
etary domain but it might reasonably make
sense in other areas. A possible way to ad-
dress this problem is adopting an affective
tone in the text, in line with previous studies
(Mahamood and Reiter, 2011)(De Rosis and
Grasso, 1999). Omitting certain information
could be a valid option as well under some cir-
cumstances. For example (Van Deemter and
Reiter, 2018), showed how ”lying” could be
useful in the NICU environment, since pre-
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venting the child grandparents from know-
ing about negative development could have
avoided potential health issues (i.e. heart at-
tacks).

Regarding complexity, good tailoring should ad-
dress both reducing text length and simplifying the
content itself. This can be split into two comple-
mentary document planning (length) and micro-
planning (terminology) steps. This is especially im-
portant given that, even without considering stress,
patients typically struggle to understand complex
medical language (Elhadad, 2006)(Zeng-Treitler
et al., 2008). We leave terminology simplification
as future work and focus, for now, on obtaining
a shorter text. We do consider an output example
from our system (Figure 2), which informs the user
with some weekly insights about his/her diet. The
text itself is lengthy, hence we try to shorten it to get
an immediately understandable content. To do so
we remove superfluous information which doesn’t
contribute to giving the user facts about their diet.
A hypothetical result is showed in Figure 3. The
text is now around a quarter of its original length
but delivers the same information (i.e.: calories
and nutrients). Potentially traumatic information
was removed, like adverse effects, and some of the
tailoring techniques got lost during the shortening
phase: these include both psychological practices
(Hawkins et al., 2008) and user choices like adverse
effects. We argue that, by sacrificing a bit of cus-
tomisation, we’re gaining a lot of readability which
is a critical parameter when the user is stressed.
Moreover, the majority of user choices are still be-
ing kept. It is, however, fair to underline that the
system should offer the user the chance to see the
original uncut text, to access the omitted details. It
is now necessary to re-introduce the affective bits
inside the text as stated before: despite the new
text being much faster to be read in terms of length,
it sounds quite cold compared to the original one.
Therefore we re-insert some motivational frames
without being redundant and with the primary tar-
get of keeping the text short and simple. A mockup
with an affect component can be seen in Figure
4: the improved strategy is pretty much the same
we originally adopted (Balloccu et al., 2020) and
focuses on lowering the weight of bad news and
encouraging the user to pursue their goals (which
were re-introduced into the text). Overall the text
is still significantly shorter than the original one.

Hi Paul, this is your weekly diet report. You
told us that you want to lose weight and gain
self-confidence. So we wrote this to help you out.

You did a great job on calories; you had
some problems with sugar and sodium.

Going a bit deeper, Monday was your best
day! Your calories were about perfect then. Friday
gave you some problems, as you ate about a third
more than what you should.

Your sugar consumption is around twice
more than what it should be, and much of it came
from Coca Cola. We know it’s hard to change what
you eat, but sugar excess is bad for your health
and can cause pale skin, anxiety and fatigue. Try
having less sugary foods as it would turn in weight
loss, less dental plaque and more energy.

Your sodium consumption is around half
more than what it should be. A lot of it came
from Pringles chips. Keep in mind that sodium
excess can lead to nausea, headache and seizures.
Less salty foods mean memory improvement, less
bloating and lower blood pressure.

Paul, we came up with some suggestions
based on your needs. Regarding sugar, you could
replace sugary drinks with tea or coffee. Also,
sodium will be lower if you avoid salty snacks and
opt for fruits instead.

Figure 2: Starting text

Hi Paul, calories were good this week, especially
Monday, but you had problems on Friday. Nutrient-
wise, you had around twice more than your sugar
target (cut a bit on Coca-Cola) and around a half
more sodium than what you should get (try reduc-
ing chips).

Figure 3: Reduced example

Hi Paul, this week you did a great job on calories,
especially Monday. You had some problem Friday:
we’re sure that next week will be better! Nutrient-
wise, you had around twice more than your sugar
target (cut a bit on Coca-Cola) and around a half
more sodium than what you should get (try reduc-
ing chips). Changing what you eat is a long path,
keep up will succeed in losing weight and gaining
self-confidence!

Figure 4: Reduced example + affect
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5 Conclusion and future developments

In this short paper, we highlighted the importance
of addressing user stress when performing text tai-
loring. To the best of our knowledge there’s not a
single system which tries to use stress as a variable
to tailor textual generation. We think that ignoring
this factor prevents current systems from reaching
a further step towards user engagement, especially
in the domain of behavioural change, as stress does
impact both reading capabilities and user motiva-
tion. We showed a real-world case in which stress
does matter, the NeuroFAST project: our post hoc
statistical analysis hints at the fact that the work-
ers who took part into the experiment changed
their diet significantly when stressed. This result is
aligned with previous well-known evidence which
state that diet and stress are linked. We then took
our previously proposed framework, which dynam-
ically tailors the user to communicate health data,
and enriching its components to exploit stress value
as an additional tailoring parameter. By doing so,
we showed a few preliminary ideas on tailoring
text based on the stress level. The new tailoring
logic is mainly achieved by reducing the text size,
hence drastically reducing the information deliv-
ery time, and enforcing its affective component to
counterbalance the lack of motivation which stress
can cause when following a diet.

5.1 Implementation

Given that this is a work-in-progress project and
all of the given examples are mockup (no compu-
tational steps or formal definition of the problem
were given, as this paper is purely conceptual), we
intend to proceed to work on this thematic, includ-
ing the implementation of a proper stress-based
tailoring system to evaluate its effectiveness. More-
over, the proposed text lacked terminology simpli-
fication, a phase which is particularly important
in healthcare, where the patient often ignores the
meaning of medical terminology. Along with an
actual system implementation, it is in our interest
to design an evaluation framework, which could
help us get a realistic idea of the tailoring strategy
effects. This would also include considering and
inspecting all of the ethical challenges that comes
when working with stressed people.

5.2 Exploring different domains

We focused on the dietary domain, but we remind
that behaviour change is a vast domain and we’re

looking forward applying stress-based tailoring in
different areas: at the moment we believe that sleep-
ing apnea therapy (CPAP) could take great advan-
tage of this technique as sleep deprivation is in-
deed a stressful event and tailored text showed to
be a promising tool in increasing therapy adher-
ence(Tatousek, 2016). Overall we do hope that
this work raised some interesting research ques-
tions around a variable which is, as for now, not
considered in NLG and user-tailoring.
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Abstract

In this work we overview some of the contri-
butions regarding the use of Fuzzy Logic in re-
ferring expression generation. We also discuss
recent advances that can help to overcome the
arguments in the literature against the use of
Fuzzy Logic in Natural Language Generation.

1 Introduction

Different types of vagueness are present in natu-
ral language employed for human communication
(van Deemter, 2010). In this paper we are con-
cerned with the kind of vagueness related to con-
cepts, words, and linguistic expressions that allow
for borderline cases in which fulfilment is not clear
(van Deemter, 2010). This kind of vagueness can-
not be properly represented and managed using
classical logics, hence alternative tools are neces-
sary (van Deemter, 2010). A widely employed tool
for dealing with this kind of vagueness is Fuzzy
Logic (Kacprzyk and Zadrozny, 2010).

Fuzzy Logic has been used in Natural Language
Generation (NLG) for different purposes (Marı́n
and Sánchez, 2016; Ramos-Soto et al., 2016): mod-
eling the semantics of concepts and expressions, un-
certainty representation and quality measurement,
among others. In this paper we focus on the use
of Fuzzy Logic for the aforementioned purposes
in the setting of referring expression generation
(REG), one of the crucial tasks of NLG (Gatt and
Krahmer, 2018). We also briefly discuss recent con-
tributions that enlarge the available Fuzzy Logic
toolbox with new capabilities, solving some issues

1Corresponding author: Gustavo Rivas-Gervilla. Authors
appear in alphabetical order. This work has been partially
supported by the Spanish Ministry of Science, Innovation and
Universities and the European Regional Development Fund -
ERDF (Fondo Europeo de Desarrollo Regional - FEDER) un-
der project PGC2018-096156-B-I00, and by the Spanish Min-
istry of Education, Culture and Sports grant FPU16/05199.

that have been argued in order to disregard the use
of Fuzzy Logic in NLG.

2 Referring expression generation

Given a set of objects O with properties in P , and
given o ∈ O, the objective of the REG task is
to provide a linguistic expression able to iden-
tify o within O. It is usual to distinguish two
steps in REG: extraction and expression (Marı́n
and Sánchez, 2016). In the first one, the seman-
tics of the referring expression is represented by
means of some knowledge representation formal-
ism, typically a formal logic. In the second one,
an appropriate sentence in natural language is pro-
vided.

In this paper we are concerned only with the ex-
traction phase in which, in its most basic form, a
referring expression is a conjunction of properties
in P , usually represented by the set of properties
that appear in that conjunction. More general struc-
tures can be employed involving negation and dis-
junction, as well as generalized quantifiers. Other
generalizations to the problem are the reference
to sets of objects, the use of relational properties
represented by mathematical relations between ob-
jects, the use of collective properties defined for
sets of objects, and the use of gradual concepts
(Krahmer and Van Deemter, 2012). The latter are
the object of our interest here.

3 Vagueness in words and linguistic
expressions

Vagueness due to borderline/intermediate cases ap-
pears typically because of the use of gradual con-
cepts in language2. One example is the concept
large regarding the size of an object since, within

2The terms gradual or fuzzy are the usual ones in the Soft
Computing area for this kind of properties. The term gradable
is also common in the literature (van Deemter, 2016).
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the set of all possible sizes, some values match the
concept large, some others do not match the con-
cept at all, whilst the rest are intermediate cases
that match the concept to a certain extent. Hence,
fulfilment of a concept becomes a matter of degree.

Gradual concepts are products of the human
mind and abound in human language and commu-
nication. As a consequence, they are of primary
interest in Artificial Intelligence, particularly when
it comes to developing systems for linguistic inter-
action with humans. One crucial problem is how to
represent the semantics of such concepts. It is well
known that crisp sets are not well suited for that
purpose, since elements either fully belong to the
set or to its complement. The only way to represent
the semantics of large using a crisp set is by giving
a size threshold above which large holds. However,
this solution gives counterintuitive results, since a
small variation in size near the threshold is enough
to turn a large size into a non-large one when, in
fact, both sizes may be even indistinguishable. In-
deed, when asked about whether something is large,
humans do not always provide a yes/no answer, but
expressions like “more or less”, “so-so”, etc. that
cannot be represented by a crisp set. Another exam-
ple is the definition of the concept heap, leading to
the classical Sorites Paradox (van Deemter, 2010).

Fuzzy Logic is recognized as a suitable tool
for representing the semantics of gradual concepts
(Rosch, 2013). A fuzzy set F assigns a fulfilment
degree in [0, 1] to each value of the domain X
where the concept is defined, by means of a mem-
bership function µF : X → [0, 1]. This way, the
semantics of large can be represented by means
of a continuous function on the set of sizes, in
which “small” differences in size produce “small”
differences in membership. That is, the transition
from being large (1) to not being large (0) becomes
gradual, allowing to represent intermediate cases
intuitively by assigning them degrees in (0, 1).

Atomic gradual concepts like large can be com-
bined to form derived gradual concepts, by means
of logical connectives. One of the particularities
of Fuzzy Logic is that different operators can be
used in order to compute the membership function
of derived properties: a wide range of t-norms for
intersection, t-conorms for union, and fuzzy nega-
tions for complement are available. Other kind of
derived gradual concepts can be obtained from the
application of linguistic hedges that modify the se-
mantics of concepts. The semantics of such derived

concepts (like very large) are obtained by means of
a composition of a function associated to the hedge
(very, a typical function being very(x) = x2) and
the membership function representing the seman-
tics of the concept being modified (large).

Gradual concepts can be also employed to form
more complex expressions called protoforms, that
are one of the main objects of study of the Comput-
ing with Words (CW) area (Zadeh, 1999; Kacprzyk
and Zadrozny, 2010). Fulfilment of protoforms
is also gradual, degrees in [0, 1] being “computed”
from the semantics of the concepts involved.

Protoforms can be expressed linguistically, a
paradigmatic example being quantified statements
like “most of the large animals are slow”, which is
a particular instantiation of the protoform “Q of D
are A”. In this protoform, Q is a gradual quantifier
(most in our previous example) with semantics rep-
resented by a fuzzy set µQ : [0, 1]→ [0, 1] assign-
ing fulfilment degrees of the quantifier to percent-
ages in [0, 1]. For instance, a particular semantics
of most is given by the following continuous and
piecewise-linear function:

Q(x) =





0 x ≤ 0.5
4x− 2 0.5 ≤ x ≤ 0.75
1 0.75 ≤ x

(1)

On its turn, both D and A are fuzzy subsets of
the same set X (animals), induced by gradual con-
cepts (large and slow, respectively). Techniques for
computing the fulfilment degree of such sentences,
including more complex sentences involving gen-
eralized quantifiers, are available (Delgado et al.,
2014; Dı́az-Hermida et al., 2018).

Graduality can appear in combination with other
sources of uncertainty in protoforms, like proba-
bility (Zadeh, 1999). Besides, gradual concepts
can be used for different purposes in protoforms.
A particular case is the possibilistic use, in which
gradual concepts are employed as restrictions rep-
resenting the available knowledge. An example of
instantiation of such protoforms is “John is old”,
where we lack some knowledge about the actual
age of John, but we know it to be restricted to
the set of ages that match the gradual concept old,
membership degrees representing our preference
for some ages against others if we had to guess.
Note the difference with “I like old cars”, in which
the same gradual concept appears under a veristic
use and, contrary to the previous case, there is no
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uncertainty (the expression claims that I like every
old car, membership degrees corresponding to the
degree to which I like every car because of its age).

Let us remark that fulfilment of certain proto-
forms can be computed from other protoforms us-
ing rule-based inference, among other kind of rea-
soning, like in granular linguistic models of phe-
nomena (Triviño and Sugeno, 2013).

The use of fuzzy sets has been discussed specifi-
cally for REG in (Gatt et al., 2016), where some of
the properties in P are assumed to be gradual. As
a consequence, features like referential success of
referring expressions become gradual, as we shall
discuss in the next section. Though in (Gatt et al.,
2016) only conjunctions of atomic properties are
considered, it is immediate to extend the discus-
sion to both derived properties and protoforms like
those discussed before, for instance under a pos-
sibilistic use of gradual concepts (Gatt and Portet,
2016; Marı́n et al., 2019). The case of quantified
statements is also particularly interesting in REG,
as it has been shown by using crisp generalized
quantification in (Ren et al., 2010).

4 Vagueness and measures

Quality assessment is a fundamental question in
any intelligent system, Data2text systems (includ-
ing REG approaches) not being an exception. Qual-
ity assessment models are necessary for two fun-
damental reasons: (i) they must guide searching
processes and (ii) they must allow the results ob-
tained to be evaluated and compared (Bugarı́n et al.,
2015b,a).

The look for quality models is not trivial because
they are usually context-dependent and combine as-
pects that, in many cases, turn out to be subjective
and interdependent/conflicting: it is necessary to
obey the user’s preferences in the context the sys-
tem is executed (Marı́n and Sánchez, 2016). In gen-
eral, it is a multidimensional problem that requires
multi-objective optimization algorithms (Castillo-
Ortega et al., 2012).

An important part of the mentioned quality mod-
els focuses on the definition of measures that allow
to assess different aspects of quality with values in
[0, 1], even when gradual concepts are not involved.
For example we can consider:

• The accuracy, that is, the degree of fulfillment
of the expression by the target object set. We
have discussed about accuracy of gradual con-
cepts and protoforms in the previous section.

• The brevity, that is, minimizing the length of
the expression. Brevity can be measured in
[0, 1] when length is divided by the maximum
possible length.

• The salience, related to how easy is to per-
ceive the properties employed in the expres-
sion. In general, more salient expressions are
preferred by users.

As can be seen in these three examples, measures
can be gradual, particularly –but not necessarily–
in the presence of gradual properties. Fuzzy Logic
provides both mechanisms to solve the problem of
symbol grounding and an extensive prior knowl-
edge in the form of a wide variety of well known
fuzzy measures, which can be used as a basis for
measuring such quality related aspects.

In the case of referring expressions, the case of
referential success deserves special mention. In a
crisp environment, referential success can be con-
sidered as an inherent quality of a referring ex-
pression since it makes no sense to use a referring
expression lacking referential success. However, in
the presence of gradual properties, determining the
referential success is also a matter of degree (Gatt
et al., 2016): referring expressions with a high de-
gree of referential success are then searched, prefer-
ably the best for each target set.

As we have previusly mentioned, Fuzzy Logic
permits defining gradual measures of referential
success. For example, in (Gatt et al., 2016), a defi-
nition of referential success based on accuracy is
proposed, measuring to what extent the accuracy
occurs in the target set whilst it does not occur in
the other distractors. Referential success measure-
ment is also a clear example of how the broad back-
ground in measures of Fuzzy Logic can be useful
for solving problems in the REG field. For example,
studies can be found in the literature (Marı́n et al.,
2016b, 2017a, 2018b) which show that referential
success can be assessed using the well-known mea-
sures of specificity of Fuzzy Logic (Yager, 1982).
In (Gatt et al., 2018) interested readers can find an
experimental analysis with users regarding a va-
riety of specificity based measures of referential
success.

Additional measures have to be considered in
the possibilistic setting mentioned in the previous
section. Consider, for example, datasets in which
we find objects satisfying a property among a given
set of properties, but not knowing exactly which

73



one. The presence of this type of uncertainty in the
information is usually translated into uncertainty
in the set of objects that satisfy a given expression.
In (Marı́n et al., 2019) a novel fuzzy set based
approach to this problem can be found, where inno-
vative notions like possible referent and necessary
referent of an expression are defined and used as
basis for a gradual measure of referential success.

In addition to quality measures of final refer-
ring expressions, other fuzzy measures have been
proposed for guiding the REG process, such as
measures of discriminatory power, for example by
means of index-type specificity measures (Marı́n
et al., 2017b), among others.

5 Discussion

Different arguments have been put forward against
the use of Fuzzy Logic in modeling and reasoning
with concepts in REG and NLG in general.

Fuzzy Logic was deemed unsuitable for repre-
senting and dealing with gradual concepts (Osher-
son and Smith, 1981). Recent work has shown that
such claims are erroneous, mainly due to misunder-
standings and misconceptions such as using a set
theory as a theory of concepts, (Belohlávek et al.,
2009; Belohlávek and Klir, 2011; Rosch, 2013).
Such use is wrong since, though derived concepts
can be obtained by using Fuzzy Logic operations,
not every complex concept allows to obtain its se-
mantics by operations on sets, requiring specific
modeling of their membership functions instead.

Defining appropriate membership functions rep-
resenting the semantics of gradual concepts is
a complex problem because of subjectivity and
context-dependence (Cadenas et al., 2014), among
other reasons (van Deemter, 2010). This has been
employed as an argument against using Fuzzy
Logic as well. However, the same can be said of
using crisp sets; for instance, the definition of con-
cepts like large using crisp sets requires to define
subjective and context-dependent thresholds, the se-
mantics of such models being much more sensitive
to small changes on thresholds than when using
Fuzzy Logic. In general, the symbol grounding
problem is shared by every knowledge representa-
tion formalism (Harnad, 1990).

Fortunately, more and more techniques for ap-
propriately solving this problem in different set-
tings are available in the literature, see (Chamorro-
Martı́nez et al., 2017; Ramos-Soto et al., 2019) for
recent proposals, the second one in relation to REG.

Also related to REG is the proposal in (Marı́n et al.,
2018a), in which the context-dependent semantics
of terms like large, medium, and small – interpreted
as the largest, etc. (van Deemter, 2006) – are au-
tomatically calculated according to the collection
of size values of the objects in the context, without
requiring the intervention of humans beyond fixing
once and for all the axioms that the models must
satisfy. A similar idea has been employed for mod-
eling the semantics of crisp contextual properties
in (Fernández, 2009).

Regarding operations and reasoning, the avail-
ability of different ways for performing usual set
operations with fuzzy sets and the fact that they
are truth-functional (which imply that no Fuzzy
Set Theory is a Boolean algebra) has been pointed
out as a disadvantage (van Deemter, 2010). The
recent development of level-based representations
(RLs) as an alternative to fuzzy sets can solve this
problem (Dubois and Prade, 2008; Sánchez et al.,
2008, 2012; Martin, 2015). RLs have been used in
REG (Marı́n et al., 2016a).

The approach in (Sánchez et al., 2012) rep-
resents gradual concepts by means of functions
ρ : (0, 1] → 2X instead of fuzzy sets, going be-
yond Fuzzy Logic in several respects:

• Every classical set operation is extended to
the gradual case uniquely in a non-truth func-
tional way by performing the operation in
each level of (0, 1] independently, keeping all
Boolean properties.

• Fuzzy sets are employed as input (by using
α-cuts) and output (measuring membership)
only. This way, the understandability and
modeling resources of fuzzy sets and the al-
gebraic properties of RLs operations are com-
bined into RL-systems that solve some of the
drawbacks associated to fuzzy reasoning.

This discussion leads us to believe that Fuzzy
Logic, Computing with Words, and RL-systems
can help in dealing with graduality/uncertainty in
REG and other NLG tasks.
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