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Abstract
We present the first study on the post-
editing (PE) effort required to build a
parallel dataset for English-Manipuri and
English-Mizo, in the context of a project
on creating data for machine translation
(MT). English source text from a local
daily newspaper are machine translated
into Manipuri and Mizo using PBSMT sys-
tems built in-house. A Computer Assisted
Translation (CAT) tool is used to record
the time, keystroke and other indicators
to measure PE effort in terms of temporal
and technical effort. A positive correlation
between the technical effort and the num-
ber of function words is seen for English-
Manipuri and English-Mizo but a nega-
tive correlation between the technical effort
and the number of noun words for English-
Mizo. However, average time spent per to-
ken in PE English-Mizo text is negatively
correlated with the temporal effort. The
main reason for these results are due to
(i) English and Mizo using the same script,
while Manipuri uses a different script and
(ii) the agglutinative nature of Manipuri.
Further, we check the impact of training
a MT system in an incremental approach,
by including the post-edited dataset as ad-
ditional training data. The result shows an
increase in HBLEU of up to 4.6 for English-
Manipuri.

1 Introduction
In our increasingly globalized world, commu-
nication plays a vital role and with it, demand
for translation between different languages is
on the rise. Despite much progress, machine
translation (MT) on its own may not always
be sufficient to meet the demand. MT out-
put may sometimes be erroneous and needs to
be checked and corrected. The use of transla-
tion technology such as MT systems, transla-

tion memories (TM) and CAT tools can boost
translation productivity (Koehn, 2009; Plitt
and Masselot, 2010). However, limited num-
bers of professional translators for a language
pair can be a major challenge, especially for
low resource languages.
Raw MT output is not always exempt from

errors. Often post-editing MT output (where
a human translator reviews and where re-
quired corrects MT output) is the most pro-
ductive approach to translation. PE effort is
the amount of effort required to generate a
reasonable target text from MT output. Fol-
lowing Krings (2001) PE effort can be subdi-
vided into temporal effort, technical effort
and cognitive effort. Temporal effort rep-
resents the overall time taken to complete a
PE task. Technical effort can be measured
tracking keyboard and mouse interactions, in-
cluding insertion, deletion, mouse movement,
etc. Cognitive effort (considered the most dif-
ficult to measure) involves mental effort such
as reading and understanding the text, identi-
fying errors, and the decision making process
towards correcting errors.
To date, PE research has mainly concen-

trated on a few well-studied languages. In
this work, the same source data in English are
machine translated to low resource languages
to carry out a PE task. The dataset used in
the experiment consists of news articles col-
lected from a local daily newspaper, Imphal
Free Press1 in Manipur, a Northeastern state
of India with a population of around 3 mil-
lion2 and a geographic size of 22,327 sq. km.
The collected news corpus is originally in En-
glish and then machine translated into three

1https://ifp.co.in/
2http://censusindia.gov.in
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English Manipuri Mizo Hindi
SVO SOV OSV SOV
Roman Bengali Roman Devanagari

Table 1: Typological Word Order and Script of
Languages in the Study.

Acronyms: O = Object, S = Subject, V = Verb.

target languages Manipuri, Mizo and Hindi re-
sulting in three parallel datasets. The basic
word order of the languages involved in our
experiment along with their scripts are listed
in Table 1.
We conduct a study on the PE effort re-

quired to produce reasonable target text in
English-Manipuri and English-Mizo. As there
is no commercially available machine transla-
tion system for these two languages, for com-
parison we also studied English-Hindi PE ef-
fort on commercial MT output on the same
dataset. Two levels of PE are generally distin-
guished: light and full. For our experiments,
we instruct our post-editors to carry out light
PE to achieve the desired level of output qual-
ity. With various PE effort indicators com-
puted using the data captured from the CAT
tool, we carry out an experiment to measure
the PE effort for English-Manipuri, English-
Mizo and English-Hindi MT systems. Lexical
words and function words are observed to have
a different impact on the PE effort on the MT
output for the three language pairs. We also
carry out an experiment to test the impact of
training a machine translation system for the
low resource language pairs English-Manipuri
and English-Mizo in an incremental manner,
i.e. by adding the PEed dataset to the origi-
nal MT training data. The rest of the paper is
structured as follows: Section 2 reviews previ-
ous research, Section 3 desrcibes the PE task
and the human PEers, Section 4 presents our
approach and system set up. Section 5 details
our findings. Section 6 summarizes our main
results and avenues for further research.

2 Related Work

Early studies on the correlation between PE ef-
fort and various aspects of PE include O’Brien
(2005). O’Brien studied the temporal, tech-
nical and cognitive effort involved in PE
by analyzing keyboard-data using Translog

and Choice Network Analysis (CNA). Several
studies investigated bi-lingual PE and mono-
lingual PE. In bilingual PE (Zampieri and
Vela, 2014) post editors have access to the
source text, while in monolingual PE (Nitzke,
2016) MT output is edited without the source
text. Zampieri and Vela (2014) studied the
use of TMs generated by MT output and their
effect on human translation. The authors
reported a significant increase in translation
speed while using the TM as compared to
translating from the scratch.

Similarly, Toral et al. (2018) show that post-
editing an MT dataset involves less effort than
translating from scratch. Post-editing MT out-
put increases the productivity of the transla-
tors. Zaretskaya et al. (2016) examine var-
ious types of MT errors and the challenges
they present for PE. Burchardt et al. (2013)
compile a corpus consisting of English to Ger-
man translation generated by different types
of MT systems. The dataset is then annotated
for translation errors using the MQM error ty-
pology, with only one error in each sentence.
As the dataset is already annotated, the post-
editors could skip the effort of identifying the
errors and concentrate only on the highlighted
error text segment in the PE process. Focus-
ing on how PE effort changes with the differ-
ent types of MT errors, the authors reported
a weak correlation between PE time and PE
effort. The authors also report that no direct
dependency was found between the temporal
and technical PE effort. Investigating the var-
ious types of PE operations for French to En-
glish and English to Spanish translation out-
puts, Popovic et al. (2014) reported lexical ed-
its as the main factor in PE time.

Koponen et al. (2012), study the cognitive
effort of post-editing MT output based on
measuring PE time and HTER (Snover et al.,
2006). HTER (Human-targeted Translation
Edit Rate), is an automatic metric that com-
putes the minimum number of edits required
to change MT output into the post-edited ver-
sion. The authors reported that the absolute
PE time increases with the number of print-
able keystrokes and sentence length while sec-
onds per word remain relatively constant. De-
spite the fact that HTER captures the dif-
ference between the final translation and raw
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MT, it does not disclose much of the time and
keystroke effort required to produce the final
result. A similar study is also reported by
Moorkens et al. (2015) where the human (or
H-) variants of the reference based similarity
measure such as BLEU (Papineni et al., 2002)
is used to analyze PE effort.
Singh and Bandyopadhyay (2010a); Singh

(2013) focus on MT for English to Manipuri,
Pathak et al. (2019) on English to Mizo and
Singh et al. (2017); Meetei et al. (2019b) on En-
glish to Hindi, using different MT approaches.
But, to date there is no report on PE effort re-
quired to turn raw MT output for these target
languages into useful translations. To address
this gap in the literature, our paper investi-
gates different aspects that impact PE effort
and time spend to generate a reasonable target
text from MT into Manipuri, Mizo and Hindi.

3 Description of the PE Task

Two post-editors who are native speakers of
the target languages and also proficient with
the source language are employed for each
of the language pairs to carry out the PE
task. For English-Manipuri and English-Hindi,
the post-editors are undergraduate students
of Computer Science and Engineering and for
English-Mizo, the post-editors are postgrad-
uate students of Science. When PEing ma-
chine translated text, it is important to clearly
define what level of output quality is to be
achieved. Generally two PE levels are distin-
guished: light or complete. In our work, the
post-editors are asked to carry out light PE
with the following instructions: 1) Using the
maximum possible amount of raw MT text in
the output of PE. 2) Ensure no addition or
omission of source content. 3) Restructuring
output, where the meaning is inaccurate.

4 Methodology and Experimental
Design

We use an English language corpus collected
from a local daily newspaper as the source text.
We normalize the data in a pre-processing step.
The normalized text is then machine trans-
lated into three different target languages us-
ing different MT systems. After post-editing a
sample dataset of the machine translated text
using a CAT tool, we study the data collected

Sentences Tokens
Total Dataset, D 64976 1688440
Sample Dataset, DPE 200 5500

Table 2: Statistics of our collected dataset and
data partitioning.

from the CAT tool to analyze PE effort and
the time required to generate a reasonable tar-
get text. A pictorial representation of our ex-
perimental design is shown in Figure 1. The re-
mainder of this section details individual steps
in our approach.

Figure 1: Experimental design.

4.1 Data Collection
The dataset used in our experiment is collected
from a local daily newspaper based in Manipur,
Imphal Free Press3. The news articles are in
English. The complete dataset consists of 3770
news articles from the period July 2011 to Oc-
tober 2019 comprising 64976 sentences. We
randomly select 200 sentences (DPE) for our
PE experiment. The statistics of the dataset
and data partitioning are shown in Table 2.
The dataset is collected using a web-scrapper
built in-house.

4.2 Pre-processing
Data collected from the web is not free from
noise. The pre-processing step includes re-
moval of non-ascii special characters. Each of
the news articles in our dataset is split into
sentences using the Moses tokenizer (Koehn
et al., 2007).

4.3 Building Machine Translated
Target Text

We build a machine translated dataset using
MT systems resulting in three language pairs,

3https://ifp.co.in/
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Sentences Tokens Types
en-mn 18070 en:390141; en:27891;

mn:358947 mn:54611
monomn 131755 2798317 270998
en-mz 7500 en:86353; en:4301;

mz:87511 mz:6151
monomz 1005675 29338218 312062

Table 3: Dataset for PBSMT systems.
en : English, mn : Manipuri, mz : Mizo.

namely, English-Manipuri, English-Mizo and
English-Hindi.

4.3.1 English to Manipuri and Mizo
MT

Manipuri and Mizo are the lingua francas
of Manipur and Mizoram, two neighbouring
north-eastern states of India. Both Manipuri
and Mizo are low resource languages. Lim-
ited availability of data in Manipuri and Mizo
is one of the main reasons that hamper the
development of NLP systems for the lan-
guage. The training datasets used for train-
ing the MT system for the languages are
shown in Table 3. On the same English-
Manipuri training dataset, we first examine
the performance of MT systems trained with
Phrase Based Statistical Machine Translation,
PBSMT (Koehn et al., 2003) and the RNN-
based NMT with attention mechanism (Bah-
danau et al., 2014). The trained MT sys-
tems are evaluated on a held-out test dataset
of 900 sentences. The result shows a BLEU
score of 6.45, (34.7/9.6/3.5/1.5) on the PB-
SMT system while the NMT system achieved
a BLEU score of 0.00, (11.8/0.3/0.0/0.0). For
this reason, we use PBSMT systems for both
English-Manipuri and English-Mizo MT sys-
tems as our parallel NMT results are substan-
tially worse in these low-resource scenarios. To
build language models for the target languages,
we used the dataset in (Singh and Bandyopad-
hyay, 2010b) and (Meetei et al., 2019a) for Ma-
nipuri and Mizo respectively. mgiza4 is used to
generate the phrase table and srilm5 to build
the language model.

4https://github.com/moses-smt/mgiza
5http://www.speech.sri.com/projects/srilm/

4.3.2 English to Hindi MT
In order to translate the English dataset to
Hindi, we use Google Translate which is a Neu-
ral Machine Translation (NMT) system.

4.4 Post-editing
To investigate PE effort, we randomly select a
subset of 200 sentences from the original En-
glish data and automatically translate it into
the three target languages. We create a trans-
lation memory (TM) for each of the language
pairs to prepare the source and MT output
data for use with a CAT tool. The resulting
TMs are uploaded in a commercial CAT tool6.

4.4.1 PE effort indicators
During the post-editing process using the CAT
tool, we record post-editing logs capturing Sec-
onds per Word, Time to Edit and Post-editing
Effort for each sentence. We measure:

1. Post Editing Time (PET): Total time
taken to edit a sentence in the target lan-
guage.

2. Post Editing Effort6 (PEE): Post-editing
effort expended on the machine translated
output to produce the desired target text
per sentence. PEE is computed based
on edit distance measured in words ob-
tained using a heavily customized ver-
sion of the Levenshtein distance algorithm
(Levenshtein, 1966).

3. Seconds per Word (SpW): The PET spent
by the translator to post-edit divided by
the number of tokens of the post-edited
translation.

4. Total number of tokens (TT): Total num-
ber of tokens per sentence in the source
language.

5. Noun Words (NN): The word content that
can be used to refer to a named entity,
quality or action.

6. Lexical Words (LW): Lexical words per
sentence in the source language. Lexical
words are the essential building blocks of
a language’s vocabulary. Lexical words
are nouns, adjectives, verbs, and adverbs.

6https://www.matecat.com
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Figure 2: Distribution of Post-Editing Time (PET) for Manipuri, Mizo and Hindi

Figure 3: Distribution of Post-Editing Effort (PEE) for Manipuri, Mizo and Hindi

7. Function words (FT): Function words per
sentence in the source language. Func-
tion words are those words which are more
grammatical in nature, such as articles,
prepositions, etc. Here, FT = TT -LW .

Temporal effort is measured by the over-
all time taken PET while PEE represents the
technical effort.

4.4.2 Descriptive Statistics and
Correlation

We use mean, standard deviation as well
as box plots to capture descriptive statistics
of our datasets and results. To investigate
whether variables co-vary we measure the cor-
relation coefficient r with value between -1 to
1. A positive correlation shows the degree to
which variables increase or decrease in parallel,
while a negative correlation indicates that one
variable increases as the other decreases.

5 Results and Discussion
To measure PE effort, PE logs are collected
from the CAT tool after post-editing the raw
MT output (in Manipuri, Mizo and Hindi) of

the sample dataset, DPE . We compare the
general distribution of PET and PEE for each
of the 200 sentences in the language pairs in
the form of box plots. Mean and standard de-
viations for the rest of the source PE effort in-
dicators (TT, NN, LW, FT) and the target PE
effort indicators (PET, PEE, SpW ) are com-
puted and we investigate correlations between
indicator variables.

5.1 Statistics and Correlation
Figure 2 and 3 show the distribution of post
editing time (PET) and post editing effort
(PEE) for the language pairs investigated.
The box plots show:
• the minimum value, maximum value, first,

second, third and fourth quartile of the ex-
perimental measures. The thick line rep-
resents the median.

• Outliers: these are the values that lie be-
yond the whiskers of a box plot. Out-
liers are marked by circles or asterisks
along with their observation number. A
circle represents an outlier (a value that
appears to be outside of what is expected
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for the observations), while asterisks rep-
resent extreme outliers (a value which is
far away from what is expected).

Figure 2 shows that the PET of Manipuri
(PET_mn) deviates far from the PET of Mizo
(PET_mz) and Hindi (PET_hi). A likely
cause of this is the massive amount of post-
editing required in the output from English-
Manipuri MT system combined with time
spend on typing the Bengali script on the key-
board. Bengali scripts are used mostly by the
news reporters while for daily communication,
Roman scripts are used. To verify our findings,
the English-Manipuri post-editors typed a set
of randomly selected 50 English-Manipuri par-
allel sentences from the training corpus to mea-
sure the typing speed of Roman and Bengali
scripts. 3001 seconds are spend on typing
the English text consisting of 1153 tokens re-
sulting in an average typing speed of 2.6 sec-
onds per token. While for the Manipuri text
with 1148 tokens, 5610 seconds are spend on
typing, resulting in an average typing speed
of 4.8 seconds per token. This led our post-
editors to spend more time while post-editing
a large portion of the translated text. The
post-editing effort (PEE) for the three lan-
guages are shown in Figure 3. While the PEE
for Hindi (PEE_hi) is small, the PEE of Ma-
nipuri (PEE_mn) and Mizo (PEE_mz) are
very large with a maximum value of 100. This
shows that massive effort is required in the
post-editing task of Manipuri and Mizo result-
ing from low performance of the current state
of the art of English-Manipuri and English-
Mizo MT systems.
Mean and Standard Deviation (SD) of the

indicators in the source language (English) of
the dataset DPE are shown in Table 4. To
identify the lexical words (LW ), we POS-tag
the data using the Stanford Log-linear Part-
Of-Speech Tagger7.
Table 5 summarizes the the descriptive

statistics, mean and SD of the indicators
(PET, PEE, SpW ) for our Manipuri, Mizo and
Hindi experiments. Compared to Mizo and
Hindi, SpW for Manipuri is longer. The main
reason for this is the large portion of text post-
edited and because of the difficulty in writing
Bengali characters by the post-editors. The

7https://nlp.stanford.edu

NN LW FT TT
Mean 9.64 15.39 9.16 24.56
SD 6.06 7.51 5.28 11.85

Table 4: Descriptive Statistics of the source text
of dataset DPE .

Acronyms: NN : Nouns, LW : Lexical Words, FT :
Function words, TT : Total tokens

Mean SD
PEEmn 76.35 13.45
PEEmz 75.02 19.22
PEEhi 2.29 4.64
PETmn 400.78 378.93
PETmz 91.00 63.75
PEThi 72.48 168.14
SpWmn 16.14 13.55
SpWmz 3.51 2.57
SpWhi 2.93 6.14

Table 5: Descriptive Statistics of target text.
Subscripts- mn : Manipuri, mz : Mizo, hi : Hindi.

result in Table 5 shows a mean value ≈ 76.35
and ≈ 75.02 in the PEE for English-Manipuri
and English-Mizo dataset respectively. Much
of this is due to the current state of the art of
English-Manipuri and English-Mizo MT sys-
tems. We note that significant effort is re-
quired to improve the English-Manipuri and
English-Mizo MT system which requires a
PEE > 55 in all the cases.

5.2 Correlation
In our experiment, the correlation between PE
effort indicators is computed using Pearson’s
correlation coefficient to determine whether
there is a potential dependency between them.
The correlations among the indicators for the
three language pairs involved in our experi-
ment are shown in Table 6.
A Pearson’s r data analysis shows a signifi-

cant positive correlation between PEEmn and
FT (p<0.05, r= .16) and also between PEEmz

and FT (p<0.01, r= .27). The result also
shows a significant (p<0.01) negative correla-
tion between PEEmz and NN. The main rea-
son for the above result is because Mizo uses
the same script as the source text and the ag-
glutinative nature of the Manipuri text. In
Manipuri function words such as articles (a,
the), prepositions (on, at, in), etc. are suf-
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NN LW FT TT

PEEmn 0.041 0.088 0.162* 0.128
PEEmz -0.300† -0.066 0.274† 0.080
PEEhi 0.049 -0.065 -0.047 -0.062
PETmn 0.344† 0.407† 0.405† 0.438†

PETmz 0.620† 0.646† 0.452† 0.611†

PEThi 0.234† 0.213† 0.256† 0.249†

SpWmn -0.038 -0.067 -0.043 -0.062
SpWmz -0.100 -0.202† -0.322† -0.271†

SpWhi -0.040 -0.106 -0.105 -0.114

Table 6: Correlation of source text and target text
indicators. Note: † significant at 0.01 level of sig-
nificance. * significant at 0.05 level of significance.

HBLEU 1-g 2-g 3-g 4-g Average
MTmn 33.8 10.0 4.0 2.0 7.16
MTmz 34.8 10.7 5.5 4.0 9.48
MThi 96.5 94.0 91.5 89.2 92.78

Table 7: Evaluation against post-edited dataset
DPE .

fixed to the noun words in most of the cases,
resulting in the formation of a new word.
The PET for all the language pairs involved

is observed to be positively correlated with all
the source text indicators.
In terms of seconds per word, SpW , only the

English-Mizo pair is significantly negatively
correlated with LW, FT and TT. With an in-
crease in the number of tokens in the source
text, the average time spent per token de-
creases. A likely cause is the use of same
script.
In addition to the computation of corre-

lations between indicator variables, we also
calculated automatic MT evaluation (4-gram
HBLEU) scores between the raw MT outputs
and their post-edited versions of dataset DPE

for each language pair as shown in Table 7.

5.3 A Control Experiment
As, to the best of our knowledge, this is the
first paper to report on PE research on Ma-
nipuri, Mizo and Hindi, it is not clear how
the results obtained compare with previous re-
search on well-resourced languages. Further-
more, as the PE for Manipuri, Mizo and Hindi
did not involve professional translators, but
students who are native speakers of our tar-

get languages with excellent command of En-
glish, we conducted a control PE experiment
with German as target language and profes-
sional translator trainees at Saarland Univer-
sity. Our data consists of the same dataset
selected for the Manipuri, Mizo and Hindi ex-
periments, translated into German by DeepL8,
and PEed by seven Translation Study MA stu-
dents with native German from the English to
German translation track of the degree. We
used the same CAT tool as in our Manipuri,
Mizo and Hindi experiments and collected the
same set of measurements.
For English-German we measure mean val-

ues of 48.94 in PET and 7.14 in PEE, com-
pared to 72.48 and 2.30 for Hindi (see Figures
2 and 3). As both German and Hindi are well
supported languages (both Google Translate
and DeepL are some of the strongest perform-
ing systems for the EN-Hi and EN-DE lan-
guage pairs), this provides additional support
that the Hindi PE results we report are reliable
and properly indicative of the task. Further,
and in turn, this “anchoring” of the Hindi PE
results through the German PE results, sup-
ports our belief that the large gap between the
Hindi and with that of Manipuri and Mizo re-
sults observed in our experiments is also reli-
able, and can be traced to the fact that Ma-
nipuri and Mizo are much less well supported
by language technologies and data (here ma-
chine translation) than Hindi or German.

5.4 Training English to Manipuri and
Mizo MT systems on additional
PEed data

Further, in an effort to improve the English-
Manipuri and English-Mizo MT systems, we
train the PBSMT systems for the language
pairs in an incremental approach. We use the
PEed dataset of (DPE) for each language pair
as additional training data to retrain our PB-
SMT systems (MT -Imn and MT -Imz). We
further increase the additional training data
of English-Manipuri [DPEed-2 = 200 (DPE)
+ 656] to retrain English-Manipuri PBSMT
system (MT -I2mn) but could not acquire the
same for English-Mizo due to the lack of post-
editors. In order to check the quality improve-
ment in the translated text, we compare the

8https://www.deepl.com/
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Sentences Tokens Unique tokens
DPEed-2 856 20309 4884
DEv 50 434 293

Table 8: Dataset to retrain and evaluate MT systems. [ DEv: Evaluation Dataset ]

HBLEU 1-g 2-g 3-g 4-g Average
MTmn 21.9 4.6 0.6 0.3 2.14
MT -Imn 22.6 5.0 0.9 0.4 2.45
MT -I2mn 30.0 9.1 3.8 2.0 6.78
MTmz 47.6 20.3 9.0 3.4 11.83
MT -Imz 49.2 21.6 9.5 3.7 12.64

Table 9: Evaluation for English-Manipuri (mn) and English-Mizo (mz) MT systems on DEv.

Sentence

Source my stint as dc of tamenglong has been professionally and personally satisfying
: armstrong pame.

MTmn
ঐগী ওইনা stint মীৎেয়ং থমব্া অমিন ওফ tamenglong অিস professionally ৈল অমসুং personally arm-
strong pame satisfying :

MT -Imn
ঐগী ওইনা stint িদিস ওফ tamenglong অিস professionally ৈল অমসুং personally armstrong
pame মফমিন ।

MT -I2mn ঐগী stint তেমংেলাং িডিষ্টৰ্ক্টিক িডিস ওইনা অিস ৈল অমসুং ইশািগ ওইনা মফমিন : অরমসেতৰ্াং পােম

Reference ঐনা মতম খরা তেমংেলাংগী িডিস ওইবিস িশনফমগী ওইনা অমসুং ইশাগী ওইনা অেপনবা ফাওই : অরমসেতৰ্াং পােম

MTmz
my stint , dc te chuan tamenglong bana professionally leh personally satisfying
: armstrong pame

MT -Imz
my stint dc te an nei a , tamenglong professionally leh personally satisfying :
armstrong pame

Reference tamenglong dc ka nih chhung hian hnathawh dan leh mimal tak pawhin
hlawkna tam tak ka hmu : armstrong pame

Table 10: Sample Output of PBSMT systems.

HBLEU scores of the retrained PBSMT sys-
tems and the original PBSMT systems (MTmn

and MTmz). Table 8 and 9 summarize the
dataset used to evaluate the MT systems and
their evaluations in terms of HBLEU score.
Table 9 shows that the retrained MT systems
gives clearly better results than original MT
systems with an increase in HBLEU score of
up to 4.6. Sample outputs from the MT sys-
tems are shown in Table 10.

6 Conclusions

Using log-information gathered from our CAT
tool, an analysis of the PE effort and PE time
is carried out for three target languages: Ma-
nipuri, Mizo and Hindi with English as the
source language. To our knowledge, this is

the first PE analysis conducted on English-
Manipuri, English-Mizo and English-Hindi.
Our analysis shows that current state of the

art in commercially available MT for English-
Hindi requires small PE effort and PE time.
While MT systems for low resource languages
such as Manipuri and Mizo are under devel-
opment, MT training data for the languages
is very scarce. Using a PBSMT system built
in-house, a study on the PE effort and PE
time is carried out for English-Manipuri and
English-Mizo. Our findings show that, com-
pared to English-Manipuri and English-Mizo,
PEE is low for English-Hindi. By contrast, for
English-Manipuri and English-Mizo, the prob-
lems in MT output are far more serious requir-
ing heavy PE effort. Interestingly, while there
is a significant correlation between PEE and
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FT for the language pair English-Manipuri
and English-Mizo, there is a significant neg-
ative correlation between PEE and NN for
the English-Mizo language pair. The PEE
for English-Mizo decreases with the increase in
noun words in the source text, which might be
because of Mizo sharing the same script as the
source language. Also, a significant negative
correlation is observed between SpW and TT
for English-Mizo. This suggests that with the
increase in the number of tokens in source text,
the average time taken per word decreases for
English-Mizo. We identify MT quality as well
as script and ease of typing script as a factor
in PE effort for languages like Manipuri and
Mizo.
We also made a first attempt to address the

scarcity of a parallel training data of English-
Manipuri and English-Mizo MT by training
the MT systems in an incremental manner us-
ing additional data created by the PE experi-
ment. The result indicates an improvement of
up to 4.6 in HBLEU for English-Manipuri.
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