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Abstract
We investigate the problem of extracting
Indian-locations from a given crowd-sourced
textual dataset. The problem of extracting fine-
grained Indian-locations has many challenges.
One challenge in the task is to collect rele-
vant dataset from the crowd-sourced platforms
that contain locations. The second challenge
lies in extracting the location entities from the
collected data. We provide an in-depth re-
view of the information collection process and
our annotation guidelines such that a reliable
dataset annotation is guaranteed. We evaluate
many recent algorithms and models, including
Conditional Random fields (CRF), Bi-LSTM-
CNN and BERT (Bidirectional Encoder Rep-
resentations from Transformers), on our devel-
oped dataset named STHAL. The study shows
the best F1-score of 72.49% for BERT, fol-
lowed by Bi-LSTM-CNN and CRF. As a result
of our work, we prepare a publicly-available
annotated dataset of Indian geolocations that
can be used by the research community. Code
and dataset are available at https://github.
com/vkartik2k/STHAL.

1 Introduction

Location-based systems (Gartner) are playing a vi-
tal role in multiple applications such as navigation
services, tourist place recommendation, address
standardization and safe routes recommendation.
To implement such systems and provide location-
based services effectively, it requires to have up-
to-date information on location names and their
associated events. One relevant source for such
information is social media which is considered as
a crowd-sourced dataset. Social media has become
the most potent medium for the real-time source of
data (B. Han and Baldwin, 2014) for analysis.

The impact of social media is inevitable and mas-
sive. Many case studies reflect on why people are

∗* First two authors have contributed equally.

Figure 1: Example of a tweet having non-standard lo-
cation name

such a lot active on social platforms and share infor-
mation. This puts the means to connect anywhere,
at any time.1 Journalists also use it as a medium
of power to gain insights about the background of
various events. However, social networks enable
one to harvest recent location events; there lie vari-
ous challenges due to the platforms being general
in terms of sharing of information by individuals.
One of the challenges is to select relevant posts out
of streaming data that contain location information.
The second challenge is to extract location entities
from noisy text (Kumar and Singh, 2019) data.

Previous state-of-the-art techniques based on Ge-
olocation Prediction in Twitter (Chi et al., 2016),
Detecting Location-Centric Communities (Lim
et al., 2015) and Social Media Data Location Pre-
diction (Han et al., 2012) do not perform well in
terms of extracting fine-grained location entities in
Indian context from the crowd-source data. One
of the specific reasons for inferior performance is
the non-standardization in location naming con-
ventions. For example, it is easy to find locations
names having words such as gali, zila, village, vi-
har, nagar, gaon, etc. An example is given in
Figure 1. It demands designing of specific meth-
ods to extract location names and associated events
from crowd-source data for Indian subcontinent.
The application of this approach can help to demys-
tify the route system, telematics vehicle tracking,
and Covid tracking using crowd sourced data.

1https://www.simplilearn.com/
real-impact-social-media-article

https://github.com/vkartik2k/STHAL
https://github.com/vkartik2k/STHAL
https://www.simplilearn.com/real-impact-social-media-article
https://www.simplilearn.com/real-impact-social-media-article
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Figure 2: Process flow diagram for the location tag-
ging.

In this paper, we investigate various approaches
for named entity recognition focusing mainly on lo-
cation names. The approaches include Conditional
Random Field (CRF) (Lafferty et al., 2001), neu-
ral network-based Bi-directional Long Short Term
Memory-Convolution Neural Network (Bi-LSTM-
CNN) (Chiu and Nichols, 2016), and Bidirectional
Encoder Representations from Transformers-based
(Devlin et al., 2019) models. We improve the fine-
grained location-based approaches by fine-tuning
BERT on our annotated dataset (Arase and Tsujii,
2019). We observe a performance improvement
of ≥ 2% F1-score points in BERT-based model
compared to the other two baseline systems.

The remainder of the paper is organized as fol-
lows: In Section 2, we describe the development
of STHAL dataset and the proposed approach. We
present our experimental results and necessary anal-
yses in Section 3. Finally, we conclude in Section
4.

2 Methodology

In this section, we describe our methodology in
detail. First, we explain STHAL’s development
process, and subsequently, present our system. A
high-level diagram is depicted in Figure 2.

2.1 Dataset Development

As discussed above, the need for dataset devel-
opment is driven by the fact that there exist no2

tweets dataset to cater the requirements of location-
specific entity extraction (or NER, in general) in
the Indian context. Therefore, we collect tweet
that mentions geographical location (or address) in
India and annotates them accordingly.

2.1.1 Data collection
The collection of the dataset was divided into two
stages: keyword selection for the seed word list
and extraction of tweets for each keyword in the
seed list. We adopt the (Aref et al., 2020) method
for the collection process.

2To the best of our knowledge.

Keyword Selection In doing the research, the
first challenge was to collect comprehensive data
for the topic. We mainly focused on collecting
the data based on location irrespective of its other
attributes, such as the statement’s sentiment or the
lingual. To tackle this issue, one comprehensive
solution can be creating a list of keywords that are
concentrated on tweets and crawl using an API.

We created a set of words which was used to ex-
tract data from Twitter. We choose Covid, accident,
and road as keywords for extraction. These key-
words were then iterated with the location database
(covered in the next section) to get the required
dataset.

Data Set Collection: Among various social me-
dia handles, we choose Twitter to extract the dataset
because of its wide range of coverage. Twitter is
playing an essential role in providing public tweets
in the form of JSON document, and it includes var-
ious added fields as well such as locations, status
Etc.

We use Tweepy3, a standard Twitter API consist
of REST (Representational State Transfer) APIs
and Streaming APIs, for data collection. The REST
search API provides access to general public tweets
with other relevant information. Bulk queries were
made to extract the required information. About
250 tweets were only retrieved within the given
time frame i.e, 1st January 2020 to 31st August
2020. There was various limitation related to the
tweets mentioned in the documentation. Due to
these limitations in search API, a custom tweet
scraper was made to query the tweets for a given
time frame and iterated the keywords and location
database (about 233 locations) to get the required
database. Around 3500, tweets were retrieved.

2.1.2 Data Pre-processing
Post data collection phase, we apply a series of pre-
processing steps to clean our dataset as follows:

• Removal of irrelevant tweets: We remove
some tweets irrelevant for our case. For example,
in the tweet ‘Delhi beats Mumbai in Ranji Tro-
phy.’, the mentions of ‘Delhi’ and ‘Mumbai’ are
not referring to a geographical location; instead,
they are referring to a cricket team playing for
the two cities.

• Normalization : In general, tweets consist of
lots of noisy texts; therefore, we normalize the
3https://www.tweepy.org

https://www.tweepy.org
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Text This is the situation of Mahatma Gandhi Road , Adarsh Nagar , Delhi 33 from the last month .
Labels O O O O O B-LOC I-LOC I-LOC O B-LOC I-LOC O B-LOC I-LOC O O O O O

Table 1: An example annotated tweet following BIO (Tjong Kim Sang, 2002) scheme from STHAL dataset

tweets to remove unprintable, junk, and some
special ($, ?, Etc.) characters.

Finally, we tokenize the remaining tweets using
CMU Ark tokenizer4 for further processing.

2.1.3 Data Annotation
The annotation process involves the analysis of
each tweet in the dataset manual. We adopt BIO
notation scheme (Tjong Kim Sang, 2002) to as-
sign a tag (B-LOC, I-LOC, or O) to each token
of a tweet. An annotated example is shown in
Table 1. The tweet contains three fine-grained loca-
tions (‘Mahatama Gandhi Road’, ‘Adarsh Nagar’,
and ‘Delhi 33’) that constitute one coarse-grained
location (i.e., ‘Mahatama Gandhi Road, Adarsh
Nagar, Delhi 33’). We annotate the location at
the fine-grained level. We can observe that the
fine-grained locations are separated by punctuation
(usually, comma) marks; thus can be easily con-
structed back to the coarse-grained annotations by
assigning I-LOC to each intermediate punctuation.

The first token of each location gets a B-LOC
tags marking the begin of the location. Each subse-
quent tokens in the location get I-LOC tags reflect-
ing the intermediate positions of the location. All
non-location tokens are marked with O represent-
ing outside of the location.

Table 2 lists statistics of the STHAL dataset. In
total, it consists of 3, 411 tweets with 8, 369 loca-
tion mentions.

2.2 Model and Other Baselines
The named-entity-recognition task is a sequence-
labelling task, in which, for a sequence of n tokens
(i.e., a sentence), we expect a sequence of m tags,
where n == m. Following the similar setup, we
employ BERT (Bidirectional Encoder Representa-
tions from Transformer) (Devlin et al., 2019) archi-
tecture. To compare the goodness of BERT-based
system, we also employ two standard models for
sequence labelling task, i.e., a CRF-based model
and a Bi-LSTM-CNN (Chiu and Nichols, 2016)
architecture.

• BERT: BERT as the sequence-learner for the
automatic extraction of location mentions from
4http://www.cs.cmu.edu/˜ark/TweetNLP/

Stats Value
No. of tweets 3, 411
No. of tokens 1, 09, 162
No. of locations 8369

Avg. length of sentence 32.002 tokens
Avg. location length 2.255 tokens
Multilingual English and Romanized Hindi

Table 2: A few statistics of the STHAL dataset.

tweets. Recently, BERT has been established
as a de facto system for a variety of NLP tasks
mainly due to its excellent capability in extract-
ing the underlying semantics from the text. We
utilize a pre-trained BERT base model and fine-
tune it for the location mention identification in
tweets.

• CRF: A CRF (Conditional Random Field) (Laf-
ferty et al., 2001) is a class of discriminative
model, used for predicting sequences. It exploits
the contextual information of the input as well
as the predicted labels of the preceding tokens
for classifying the current token. The tokens are
converted into feature vectors (Quang H Pham,
2019) and are then used by the CRF for sequen-
tial labelling. We compute the following three
features for the current and previous three tokens:
surface form in lower case; a binary feature for
all caps; and a binary feature for title case.

• Bi-LSTM-CNN: The second system is a
pipeline model of Bi-LSTM (Hochreiter and
Schmidhuber, 1997) followed by a CNN layer
(Kim, 2014). We employ GloVe embeddings
(Pennington et al., 2014) model for the feature
extraction of input tokens. The hidden repre-
sentations of Bi-LSTM is fed to a CNN layer
and subsequently to the output layer for final
classification. To ensure the convoluted features
for each token, we zero-padded (Hashemi, 2019)
the input. We use 30 trigram filers followed by
max-pool (Wu and Gu, 2015) layer.

3 Experiments and Evaluation Results

We implement CRF, Bi-LSTM-CNN, and BERT
models in sci-kit-learn, TensorFlow, and PyTorch

http://www.cs.cmu.edu/~ark/TweetNLP/
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Text Check distance from Gali No . 5 , Dwarka to Subzi Mandi Old , New Delhi , Delhi - 110036 .
Gold O O O B-LOC I-LOC I-LOC I-LOC O B-LOC O B-LOC I-LOC I-LOC O B-LOC I-LOC O B-LOC I-LOC I-LOC O

A
CRF O O O O O O O O O O B-LOC I-LOC I-LOC O B-LOC I-LOC O O O O O
B-CNN O O O B-LOC O O O O O O O O O O B-LOC I-LOC O B-LOC O O O
BERT O O O B-LOC I-LOC O O O B-LOC O B-LOC I-LOC I-LOC O B-LOC I-LOC O B-LOC O I-LOC O

B
CRF O O O B-LOC I-LOC I-LOC I-LOC O B-LOC O B-LOC I-LOC I-LOC O B-LOC I-LOC O B-LOC O O O
B-CNN O O O B-LOC I-LOC I-LOC I-LOC O B-LOC O B-LOC I-LOC I-LOC I-LOC I-LOC I-LOC O B-LOC I-LOC I-LOC O
BERT O O O B-LOC I-LOC I-LOC I-LOC O B-LOC O B-LOC I-LOC I-LOC O B-LOC I-LOC O B-LOC I-LOC I-LOC O

Table 3: A qualitative analysis of the obtained outputs for two setups, A and B. We make two observations: a)
Training on dataset with Indian addresses and locations help; and b) BERT yields better outputs (it correctly
identifies all five instances of location mentions in setup B) compared to the other two baselines. Red text marks
misclassifications.

libraries, respectively. For the evaluation, we uti-
lize CONLL-2002 evaluation script5 for computing
the precision, recall, and F1-score for the location
mentions. In all the experiments, we randomly split
our annotated dataset, STHAL, into 75:25 ratio for
the train and test sets. Moreover, to establish our
hypothesis that the exiting NER datasets do not
adapt well to the location identifications for the
Indian context, we conduct our experiments in two
setups.

• Setup A: Training on the existing Named Entity
Recognition system (NER) 6 dataset and testing
on the STHAL’s test set.

• Setup B: Train and testing on STHAL.

In Table 4, we report our experimental results
for both setups on STHAL’s test set. All three mod-
els, i.e., CRF, Bi-LSTM-CNN, and BERT, yield
F1-scores of 19.60%, 26.08%, and 34.03%, respec-
tively, in setup A. One important observation we
make here is that the precision of CRF is the high-
est, while recall is the lowest among all. This sug-
gests that the CRF model is too pessimistic about
tagging a token as location-mention, i.e., the low
recall value reflects the non-aggressive approach in
tagging tokens as location-mentions, and the tokens
it tagged as location-mentions are correct 66.23%
(precision) of times. The BERT-based model im-
proves upon the recall value but at the cost of low
precision; however, the F1-score also improves.

It is evident that the best model in setup A
(BERT) does not have good F1-score, mainly due
to lack of Indian-styled location-mentions in the
train set. In comparison, we observe significant
improvements for all models in setup B. The best
F1-score of 72.49% is obtained by BERT, followed
by Bi-LSTM-CNN (70.31%) and CRF (69.99%).

5https://www.clips.uantwerpen.be/
conll2002/ner/bin/conlleval.txt

6https://www.kaggle.com/
abhinavwalia95/entity-annotated-corpus

Setup Model Precision Recall F1-Score

A
CRF 66.23% 11.50% 19.60%
Bi-LSTM-CNN 41.26% 19.06% 26.08%
BERT 34.03% 27.36% 34.03%

B
CRF 75.46% 65.26% 69.99%
Bi-LSTM-CNN 67.45% 74.41% 70.31%
BERT 71.98% 73.00% 72.49%

Table 4: Experimental results for location-mention
identification on STHAL’s test set. It’s hard-evaluation,
i.e., if any token is misclassified in a location mention,
we treat it as the misclassified location mention.

3.1 Error Analysis
We present a qualitative analysis of the obtained
outputs in Table 3. For an example tweet in
STHAL’s test set, we list the token-wise predic-
tion for all three systems in two setups. We make
the following two observations:

• In setup A, where the systems are trained on
the existing NER dataset (covering global ad-
dresses and locations), all systems -including
BERT- commit mistakes in identifying Gali No.
5 as location. In contrast, we observe a better
performance of these systems when trained on
the STHAL dataset (covering Indian addresses
and locations) in setup B.

• In both setups, we observe a superior perfor-
mance of the BERT-based system compared to
the other two baseline systems.

4 Conclusion

In this paper, we present our research on location-
mention identification in Indian-context. Due to
the lack of representation of Indian-styled location-
names and addresses (e.g., Gali No., chowk, etc.) in
existing datasets, we develop a new Twitter dataset,
STHAL, for location-mention identification in In-
dian context. We benchmark STHALusing BERT-
based sequence classifier. Evaluation shows that
the underlying system leverages the presence of the
Indian-styled location-mentions in train set.

https://www.clips.uantwerpen.be/conll2002/ner/bin/conlleval.txt
https://www.clips.uantwerpen.be/conll2002/ner/bin/conlleval.txt
https://www.kaggle.com/abhinavwalia95/entity-annotated-corpus
https://www.kaggle.com/abhinavwalia95/entity-annotated-corpus
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In STHAL, we include location-mentions primar-
ily from Delhi-NCR and northern part of India.
Thus, we hypothesis that it may not be adequately
sufficient for discovering location-mentions across
India, e.g., southern or north-eastern India. In fu-
ture, we would like to explore the task of location-
mentions suitable for the entire nation.
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