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Abstract

Automatic Sarcasm Detection in conversations
is a difficult and tricky task. Classifying an
utterance as sarcastic or not in isolation can
be futile since most of the time the sarcastic
nature of a sentence heavily relies on its con-
text. This paper presents our proposed model,
C-Net, which takes contextual information of
a sentence in a sequential manner to classify it
as sarcastic or non-sarcastic. Our model show-
cases competitive performance in the Sarcasm
Detection shared task organised on CodaLab
and achieved 75.0% F1-score on the Twitter
dataset and 66.3% F1-score on Reddit dataset.

1 Introduction

Sarcasm detection plays a crucial role in improving
the effectiveness of chatbot systems. Sentiment
classification systems can fail in the absence of
a robust sarcasm detection system. A sarcastic
sentence can express a negative sentiment even
with the presence of positive or neutral sentiment
words in that sentence. Hence, accurate detection
of sarcasm can take an artificially intelligent agent
closer to imitate human behaviour and enable it to
better understand true intentions and emotions of
humans (Joshi et al., 2018).

This paper represents work on the Sarcasm De-
tection shared task which is a part of the Second
Workshop on Figurative Language Processing, co-
located with ACL 2020. The shared task aims to
investigate and understand how much conversation
context is needed or helpful for Sarcasm Detection.
Two datasets, one of Reddit and the other of Twitter,
were provided for developing and testing multiple
sarcasm detection systems.

In this paper, we present our study on the effec-
tiveness of contextual information to decide if an

* Equal contribution.

utterance is sarcastic or not. For this, the baseline
models were first created using traditional machine
learning algorithms like logistic regression, SVM
etc. which were trained to classify utterances with-
out considering their contextual information. Se-
quence models like vanilla RNN and LSTM were
trained similarly. Then different types of word em-
beddings (ELMo and Glove) and sentence embed-
ding (DeepMoji) to capture emotional states in the
sentences were also experimented to detect incon-
gruities within the text. The latest state-of-the-art
transformer based models like BERT, XLNet and
RoBERTa were also used for classifying sentences
in isolation. Our investigations for creating systems
which can use the context information effectively in
a sequential manner led to the creation of our pro-
posed model, which showed decent performances
in both the test datasets.

2 Related Works

The evolution of various trends in Sarcasm detec-
tion research can be seen in (Joshi et al., 2017).
Sarcasm detection was initially performed using
rule-based approaches. (Riloff et al., 2013) pre-
sented rule-based classifiers that look for a positive
verb and a negative situation phrase in a sentence.
(Maynard and Greenwood, 2014) proposed using
hashtag sentiment as an indicator for sarcasm and
(Liu et al., 2014) introduced POS sequences and
semantic imbalance as features. Statistical feature-
based approaches were also used for this task e.g.
(Reyes and Rosso, 2012) introduced features re-
lated to ambiguity, unexpectedness, emotional sce-
nario, etc. to better capture situational dependen-
cies for the presence of sarcasm.

Machine learning algorithms were also used for
sarcasm detection. Majority of work in sarcasm de-
tection earlier relied on SVM ((Joshi et al., 2015);
(Tepperman et al., 2006); (Kreuz and Caucci,
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Dataset Train Test
Reddit 4400 1800
Twitter 5000 1800

Table 1: Dataset statistics.

2007); (Tsur et al., 2010); (Davidov et al., 2010)).
(Riloff et al., 2013) compared rule-based tech-
niques with an SVM-based classifier. (Reyes et al.,
2013) used Naive Bayes and decision trees for mul-
tiple pairs of labels among irony, humor, politics
and education. (Bamman and Smith, 2015) used
binary logistic regression for their work.

The importance of context information was first
presented in (Wallace et al., 2014) which described
their annotation study where annotators repeatedly
asked for context information to judge a text to be
sarcastic or not. Many times they changed their
previously given labels to a text after being shown
the context behind it. (Rajadesingan et al., 2015)
and (Bamman and Smith, 2015) tried to include
the author context by analysing the author’s past
tweets and sentiments. To consider the conversa-
tional context, (Wang et al., 2015) and (Joshi et al.,
2016) used a sequence labeling approach. (Wang
et al., 2015) also tried to use the topical context of a
text, since some topics are more likely to generate
sarcasm as compared to other topics.

Recent works in this domain include deep learn-
ing methods such as (Ghosh et al., 2018) included
several types of Long Short-Term Memory (LSTM)
networks that can model both, the conversation
context and the response. (Hazarika et al., 2018)
used CNNs to incorporate various contextual infor-
mation. (Potamias et al., 2019) used pre-trained
RoBERTa weights combined with an RCNN to
capture contextual information to detect sarcasm.

3 Data

The dataset used for this study was provided in
the shared task on Sarcasm Detection, organized at
Codalab. It included two separate datasets, Twit-
ter and Reddit, each of them having equal no. of
sarcastic and non-sarcastic responses. For each
response provided in the dataset, the conversation
context consists of an ordered list of previous dia-
logues. Table 1 shows the size of the train and test
sets of both the datasets. From Figure 1, we can
see that we have variable number of sentences in
the context set of responses, ranging from 2 to 20.

Figure 1: Context set size distribution. The x-axis
shows the size of context sets in both the training
datasets. The y-axis shows the percentage of data con-
taining that much context size.

4 Methods

We used three kinds of approaches to experiment in
this task. First, methods that classified utterances in
isolation were investigated. Then, approaches that
considered partial conversation context for classify-
ing texts were experimented. Finally, methods that
can potentially utilise the complete conversation
context information were looked into.

4.1 Baseline models

We experimented with traditional machine learning
based approaches like logistic regression, Naive
Bayes classifier, SVM etc. first for sarcasm detec-
tion by treating the response sentences in isolation.
Sequential models like RNNs can easily model a
sequential data hence, they are widely used in Nat-
ural Language Processing. Basic RNN and LSTM
variants were also used in experiments for this task.

4.2 Pretrained Networks

We used Deepmoji (Felbo et al., 2017) in order to
investigate the correlation between emotion and
presence of sarcasm in sentences. ELMo (Peters
et al., 2018) provides contextualized word represen-
tation where embeddings of each word is actually
a function of the entire sentence containing that
word. This may help in capturing local semantic in-
congruities within a sentence, which is an indicator
of sarcasm. Recently introduced transformer mod-
els like BERT (Devlin et al., 2019), XLNet (Yang
et al., 2019) and RoBERTa (Liu et al., 2019) have
given state-of-the-art results on various NLP tasks.
Experiments were performed with these models to
classify utterances as sarcastic or not-sarcastic.
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Figure 2: C-Net Architecture: Here, ‘n’ is the maximum size of the context set. Model-1, 2, 3... n+1 are BERT
(base-uncased) models which are trained separately on the response sentences, last sentence of context sets, second
last sentence of context sets and so on till the first sentence of context sets respectively. Probability values generated
by these n+1 models are used by the Fusion Layer to generate another probability value as output, which tells about
the possibility of sarcasm presence in the response.

4.3 C-Net

Sarcasm detection can be attributed to information
like emotional state, the topic of the conversation,
etc. which can be extracted from the conversation
context of an utterance. Manually annotating a
huge corpus of text data can be a tedious task. We
propose our model Contextual-Network (C-Net)
for Sarcasm Detection, which uses pseudo-labeling
to provide labels for the context sentences by giving
them the same label as the response sentence. This
is followed by a fusion layer as shown in Figure 2.
Training in this way helps in including the contex-
tual information in the model and therefore aid in
detecting situations that may lead to the occurrence
of a sarcastic sentence in the near future.

By using pseudo labels for training BERT on
context sentences, we assigned a score to each
context sentence. These scores told about the
probability of the conversation leading to a sar-
castic response, if that particular context sentence
was present in the conversation. This helped in
analysing how sarcasm generating situations build
up during conversations.

For this model, we used Simple Exponential
Smoothing (SES) in the fusion layer, which is a
time series forecasting method for univariate data
without a trend or seasonality. Forecasts produced
using exponential smoothing methods are weighted
averages of past observations, with the weights de-
caying exponentially as the observations get older.

The mathematical expression for Simple Expo-
nential Smoothing (SES) is given by
yt+1 = α(yt + (1− α)yt−1 + (1− α)2yt−2 + ...)

where α ∈ (0, 1) controls the rate at which the

influence of the observations at previous time steps
decays exponentially. Here yt−1, yt−2, and so on,
are scores predicted by Model 2, Model 3 and so
on till Model n+1 respectively. These scores are the
probability of the response being sarcastic if these
context sentences were present in the conversation
anytime before the response. yt is the probability
of response being sarcastic, predicted by Model
1. C-Net takes all these scores into consideration
and gives the final output value yt+1, as shown in
Figure 2. In this way the method is capable of
handling the complete context set.

Hence, generating probability values by giving
pseudo-labels to context sentences and combining
those values using simple exponential smoothing
helps in making a more accurate prediction of sar-
casm in conversation.

5 Implementation

5.1 Methods using response only

The training datasets were split into a 90% train-
ing set and 10% validation set. We used Fastai
tokenizer for pre-processing the datasets and then
applied various basic machine learning algorithms
for sentence classification. We also used the torch-
text library and spacy tokenizer to pre-process the
dataset before using Vanilla RNN and bidirectional
LSTM models. Both the models were trained for
10 epochs.

We used transformer architectures available
within the Huggingface’s transformers library and
trained them using Gradual Unfreezing and Slanted
Triangular Learning Rates (Howard and Ruder,
2018). The learning rate for the last layer was
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Method Twitter Reddit
Response Only Set
Logistic Regression 0.685 0.622
Naive Bayes 0.673 0.626
SGD Classifier 0.668 0.626
XGBoost 0.672 0.617
SVM 0.632 0.334
Vanilla RNN 0.478 0.463
Bi-LSTM 0.497 0.481
DeepMoji 0.679 0.633
ELMo 0.684 0.544
ELMo+DeepMoji 0.681 0.518
XLNet (base-cased) 0.712 0.598
BERT (base-uncased) 0.733 0.671
RoBERTa (base) 0.680 0.678
Fixed Context Set
C-Net+LR 0.747 0.650
C-Net+SES 0.750 0.663
Complete Context Set
Time-stamping 0.710 0.500

Table 2: Results on test datasets (F1-scores)

1e-4 and for other layers, it was 1e-5. The batch
size used was 16 and the model was trained with
half-precision settings on 16 GB GPU.

Pre-trained torchMoji was used to generate 2304
dimensional sentence encoding for each response
sentence. Using ELMo we obtained 1024 dimen-
sional word vectors. The sentence vectors for
each response was obtained by averaging the word-
vectors. We also concatenated the ELMo represen-
tation of each response sentence with the DeepMoji
representation of the same sentence to make the
sentence representations richer. Then we applied
logistic regression to classify the sentence repre-
sentations obtained by the above-said approaches.

5.2 Methods using fixed context set

We observe that two fixed context utterances are
always available for each response in both the
datasets. Thus, we create a C-Net with 3 mod-
els. Model 1 uses response, Model 2 uses the latest
context and Model 3 uses the second latest context.
For the training of each model, the output target is
the label of response. Thus, we train each model in
the lieu of detecting sarcasm in response.

As we see in Figure 2, the fusion layer works on
the probability values generated by the BERT (base-
uncased) models to give an output. The fusion layer
can be either a Logistic Regression or a Simple

Exponential Smoothing model. Since the sequence
of dialogues in a conversation matters in deciding
the polarity or emotion of future dialogues, simple
exponential smoothing was used to take advantage
of the sequential nature of the dataset.

5.3 Method using complete context set

In order to include the complete context set for
training, we used Timestamping to preserve the
sequence of sentences. In this method, two bert-
base-uncased models were trained separately on
the response only set and all the context sentences.
Also, for all the context sentences, a special marker
was concatenated at the end which would make
the model aware of the position of that sentence in
a conversation. Output probabilities by these two
models were used to get label for the response.

6 Reproducibility

To reproduce the best results mentioned in this pa-
per, C-Net with SES should be used, utilising the
two latest context sentences associated with each
response. The pre-trained BERT (base-uncased)
model, provided in the transformers library by Hug-
gingface (Wolf et al., 2019), was trained similarly
as mentioned in the implementation section us-
ing the fastai library (Howard and Gugger, 2020).
While fine-tuning BERT on response sentences, the
learning rates used were ranging between 1e-5 to
1e-4. But while training on Context sentences, the
learning rates used were ranging between 1e-6 to
1e-5. The optimum parameter α for SES was found
out from the training set with a grid search. In our
experiments, it was found out that the value 0.395
for α best fits the Twitter training data and 0.2 best
fits the Reddit training data.

7 Results

From Table 2, it can be seen that the BERT clas-
sifier performed the best on Twitter dataset and
RoBERTa model performed the best on the Red-
dit dataset when compared to all methods over re-
sponse only set. Overall, the C-Net model gave the
best results as compared to all the approaches on
the twitter test dataset.

The results in the case of C-Net for both the
fusion methods (LR and SES) are better as com-
pared to the results of the BERT classifier trained
only on response in the twitter data. However,
this is not true for the Reddit dataset. The BERT
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and RoBERTa model trained only on response sen-
tences in the Reddit dataset performed better as
compared to the C-Net approach. This is counter-
intuitive as per the theory that context information
helps in sarcasm detection. However, it’s possi-
ble that the Reddit response-only dataset contains
many flags for sarcasm, which are also present in
the large dataset the models were pre-trained with.
Further pre-training of the models on the target
Reddit and Twitter dataset may further improve the
results.

8 Conclusion

In this paper, we compared the performances of
various approaches for the Sarcasm Detection task.
We experimented with traditional machine learn-
ing based approaches, and the latest state-of-the-
art transformer architectures. The results obtained
show that our proposed model, C-Net, has the po-
tential to effectively use the conversation context
of an utterance to capture the sarcastic nature of a
conversation.

The variable number of context sentences for
each response sentence makes it difficult to capture
the long range dependency. Hence, as future work,
approaches that can effectively deal with variable
context set size can be investigated.
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