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Abstract

Collecting labeled data for coreference resolu-
tion is a challenging task, requiring skilled an-
notators. It is thus desirable to develop coref-
erence resolution models that can make use of
unlabeled data. Here we provide such an ap-
proach for the powerful class of neural corefer-
ence models. These models rely on represen-
tations of mentions, and we show these repre-
sentations can be learned in a self-supervised
manner towards improving resolution accu-
racy. We propose two self-supervised tasks
that are closely related to coreference resolu-
tion and thus improve mention representation.
Applying this approach to the GAP dataset re-
sults in new state of the arts results.

1 Introduction

Coreference resolution models cluster mentions by
their referring entities. Almost all such models rely
on vector representations of mentions (Clark and
Manning, 2016; Lee et al., 2017, 2018; Denis and
Baldridge, 2008; Rahman and Ng, 2009; Durrett
et al., 2013; Chang et al., 2013; Wiseman et al.,
2016; Martschat and Strube, 2015). The represen-
tations for all mentions are then compared (usually
sequentially) and mention pairs judged to be most
similar are considered coreferent.

Thus, the mention representation is a key com-
ponent in modern coreference resolution models.
Indeed, it has recently been shown that improving
this representation leads to improved resolution per-
formance. For example, BERT embeddings were
used in (Joshi et al., 2019b) and SpanBERT (Joshi
et al., 2019a) further improved performance.

However, both BERT and SpanBERT represen-
tations are trained on self-supervised tasks that
seem quite distant from coreference resolution (e.g.,
masked-word-prediction in BERT, and masked-
whole-span-prediction in SpanBERT). This sug-
gests the possibility that unlabeled data can be used
for further improving coreference resolution if we

use self-supervised tasks that are more closely re-
lated to coreference resolution.

Motivated by the above, we ask: which self-
supervised tasks should be used to improve men-
tion representation for coreference resolution.

Two recent attempts for pre-training corefer-
ence models have focused on tasks such as lan-
guage modeling (Liu et al., 2019) and masked-
word-prediction for name resolution (Kocijan et al.,
2019). Here we propose self-supervision tasks that
train the coreference model directly (rather than
just the underlying BERT), resulting in improved
mention representations and resolution accuracy.

We identify two signals in a text that are highly
informative for coreference resolution and show
how to use them for self-supervision. The first sig-
nal is that the same name can appear multiple times
in a text, and these mentions very likely corefer.
Thus we can train mention representations to be
similar for these mentions. The second signal is
pronouns. Since each pronoun is likely to refer
to some mention, we optimize mention representa-
tions to maximize the accuracy of this prediction.

We describe a training procedure for both these
losses and show that together they result in new
state of the art results on the GAP coreference
dataset. Importantly this is a fairly small dataset,
and thus our results demonstrate the power of unsu-
pervised pre-training of mention representations.

2 Baseline Model

The coreference resolution task corresponds to ex-
tracting the set of mentions from a text and clus-
tering these, such that clusters correspond to all
mentions of a specific entity.

As a baseline model, we use the work of Joshi
et al. (2019b), which builds on top of Lee et al.
(2018) and uses SpanBERT (Joshi et al., 2019a).
SpanBERT has the same architecture as BERT (De-
vlin et al., 2018) but is trained with a different
objective, where whole spans are masked and span
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boundary representations are optimized to predict
all tokens of the masked span. This feature proves
useful for coreference since, in many cases, en-
tity mentions are spans of tokens, and span rank-
ing models benefit from improved span representa-
tions.

The input to the coreference model is a span rep-
resentation ri for each mention i. In what follows,
dependence on ri is implied from dependence on
i. A scoring function sm(i) is defined to score
whether a span i is a mention. Only a portion of
the top-scored mentions are kept for antecedent
matching. An antecedent scoring function s(i, j)
is defined to score whether j is an antecedent of
i. Using the pairwise function, for each span i, a
distribution P (yi) over antecedents is defined:

P (yi) =
es(i,yi)∑

y∈Y(i) e
s(i,y)

,

where Y(i) = {ε, 1, . . . , i− 1} and ε is a dummy
antecedent to represent the event that span i is not
a mention or it has no antecedents. Note that both
the sm(i) and the pairwise function s(i, j) depend
on span representations.

Next, span representations are “refined” using
the antecedent distribution as an attention mecha-
nism (see Lee et al., 2018) which in turn affects
P (yi). Finally, to cluster mentions, the antecedent
distribution is queried for the most probable an-
tecedent for each mention. The mention clusters
are induced by these links. Mentions with ε as
most probable antecedent indicate a new cluster,
but if no other mention links to them as antecedents,
they are pruned. Training on labeled data is done
by maximizing the probability of ground-truth an-
tecedents.

3 Pre-training Process

Our goal is to propose an approach for pre-training
mention representations on unlabeled data, such
that they can be more readily used for corefer-
ence resolution. Namely, the goal is that after
pre-training, we can use the mention representa-
tion to train a coreference resolution system with
relatively little labeled data. Next, we propose two
objectives for this pre-training process.

Most previous approaches to pre-training (Joshi
et al., 2019a) use only the BERT model while pre-
training on unlabeled data. Here we propose to
pre-train the coreference model in Sec. 2. The mo-
tivation is that we want to directly train the mention

Alice and Bob are friends. Yesterday  
Alice had an accident. When Bob 
saw Alice he was relieved. 

MASK and Bob are friends. Yesterday  
Alice had an accident. When MASK 
saw table he was relieved. 

Figure 1: An illustration of the name masking objective. On
the top is the original sentence with colors corresponding to
repeated names. Bottom is the same sentence with some of
the mentions replaced with random tokens and [MASK]. The
self-supervision task is to cluster the red and blue mentions
using the coreference model.).

representation and scores of this model such that it
will be “ready” for training on labeled data.

3.1 Pre-training via Name Masking

Texts typically contain multiple appearances of the
same-named entity. For example: “Alice was late.
When Bob saw Alice he was relieved”. In these
cases, it is almost certain that the two occurrences
of Alice correspond to the same cluster. Our key ob-
servation is that this signal persists even in the sen-
tence “Alice was late. When [MASK] saw [MASK]
he was relieved”. In this case, the information that
the two mentions have the same name is no longer
available, but sentence context is sufficient for un-
derstanding that the second [MASK] corefers with
Alice. Here we further consider a more challenging
setup where instead of [MASK] we use a random
token.

The above intuition provides a highly effective
task for training coreference models: take sen-
tences with multiple names, mask some of the oc-
currences, and train a coreference model to place
the masked names in the correct cluster. To imple-
ment this idea, we need to decide on the candidate
mentions set. We do not want to use all mentions
in the text since, for most of these, we don’t have
ground-truth clusters. Thus, we only consider men-
tions that contain proper names that appear one or
more times. We set the ground truth for these men-
tions according to their names, and then replace
some of these with [MASK] or random tokens.

To summarize, given a text, we find mention
clusters based on repeated names, create ground
truth clusters based on those, and replace some
of the mentions with [MASK] or random tokens.
Finally, we use as loss the standard coreference
loss of the model in Sec. 2 when restricted only to
these mentions. See Fig. 1 for an illustration.
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3.2 Pre-training via Pronoun Masking
Pronouns are abundant in text, and of course highly
informative about coreference structure. Next, we
show that pronouns can provide a simple yet ef-
fective self-supervision signal. Consider the sen-
tence “Bob knew Alice and thought very highly
of [MASK]”, and assume we know that [MASK]
is a pronoun. In this case, we have enough infor-
mation about Alice to correctly predict the masked
pronoun is “her”. In particular, we would like the
mention representation of [MASK] to be sufficient
for predicting the pronoun since this reflects that
the representation carries information about the
mention that is relevant for coreference decisions.

Formally, let S denote the set of personal
pronouns. Given a sentence with pronoun
w ∈ S in the ith mention, replace the pronoun
with [MASK], and obtain the representation ri.
Next, predict a pronoun from ri using a feed-
forward neural network with one hidden layer,
FFNN, and take the cross-entropy loss for the
ground-truth pronoun w. Formally, we optimize:
CE(softmax(FFNN(ri)), w).

4 Fine-tuning

After the pre-training process in Sec. 3, we fine-
tune the model on the GAP dataset. Unlike
Ontonotes, GAP is partially labeled: only one pro-
noun and two names are labeled, even if additional
entities exist in the text. Partial labeling poses a
challenge for coreference models that have a learn-
able mention detection phase, since the ground
truth excludes mentions, and during training the
model learns to falsely label their spans as non-
mentions. To accommodate this, we change the
baseline loss to consider only gold mentions, i.e.,
we optimize the log-likelihood of the correct an-
tecedent filtered only for the gold mentions. We
define it as L1(D) for a document D.

We found it useful to additionally train for cor-
rect mention detection in the objective. We add a
mention auxiliary loss L2(D) in the form of cross-
entropy on the predicted mention score sm. Finally,
we optimize:

L1(D) + λ · L2(D) (1)

5 Related Work

Several works have set out to improve mention rep-
resentations for coreference resolution (Lee et al.,
2018; Kantor and Globerson, 2019; Joshi et al.,

2019b). Lee et al. (2018) have refined the mention
representation using attention over the antecedents
of each mention. Kantor and Globerson (2019)
showed the Entity Equalization approach to repre-
sent each mention in a cluster via an approximation
of the sum of all mentions in its cluster. Employing
Devlin et al. (2018) to extract mention representa-
tions boosts coreference resolution accuracy (Joshi
et al., 2019b). Joshi et al. (2019a) increased it even
further using masked whole-span prediction.

Several works have explored pre-training for
coreference resolution. The recent work of Wu
et al. (2019) uses Question Answering as part of
the model and can thus train on QA datasets.

Other works explored self-supervision for this
goal. Liu et al. (2019) uses a language model
objective to train a memory network, which can
resolve coreference links. Kocijan et al. (2019)
finds pairs of sentences with at least two distinct
personal names such that one of them is repeated.
One non-first occurrence of the repeated candidate
is masked, and the goal is to predict the masked
name, given the correct and one incorrect candi-
dates. They collect examples with no more than
two sentences, limiting the background context the
model can extract. Since only one name occurrence
is masked and needs to be inferred, the model is
not forced to resolve all person clusters.

Ye et al. (2020) use an approach similar to Ko-
cijan et al. (2019), but include a Language Mod-
eling objective. Emami et al. (2019) use names
and pronouns gender information to generate links
between a pronoun and a name. Again, the model
needs to resolve a single coreference link for each
example, instead of resolving multiple clusters.

Our proposed name masking is conceptually dif-
ferent since we do not try to predict names or single
links, but rather use masking and random tokens
to create hard coreference problems from the data.
Our proposed pre-training procedure generates rich
examples with multiple clusters and mentions. This
lets us train a coreference model directly rather than
just a BERT model.

6 Experiments

Dataset: The GAP dataset (Webster et al., 2018)
is a corpus of Wikipedia snippets. Each snippet
is annotated with one gender-balanced pronoun,
two names, and two flags indicating whether the
pronoun is coreferent with the first name, the sec-
ond name, or neither (if both flags are false). The
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goal of the model is to detect mentions in the snip-
pet and group them into coreference clusters. The
model is then evaluated on the coreference links
between the two names and the pronoun. We note
that training on GAP alone is challenging since it
contains only 2000/2000/454 snippets for develop-
ment/test/validation sets.

The above evaluation scheme does not use the
fact that there are only three marked mentions in
each snippet. There are however previous works
(Attree, 2019; Chada, 2019) that consider the gold-
two-mention task (Webster et al., 2018), where the
locations of the gold names and pronoun are used
during inference as well1. We will compare our
results in both scenarios: detected-mentions, where
models need to detect the mentions by themselves,
and gold-two-mention.

The metrics measured in this task are the over-
all F1, F1 on feminine and masculine examples,
and bias defined as Feminine F1

Masculine F1 . We use the official
scorer.2

Training: Our experimental setup and code is
built on top of the code in Joshi et al. (2019b) and
SpanBERT (Joshi et al., 2019a). We pre-train on
English Wikipedia unlabeled text3 for 700k steps
on the objectives defined in 3 using SpaCy NER4

for person names extraction. See masking strategy
and model’s hyperparameters in Appendix A.

7 Results

We report masculine, feminine and overall F1 and
feminine F1 to masculine F1 bias (Webster et al.,
2018). All fine-tuning results are averages of 5 runs.
Test set results for the detected-mentions scenario
are shown in Table 1. Our baseline is the Span-
BERTCoref based model from Joshi et al. (2019b),
trained on GAP using the filtered loss in Sec. 4,
which achieves 83.88 and 86.64 overall F1 for the
base and large models, respectively. Pre-training
the model before fine-tuning on GAP improves
overall F1 by 2.02 and 1.92 for the base and large
models. Ablation tests on the validation set shown
in Table 3 indicate that each of the pre-training
objectives has a significant contribution.

Test set results for the gold-two-mention task
are shown in Table 2. The large pretrained Span-

1Candidate mentions that may corefer with the given pro-
noun are set to two given mentions.

2github.com/google-research-datasets/gap-coreference
3Oct 1 2019 dump at https://dumps.wikimedia.org/enwiki
4https://spacy.io/usage/linguistic-features#named-entities

BERTCoref model achieves 92.86 overall F1, im-
proving on Attree (2019) best single model by 0.36.
Our results set a new state of the art for the GAP
coreference resolution task for both the scenarios,
detected-mentions and gold-two-mention for single
models.

Fine-Tuning on Ontonotes: We explore another
training setting of Joshi et al. (2019b), where train-
ing is only on Ontonotes (Pradhan et al., 2012)
and not GAP. In this setting SpanBERT Base and
Large yield an overall F1 of 85.76 and 87.5 on
GAP, respectively. Our pre-training, followed by
Ontonotes training, improves these to 86.12 and
87.66. Improvement is smaller than when training
only on GAP, since Ontonotes is a much larger la-
beled dataset than GAP, thus reducing the effect
of pre-training. We can also compare our results
to the recent work of Wu et al. (2019). They also
consider the setting of fine-tuning on Ontonotes,
and report an F1 of 87.5 on GAP, as compared to
our 87.66 in the same setting. However, the models
are not completely comparable because Wu et al.
(2019) pre-train on Quoref and SQUAD, whereas
we pre-train on Wikipedia.

FM
1 FF

1
FF
1

FM
1

F1

Parallelism 69.4 64.4 0.93 66.9
+ URL 72.3 68.8 0.95 70.6

Lee et al. (2017) 67.8 66.3 0.98 67.0
Liu et al. (2019) 80.3 77.4 0.96 78.8
SpanBERTCoref Base 85.44 82.3 0.96 83.88

+ Our Pre-training 88.06 83.72 0.95 85.9
SpanBERTCoref Large 87.48 85.78 0.98 86.64

+ Our Pre-training 90.2 86.9 0.96 88.56

Table 1: Results on the GAP test set for the detected-
mentions task. An average of 5 runs is reported. Par-
allelism is Webster et al. (2018)’s baseline. Lee et al.
(2017) result is re-trained and reported in Liu et al.
(2019). SpanBERTCoref is Joshi et al. (2019b) using
SpanBERT, trained on GAP with the filtered loss de-
fined in Sec. 4. Improvements on base and large mod-
els are significant at p < 0.001 (t-test).

8 Conclusion

We proposed two self-supervision tasks to improve
span representations of coreference resolution mod-
els. Our approach directly optimizes the mention
representations used by the coreference model, al-
lowing it to be fine-tuned on relatively little data,
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FM
1 FF

1
FF
1

FM
1

F1

Chada (2019) 91.1 87.1 0.95 89.1
Attree (2019) 94.0 91.1 0.97 92.5
Ionita et al. (2019) 92.7 90 0.97 91.4
SpanBERTCoref+Pretraining 94.2 91.58 0.97 92.86

Table 2: Results on the GAP test set for the gold-two-
mention task. Best single models are reported for previ-
ous work. Last line is our model with SpanBERT Large.

FF
1

FM
1

F1

SpanBERTCoref Base 1.04 85.12
+ Pre-training names 0.99 86.54

+ Pre-training pronouns 1.01 88.08

Table 3: Ablation tests on the GAP validation set for the
detected-mentions task. Average of 5 runs is reported.

with improved accuracy. Our results demonstrate
the potential of pre-training for coreference. We
believe there is much potential for additional self-
supervision tasks and leave those for future work.
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A Training

A.1 Masking
For names and pronouns, we use the stochastic
masking strategy of BERT: mask with 80% proba-
bility, replace with a random token with 10% prob-
ability, and keep the original tokens with 10% prob-
ability. Perturbing almost all names and pronouns
mandates the coreference model to store contex-
tual information in each mention representation.
We down-sample masculine pronouns to reduce
gender-bias by excluding 60% of them from the
objective. Following these steps, we are able to
generate 10M examples.

A.2 Simultaneous Optimization of Objectives
Masking names and pronouns in the same text
would render the pronoun completion task ex-
tremely difficult and, in most cases, impossible.
Instead, we defined an objective per each self-
supervised task and alternate between masked
names examples with the coreference resolution
objective and masked pronouns examples with the
pronoun completion objective. Practically, we have
examples of both types in the same batch. This
strategy allows for simultaneous optimization of
both objectives without feeding the model a text
segment with all its names and pronouns masked.

A.3 Model
The feed-forward neural network for pronoun com-
pletion is defined with the same hyperparameters
of the FFNN defined in the baseline model (Joshi
et al., 2019b,a): one hidden layer with 3000 units.
We implemented gradient accumulation, i.e., we
run a forward and backward pass for n examples
sequentially, sum the gradients, and only then apply
them on the model’s weights. Using this process,
we multiply the effective batch size by n. While the
actual batch size is 1 in each forward and backward
pass, using gradient accumulation, we increased
the effective batch size to 16 and 18 for the base
and large models, respectively. The base model,
containing 160M parameters, was pre-trained us-
ing a V100 GPU for 24 days, and the large model,
containing 409M parameters, was pre-trained on
6 V100 for 12 days. For fine-tuning, λ is set to
32, maximizing overall F1 on the validation set
(λ’s search space is { 1

16 ,
1
8 ,

1
4 , ..., 64}). We fine-

tune the model with the original training configu-
ration, with our objective as defined in (1). The
base model is fine-tuned using a Titan X GPU for
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4 hours, and large using V100 for 10 hours. For
both pre-training and fine-tuning, the rest of the
hyperparameters are kept from previous work.


