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Abstract

We propose the novel Within-Between Rela-
tion model for recognizing lexical-semantic re-
lations between words. Our model integrates
relational and distributional signals, forming
an effective sub-space representation for each
relation. We show that the proposed model is
competitive and outperforms other baselines,
across various benchmarks.

1 Introduction and Related Work

Recognizing lexical-semantic relations between
words is beneficial for a variety of NLP tasks such
as machine translation (Thompson et al., 2019),
relation extraction (Shen et al., 2018), natural lan-
guage inference (Chen et al., 2018), and question
answering (Yang et al., 2017).

The lexical relation classification task assigns a
word-pair (pair of words) to its corresponding rela-
tion out of a finite set of relations. This set contains
lexical relations, including the random relation (in-
dicating that the words are unrelated). Two main
lexical relation classification techniques are studied
in the literature: Path-based methods (Hearst, 1992;
Snow et al., 2005; Nakashole et al., 2012; Riedel
et al., 2013) and distributional methods (Mikolov
et al., 2013a; Pennington et al., 2014; Bojanowski
et al., 2017; Glavaš and Vulić, 2018a), with some ef-
fort for integrating the two (Shwartz et al., 2016a).

In this work we follow the distributional ap-
proach, which was shown to improve upon path-
based methods. This approach considers static
word embeddings such as word2vec (Mikolov et al.,
2013b), GloVe (Pennington et al., 2014),and Fast-
Text (Bojanowski et al., 2017), which produce
out-of-context vector representation for each word.
Note here that while contextualized embeddings
(Devlin et al., 2019; Peters et al., 2018) have re-
placed the use of non-contextualized embeddings

∗ Equal contribution, order determined randomly.

in many settings, static word embeddings remain
the standard choice for lexical relation classifi-
cation, since in this task the input word-pair is
given out-of-context. Taking the word embeddings
as input, a classifier is trained while considering
each word’s representation in the pair. The recent
SphereRE method (Wang et al., 2019), a purely
distributional method that learns hyperspherical
relation representation, presented state-of-the-art
lexical relation classification results.

While presenting state-of-the-art performance,
prior distributional methods suffer from the “lex-
ical memorization” problem Levy et al. (2015).
This problem arises when a test word-pair includes
a rather frequent word in the training set, which is
labeled by a dominant category in training. In such
cases, the supervised model often ignores the sec-
ond word in the input pair and resorts to the domi-
nant training label according to the frequent word.
Notably, lexical memorization is common for pro-
totypical hypernyms — “category” words that are
frequently labeled as hypernyms. For example, the
vast majority of training examples that include the
word fruit are labeled as hypernymy (fruit is the
hypernym of apple, banana, etc.). Therefore, at
inference time, the classifier is likely to predict the
hypernymy relation even for unrelated word-pairs
that contain fruit, e.g., (fruit,chair).

Another relevant line of research, which inspired
our work, pertains to the integration of external lexi-
cal information to improve static word embeddings
(Faruqui et al., 2015; Mrkšić et al., 2016; Glavaš
and Vulić, 2018b; Arora et al., 2020; Barkan et al.,
2020). Most of these methods aim to modify the
distributional vector space, originally learned from
corpus co-occurrence data, by using additional re-
lational constraints. To that end, these techniques
rely on lexical databases, e.g., Wordnet (Miller,
1995). Notably, Arora et al. (2020) present the
LEXSUB model and suggest training static word
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embeddings by integrating lexical-relation and dis-
tributional data, through the combination of two
corresponding loss terms. When modeling lexical
relations data, each relation is projected to a sepa-
rate subspace. Some of these ideas are adapted in
certain parts of our work, while addressing the con-
crete goal of lexical relation classification rather
than improving generic static word embeddings.

In this work, we present the novel Within-
Between Relation (WBR) model, which is inspired
both by previous relation classification models as
well as by generic word embedding models that
consider lexical relation constraints. This is per-
formed through the combination of two objectives,
both computed over the same projected sub-spaces,
for each of the individual relations. Specifically,
our Between objective aims to yield optimal clas-
sification of relation instances, while the Within
objective aims to bring pairs of words sharing a
relation close to each other in the corresponding
relation sub-space. These objectives allow the in-
corporation of both relation and negative sampling
signals, altogether addressing much better the lexi-
cal memorization problem.

2 The Within-Between Relation Model

In this section, we present the WBR model. Given
a word-pair sharing a relation k, WBR is optimized
to classify a word-pair to the correct relation (the
between relation objective), and at the same time,
separate it within the k relation space from other
word-pairs that do not share the relation k. Let
I and K be vocabularies of words and relations,
respectively. K contains lexical relations such as
hypernym, antonym, etc., including the random
relation (words are unrelated) and the co (stands
for co-occurrence) relation that is shared by words
that co-occur in the corpus. We further denote
P = I × I.

Let ui,vi ∈ Rd be random variables that form
the context and target base representations for
the word i. We further denote U = {ui}i∈I and
V = {vi}i∈I .

We assume normal priors
p(ui|ai, τ) = N (ui;ai, τ

−1I) and
p(vi|bi, τ) = N (vi;bi, τ

−1I), where ai,bi ∈ Rd

are either zero or set to a pretrained embedding
(that can be retrieved from any word embedding
method such as FastText, word2vec, Glove, etc.),
and τ is a precision hyperparameter. We further
denote A = {ai}i∈I and B = {bi}i∈I .

Let Ik = {(i, j)|i k−→ j}, where i
k−→ j means

that words i and j share a directed rela-
tion k. In case of an undirected relation,
it holds that (i

k−→ j)↔ (j
k−→ i). Note that

in the specific case of the random relation,
Irandom = {(i, j)|(i, j) /∈

⋃
k∈K\{random} Ik}. This

assumption guarantees each word-pair (i, j) ∈ P
is associated with a relation k ∈ K.

Let fk : P → R be a parametric function. Our
goal is to learn parameters for fk s.t. the score
fkij is high if and only if (i, j) ∈ Ik. In this work,

we define fkij , α
pk
i ·qk

j

||pk
i ||2||qk

j ||2
, where pk

i = Ψkui,

qk
i = Φkvj , and α is a hyperparameter. This forms

a cosine similarity similarity metric with temper-
ature, is motivated in Sec. 4. Ψk ∈ Rdk×d and
Φk ∈ Rdk×d are matrices whose entries have nor-
mal priors with zero mean and precision λ (hy-
perparameter). Therefore, fk learns Ψk and Φk

that enable the projection to a new relation space
k. In this space, word-pairs that share the rela-
tion k are separated from word-pairs that do not in
terms of the angle between their repective vectors.
Yet, in the general case, fk can be a deep neural
network. An exception is k = co, for which Ψk

and Φk are predetermined to Ψk = Φk = I (not
learned). We further denote Ψ = {Ψk}k∈K and
Φ = {Φk}k∈K. Finally, we denote the set of un-
observed variables and the set of hyperparameters
by Θ = {U,V,Ψ,Φ} and H = {A,B, τ, λ}, re-
spectively.

2.1 The Within-Relation Likelihood

We define Yk = {ykij |(i, j) ∈ P}, where
ykij : P → {1,−1} is an observed random
variable, s.t. ykij = 1 if (i, j) ∈ Ik, otherwise,
ykij = −1. We further denote Y = {Yk}k∈K and
σ(x) = (1 + e−x)−1. Then, the within-relation
likelihood is given by:

p(Y|Θ) =
∏

(i,j)∈P

∏
k∈K

p(ykij |ui,vj ,Ψk,Φk)

=
∏

(i,j)∈P

∏
k∈K

σ(ykijf
k
ij).

2.2 The Between-Relation Likelihood

Denote K′ = K \ {co} and let
R = {rij |(i, j) ∈ P}, where rij : P → K′ is
an observed categorical random variable s.t.
rij = k if (i, j) ∈ Ik. Then, the between-relation
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Figure 1: The WBR graphical model.

likelihood is given by:

p(R|Θ) =
∏

(i,j)∈P

p(rij |ui,vj ,Ψ,Φ)

=
∏

(i,j)∈P

exp f
rij
ij∑

k∈K′ exp f
k
ij

2.3 WBR Training and Inference
The vanilla WBR loss is derived by taking the
negative log of the joint distribution as follows:

Lvanilla(Θ) =− log p(Y,R,Θ|H)

=− log [p(Y|Θ)p(R|Θ)p(Θ|H)]

=−
∑

(i,j)∈P

∑
k∈K

log σ(ykijf
k
ij)

−
∑

(i,j)∈P

f
rij
ij + log

∑
k∈K′

exp fkij

+
τ

2

∑
i∈I
||ui − ai||22 + ||vi − bi||22

+
λ

2

∑
k∈K′
||Ψk||22 + ||Φk||22 + const.

(1)

A graphical model of WBR is presented in Fig.
1. The minimization of Lvanilla(Θ) is equivalent
to the Maximum A-Posteriori (MAP) estimation
of Θ. However, the negative log likelihood terms
in Eq. 1 contain a summation which is quadratic
in the vocabulary size I, implying a prohibitive
computation. Therefore, we turn to a stochastic
optimization: Let C be a text corpus (a sequence
of words), and Qk

i = {j|(i, j) ∈ Ik}. We define
sk : I → I × I as a sampler s.t. sk(i) retrieves

Algorithm 1 WBR Stochastic Optimization

1: for z ← 1 to T do
2: for i in C do
3: for k in K do
4: Pk ← ∅
5: end for
6: Sample a positive word j (within the win-

dow around i), and a negative word n ∈ I
7: yco

i,j ← 1, yco
i,n ← −1,

8: Iu ← Iu ∪ {i}, Iv ← Iv ∪ {j, n}
9: Pco ← Pco ∪ {(i, j), (i, n)}

10: for k in K′ do
11: (a, b)← sk(i)
12: Sample n s.t. (a, n) /∈ Ik
13: yka,b ← 1, yka,n ← −1
14: Iu ← Iu ∪ {a}, Iv ← Iv ∪ {b, n}
15: Pk ← Pk ∪ {(a, b), (a, n)}
16: rab ← k
17: if k 6= random then
18: ran ← random
19: end if
20: end for
21: Θ← OPT (Θ,Lwbr) (See Eq. 2)
22: end for
23: end for

a random word-pair (i, j) ∈ Qk
i if Qk

i 6= ∅, other-
wise, a random word-pair (a, b) ∈ Ik. The WBR
stochastic optimization algorithm is described in
Algorithm 1, together with the Lwbr loss function
in Eq. 2.

Lwbr(Θ) =−
∑
k∈K

∑
(i,j)∈Pk

log σ(ykijf
k
ij)

−
∑
k∈K′

∑
(i,j)∈Pk

f
rij
ij + log

∑
k∈K′

exp fkij

+
τ

2

∑
i∈Iu

||ui − ai||22

+
τ

2

∑
i∈Iv

||vi − bi||22

+
λ

2

∑
k∈K′
||Ψk||22 + ||Φk||22.

(2)
Finally, in the inference phase, the probability of

i
k−→ j is computed by p(rij = k|Θ∗), where Θ∗ is

the MAP estimate (produced by Algorithm 1).

3 Experimental Setup and Results

In this section, we present the datasets, hyperpa-
rameters, and experiments that we conducted to
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Model K&H+N BLESS ROOT09 EVALution
P R F1 P R F1 P R F1 P R F1

Concat 0.909 0.906 0.904 0.811 0.812 0.811 0.636 0.675 0.646 0.531 0.544 0.525
Diff 0.888 0.886 0.885 0.801 0.803 0.802 0.627 0.655 0.638 0.521 0.531 0.528
NPB 0.713 0.604 0.550 0.759 0.756 0.755 0.788 0.789 0.788 0.530 0.537 0.503
NPB+Aug - - 0.897 - - 0.842 - - 0.778 - - 0.489
LexNET 0.985 0.986 0.985 0.894 0.893 0.893 0.813 0.814 0.813 0.601 0.607 0.600
LexNET+Aug - - 0.970 - - 0.927 - - 0.806 - - 0.545
SphereRE 0.990 0.989 0.990 0.938 0.938 0.938 0.860 0.862 0.861 0.620 0.621 0.620
BR 0.988 0.985 0.986 0.937 0.935 0.936 0.855 0.859 0.857 0.543 0.601 0.571
BR+co 0.989 0.986 0.987 0.940 0.938 0.939 0.856 0.863 0.859 0.576 0.608 0.591
WBR 0.989 0.988 0.988 0.942 0.940 0.941 0.856 0.872 0.864 0.636 0.620 0.628

Table 1: Precision, Recall and F1 results over lexical relation classification benchmarks. Best results are bolded.

evaluate our model and compare it with other meth-
ods.

3.1 Benchmarks and Co-Occurrence Data

In order to evaluate our model, we adopted the
same experimental setup from Wang et al. (2019).
The lexical relation classification datasets that were
considered are K&H+N (Necşulescu et al., 2015),
BLESS (Baroni and Lenci, 2011), ROOT09 (San-
tus et al.) and EVALution (Santus et al., 2015).
Since the EVALution benchmark does not contain
the random relation, we add it artificially for the
negative sampling purpose. Due to space limita-
tions, we do not provide the datasets’ statistics. The
reader may refer to (Wang et al., 2019) for the full
details of the datasets.

For co-occurrence data, we extracted co-
occurring word-pairs from the English Wikipedia
corpus. We sampled co-occurrence data that cor-
respond to the vocabulary of the relation classifi-
cation dataset, by picking the sentences form the
corpus that contain these words.

3.2 Evaluated Models

For baselines, we considered both traditional distri-
butional models: Concat (Baroni et al., 2012) and
Diff (Weeds et al., 2014), and path-based models
NPB (Shwartz et al., 2016b), LexNET (Shwartz
and Dagan, 2016) (which integrates both distribu-
tional model and pure path-based data), NPB+Aug
and LexNET+Aug (the base models are trained
on augmented dependency paths, used to improve
coverege) (Washio and Kato, 2018), and the re-
cent state-of-the-art model SphereRE (Wang et al.,
2019). Note that SphereRE performs a pre-training
phase for generating initial pseudo labels, and the
(unlabeled) test data is used for both this phase and
the training. Our method does not require the test
data and does not perform and initial classification

before training. We refer readers to the previous
works for detailed descriptions of these baselines.
Note that (Washio and Kato, 2018) reported only
the F1 scores over the models that were trained
using augmented dependency paths.

3.2.1 Ablation Study
In order to assess the contribution of each compo-
nent in our model, we perform an ablation study.
First, we denote WBR as the full model that is de-
scribed in Section 2. In addition, we consider the
following ablated versions of WBR:

BR: In this version, we omit the within loss and
do not learn U and V. Instead, we set U = A
and U = B and keep them fixed for the entire opt-
timization procedure. This leads to the following
loss:

Lbr(Θ) =−
∑
k∈K′

∑
(i,j)∈Pk

f
rij
ij + log

∑
k∈K′

exp fkij

+
λ

2

∑
k∈K′
||Ψk||22 + ||Φk||22.

BR+co: In this version, we omit all the relations
from the within-relation loss, except for the co (co-
occurence) relation. In other words, we change the
WBR loss to include the between-relation likeli-
hood, co-occurrence likelihood and the priors as
follows:

Lbr+co(Θ) =−
∑

(i,j)∈Pco

log σ(ycoij f
co
ij )

−
∑
k∈K′

∑
(i,j)∈Pk

f
rij
ij + log

∑
k∈K′

exp fkij

+
τ

2

∑
i∈Iu

||ui − ai||22

+
τ

2

∑
i∈Iv

||vi − bi||22

+
λ

2

∑
k∈K′
||Ψk||22 + ||Φk||22.
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3.3 Hyperparameters Configuration

We set the projection dimension to dk = 15, the
precisions to λ = τ = 10−4, and the temperature
to α = 5. Either increasing dk or changing the
precisions or the temperature did not improve the
performance of WBR over the validation sets. We
used the Adam optimizer (Kingma and Ba, 2015)
(as OPT from Algorithm 1) with a minibatch size of
32. Similar to Wang et al. (2019), we initialized the
word-level representations to the pretrained 300 di-
mensional FastText word embeddings (Bojanowski
et al., 2017). The SphereRE model uses constant
FastText word embeddings and only learns rela-
tions’ embeddings. However, we train both the
relations’ projections and continued the training
of the word embeddings. For the rest of the base-
lines, the hyperparameters are adopted from the
corresponding papers. For training stopping crite-
ria, we used the validation set within each dataset
(by computing the F1 score). For each test set, we
report the averaged precision, recall, and F1 score
for each lexical relation.

3.4 Results

The results of WBR and all of the baselines over
the datasets are summarized in Table 1. Overall,
our WBR model provides competitive performance
results comparing to the tested baseline models.
The recent SphereRE model outperforms the basic
BR model on all the datasets. Adding the within-
relation objective, but only with co-occurrence
(BR+co) improved the performance. The results
on the other benchmarks are close to SphereRE.
Adding both the random relation and using the
within-relation mechanism increased the perfor-
mance gain over this dataset, which is extremely
imbalanced compared to the rest of the datasets
(Wang et al., 2019). The improvement on EVALu-
tion is reasonable since this dataset does not contain
the random relation. This effect can be explained
by addressing the lexical memorization problem.
Finally, adding the relations data to the within-
relation objective (the full WBR model) yielded
additional performance gain, causing the model
to outperform the SphereRE over three datasets
slightly.

4 Mitigating the Lexical Memorization
Problem

The lexical memorization problem is alleviated by
the introduction of the random relation. This fea-
ture plays a key role both for the between and within
loss terms: given a word-pair (a, b) and their cor-
responding, ground truth relation r, we randomly
sample a word n and associate the word-pair (a, n)
with the random relation, unless r happens to be
equal to the random relation beforehand (see Al-
gorithm 1). This unique mechanism is designed
to balance each positive word-pair with a negative
one, neutralizing the effect of multiple instances
of the prototypical terms (e.g., animal, fruit, etc.)
on the training objective, as a kind of regulariza-
tion and data augmentation. For example, con-
sider the positive data sample (animal, b). It will
be balanced with a negative sample (animal, n).
Therefore, during the training phase, the between
classifier learns to consider the random label each
time it is given the hypernymy label. Similarly, the
corresponding within (hypernymy) classifier will
encounter a negative sample for each positive sam-
ple. As a result, in the inference phase, the relation
classifier does not always predict the hypernym
relation for (animal, x) - the classifier will con-
sider the features of x as well, and thus mitigates
the lexical memorization problem. Another way
to ensure that each relation classifier exploits both
words in the given pair is splitting them into two
different linear projections’ relation sets, Ψ for the
first word, and Φ for the second. Further, using
the cosine similarity measure for computing fkij ,
rather than a dot product, provides a normalization
effect which neutralizes frequency biases, caused
by typical larger norms for frequent words.

5 Conclusions

We presented WBR - a novel model for lexical
relation classification. WBR facilitates the novel
between-within relation loss, enabling the exploita-
tion of distributional information. WBR is evalu-
ated on four different datasets, where it is shown to
outperform various baselines across all evaluation
metrics.
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