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Abstract

Social media sites like Twitter possess the po-
tential to complement surveys that measure
political opinions and, more specifically, po-
litical actors’ approval. However, new chal-
lenges related to the reliability and validity of
social-media-based estimates arise. Various
sentiment analysis and stance detection meth-
ods have been developed and used in previ-
ous research to measure users’ political opin-
ions based on their content on social media.
In this work, we attempt to gauge the effi-
cacy of untargeted sentiment, targeted senti-
ment, and stance detection methods in label-
ing various political actors’ approval by bench-
marking them across several datasets. We also
contrast the performance of these pretrained
methods that can be used in an off-the-shelf
(OTS) manner against a set of models trained
on minimal custom data. We find that OTS
methods have low generalizability on unseen
and familiar targets, while low-resource cus-
tom models are more robust. Our work sheds
light on the strengths and limitations of exist-
ing methods proposed for understanding politi-
cians’ approval from tweets.

1 Introduction
Measuring public opinion accurately and with-
out systematic errors is as vital for a functioning
democracy as it is for scholars to understand soci-
ety. Survey methodologists have developed tech-
niques over several decades to precisely quantify
public opinion. The American Association for Pub-
lic Opinion Research (AAPOR) stated in their re-
cent task force report that public opinion research is
entering a new era, where digital traces would play
an important role (Murphy et al., 2014). Increas-
ingly, since the first steps were made by O’Connor
et al. 2010, numerous studies have assessed the
efficacy of such traces, especially social media, in
measuring public opinion as a complement to polls.

The run for social media approaches is not surpris-
ing, as they promise a continuous public opinion
estimate based on millions of data points.

Tweet Untargeted
Sentiment

Targeted
Sentiment Stance Approval

Trump is the only
candidate I fully support positive positive favor approval

What makes me angry is
the lying media brazenly
attacking President Trump.

negative positive favor approval

Jeb Bush is the only sane
candidate in the
republican lineup

positive none against disapproval

Table 1: Different types of NLP measurements that can
be used to understand a tweet’s approval of a prede-
fined target (here, Donald Trump): Untargeted/overall
sentiment (UTS), targeted sentiment (TS) and stance
(ST). UTS can easily fail to measure approval of the
target if several potential targets are mentioned or the
actual target is not explicitly present. TS cannot mea-
sure indirect opinions where the target is not mentioned,
whereas ST methods are designed for this task as well.

Social-media-based metrics require new
approaches, which bring forth new chal-
lenges (Olteanu et al., 2016). Sen et al. 2019
describe two primary sources of errors: representa-
tion errors, due to how results are inferred for the
target population and measurement errors, due to
how the target construct is measured. Researchers
have made substantial advances in understanding
and adjusting for representation errors (Pasek et al.,
2019; Barberá, 2016). Yet, there is still a gap in
knowledge about whether the lack of effectiveness
of social media-based estimates is also due to
measurement errors, i.e., the operationalization of
the target construct – approval. While previous
research has used external data such as polling
results to (in)validate the efficacy of automated
aggregate approval measures from social media,
the fine-grained (mis)measurement of approval on
a post level has yet to be studied.

The building blocks for measuring approval with
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social media are usually the textual utterances by
users.1 Related work predominantly focuses on
the largest publicly available social media platform,
Twitter, and employs methods ranging from senti-
ment lexicons (O’Connor et al., 2010; Pasek et al.,
2019) to machine learning approaches (Marchetti-
Bowick and Chambers, 2012; Barberá, 2016) for
analyzing approval in individual tweets. Several
natural language processing (NLP) approaches
have been proposed to, or can be amended to, mea-
sure approval. They can be segmented into three
broad classes: untargeted sentiment detection, tar-
geted sentiment detection, and stance detection (see
Table 1).2

Untargeted sentiment is a popular choice for
measuring approval (Pasek et al., 2019; O’Connor
et al., 2010; Pasek et al., 2018), possibly due to
the availability of several methods that can be used
without much overhead in an off-the-shelf (OTS)
manner. Yet, cognitive scientists contend that at-
titudes such as approval are tied to an object of
approval (Bergman, 1998), and untargeted sen-
timent, in comparison to targeted sentiment and
stance, might not be the best proxy for it (c.f Ta-
ble 1). Indeed, as it is the most sophisticated fam-
ily of methods and aligned with what we term
“approval”, stance detection by design typically
outperforms sentiment detection methods within
shared tasks (e.g., SemEval) aiming to measure tar-
gets’ approval. While stance may indeed be a more
robust theoretical proxy, a potential obstacle to-
wards using stance detection, instead of untargeted
sentiment analysis, is the lack of OTS methods
available. Even for methods that do exist, the de-
velopers intentionally or unintentionally tune their
methods towards benchmark datasets (e.g., by ex-
ploiting the fact that a dataset is collected based on
particular hashtags). It is thus likely that complex
methods are tuned to linguistic markers of bench-
mark datasets and only perform well on those or
similar datasets (Linzen, 2020). In this light, it is
unclear if such methods can be used “tout court”
on novel datasets and targets.

Therefore, we investigate the following use case:
Measuring how respondents or users feel towards a

1These can further be aggregated per user (Cohen and
Ruths, 2013), but we focus on the much more common prac-
tice of measuring post-level opinions.

2Stance detection here is different from rumorstance de-
tection (Kochkina et al., 2017) and argument stance detec-
tion (Lippi and Torroni, 2016), where the task is to infer the
speaker’s reaction to a potential rumor or argument, respec-
tively.

certain topic or entity (which we call target), such
as the president (O’Connor et al., 2010; Pasek et al.,
2019) or presidential candidates (Barberá, 2016),
where the outcome is captured on a continuum be-
tween approval and disapproval or some equivalent,
e.g., favor, neutral, against. While different terms
like “viewpoint”, “support” or “stance” can be as-
cribed to this measurement, we will henceforth call
it “approval”; this mirrors the long-standing mea-
surement tradition in survey research to ask for the
approval of political actors and issues, usually also
indicated on a scale with synonymous extremes.3

We investigate the design choices to be made by a
researcher to increase reliability and validity of the
measurement. 4

Our Contributions. To investigate how well
automated methods capture approval on a fine-
grained tweet level, we systematically compare the
validity and reliability of (i) “off-the-shelf” (OTS)
usage of methods that require minimal effort to
(re)use, and (ii) customized low-resource methods,
leveraging popular supervised text classification
models,5 trained on varying, small-scale quantities
of in-domain data, to simulate a scenario where
individual datasets are labeled with realistically
expendable effort (Adams-Cohen, 2020; Hughes
et al., 2020). Across five different datasets, span-
ning seven targets, we benchmark the performance
of twelve methods: eight OTS methods that have
been used in the past for assessing approval or are
exemplary for different types of NLP approaches
that have been proposed for understanding con-
cepts akin to approval, and four customized low-
resource methods. We find more complex super-
vised OTS methods, especially targeted methods,
do not generalize well to unseen targets, i.e., tar-
gets that are not present in the training data of these
methods. But they also have high variation on fa-
miliar targets, where they struggle with measuring
instances of indirect stance and absence of stances.
Low resource custom methods outperform OTS
methods for both types of targets. Our systematic
analysis identifies and highlights gaps in current

3For example, Gallup’s poll on presidential approval has
remained virtually unchanged for decades (McAvoy, 2008).

4Quinn et al.: “The evaluation of any measurement is
generally based on its reliability (can it be repeated?) and
validity (is it right?).” In this work, by validity, we refer to
external validity or generalizability, while reliability refers to
repeating the same measurements under different conditions.

5In this work, we differentiate between models which are
machine learning models that can learn from data, and methods
which have already been trained and can be re-used without
further training or fine-tuning.
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methods for the measurement of approval and im-
plies that even though targeted sentiment and
stance are better proxies for approval than un-
targeted sentiment, current targeted methods
cannot be used in an OTS manner for measur-
ing approval. Our code is available at https:

//github.com/gesiscss/political_approval

2 Methods for Measuring Approval
In the section, we describe widely used methods
that have been applied to mine public opinion on
Twitter, particularly approval of political actors.
Evaluating all pertinent methods and their varying
implementations is beyond the scope of this work,
therefore we choose popular approaches or those
whose implementations are widely available.

We describe the three above-mentioned cate-
gories of approaches (summarized in Table 1)
which can be used as proxy measures for approval
or disapproval of targets.

2.1 Untargeted Sentiment

Untargeted sentiment refers to the overall senti-
ment of a sentence or document, regardless of tar-
gets mentioned. Prominent and easy-to-use rep-
resentatives of untargeted sentiment methods are
lexicons of positive and negative words. The word
lists are hand-curated and are usually not adapted to
each target dataset they are applied to. They are typ-
ically used to annotate words in documents and the
ratio of positive to negative words in a document
may function as an indicator of opinion (O’Connor
et al., 2010). To arrive at a measurement of ap-
proval, the document for which overall sentiment
is calculated is either assumed to be about the tar-
get a priori via the collection process of the cor-
pus (O’Connor et al., 2010; Pasek et al., 2018), or is
labeled as such through heuristics or named entity
recognition. In this work, we compare various lexi-
cons which have been used in past public opinion
analysis literature: MPQA (Hu and Liu, 2004) and
LabMT (Dodds et al., 2011) used by O’Connor
et al. and Cody et al., respectively to understand
approval of President Obama. VADER (Hutto and
Gilbert, 2014), which is a lexicon combined with
a heuristic-based preprocessing engine for under-
standing syntactic characteristics of sentences such
as negation, was recently used to understand stance
towards the economy (Conrad et al., 2019).

In contrast to lexicons, we also explore
fully supervised methods including SentiStrength
(STS) (Thelwall, 2017), a widely-used lexicon-

based supervised method6 and SentiTreeBank
(STB) (Socher et al., 2013), trained on human-
annotated web content such as online reviews.
While both STS and STB include syntactic depen-
dencies so they can account for negations and mod-
ifiers, they are target-independent and can therefore
capture the overall sentiment of a tweet rather than
sentiment towards a particular entity.

2.2 Targeted Sentiment

The task of Targeted Sentiment Analysis (TS) is,
given a sentence, to infer the sentiment of the au-
thor towards a predefined topic or entity.7 TD-
LSTM (Tang et al., 2016) is a Recurrent Neural
Network based approach that also takes into ac-
count syntactic dependencies, trained and tested
on a Twitter dataset with tweets towards various
entities and topics like Bill Gates, Lady Gaga, and
Donald Trump, annotated by crowdworkers (Dong
et al., 2014). TD-LSTM achieved state-of-the-art
performance (69% Macro F1) on the aforemen-
tioned Twitter targeted sentiment dataset. To trans-
late targeted sentiment to stance or approval, a
function is commonly defined that transforms neg-
ative sentiment scores to disapproval or “against”
and positive sentiment to approval or “for”, with
a residual category of “neutral” for mid-range or
inconclusive scores.

2.3 Stance

Stance detection refers to a set of loosely connected
tasks in NLP such as argumentation mining and ru-
mor verification.8 In this work, we focus on the spe-
cific case of stance detection, closely related to TS,
which is the task of inferring whether a document is
written in favor or against the given target. Stance
detection and TS differ in that the author may take
an indirect stance without explicitly mentioning
the target. While various stance detection methods
exist, we focus on two prominent example methods
that have been developed specifically for detecting
stance on Twitter. Mohammad et al. introduce
a strong Linear SVM-based method (SVM-SD)
trained on a stance-annotated tweet corpus with

6Sentistrength, for example, has been used to as-
sess the sentiment of tweets mention German politicians:
https://data.gesis.org/tweetskb/

7The task is closely related to, but distinct from, Aspect-
Based Sentiment Analysis. More specifically, TS is de-
scribed as Targeted Non-aspect-based Sentiment Analysis
(TN-ABSA) where “the object of the analysis is simply the
target entity.” (Pei et al., 2019).

8See (Küçük and Can, 2020) for a comprehensive survey
on various types of stance detection tasks.

https://github.com/gesiscss/political_approval
https://github.com/gesiscss/political_approval
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Method Supervised/
Unsupervised Type Output Reference Implementation

VADER unsupervised UTS compound score between [-1, 1] Hutto and Gilbert https://github.com/cjhutto/vaderSentiment
MPQA unsupervised UTS Ratio of positive and negative score Hu and Liu https://mpqa.cs.pitt.edu/lexicons/subj lexicon/
LabMT unsupervised UTS Ratio of positive and negative score Dodds et al. https://hedonometer.org/words/labMT-en-v1/

Sentistrength (STS) supervised UTS [-5,5] Thelwall http://sentistrength.wlv.ac.uk/

SentiTreeBank (STB) supervised UTS [very positive positive, neutral, negative,
very negative] Socher et al. https://nlp.stanford.edu/sentiment/treebank.html

TD-LSTM supervised TS [negative, none, positive] Tang et al. https://github.com/jimmyyfeng/TD-LSTM
SVM-SD supervised ST [favor, none, against] Mohammad et al.

DSSD supervised ST [favor, none, against] Augenstein et al. https://github.com/sheffieldnlp/stance-conditional

Custom (LR) supervised ST [favor, none, against]
Custom (SVM) supervised ST [favor, none, against]
Custom (MNB) supervised ST [favor, none, against]
Custom (BERT) supervised ST [favor, none, against]

Table 2: Overview of the tweet-level methods used to understand approval. The first eight are off-the-shelf,
i.e., not trained on any novel data while the bottom four are custom, i.e., trained on minimal in-domain data. We
categorise methods based on their training procedure (supervised or unsupervised), the type of proxy they measure,
untargeted sentiment (UTS), targeted sentiment (TS) or stance (ST), and describe their output. Since the custom
methods are trained on data annotated for stance, we also consider them to be of that type. We also include the
source of implementation of off-the-shelf methods when available.

character and word n-grams that outperformed all
submissions in the SemEval 2016 Stance Detection
shared task A (Mohammad et al., 2016).

Secondly, for their Distant Supervised Stance
Detection (DSSD) method, Augenstein et al. train
an LSTM on tweets where stance towards vari-
ous entities or topics is labeled (cf. the SemEval
2016 Stance Detection shared task A dataset (Mo-
hammad et al., 2017)). However, the final goal of
this method is to label stance in tweets towards
Donald Trump, which was not included as a poten-
tial target in the training data (shared task B). To
improve prediction performance for an unknown
entity (Trump in this case), the authors leverage
a large collection of tweets containing keywords
relevant to Trump, weakly labeled based on the
presence of certain keywords or hashtags such as
‘MAGA’ and ‘#yourefired’, in conjunction with
a bidirectional LSTM.9 We include this method
since it achieved high performance (average of
59% macro F1 on favor and against classes) on
the shared task.

3 Use case scenarios
We now describe the two scenarios we explore as
realistic options faced by a CSS researcher aiming
to measure approval towards political actors on
Twitter with their own dataset and/or targets.

3.1 “Off-the-shelf” usage

As our first scenario, we assume that a researcher
does not have the resources to label their novel

9Generating weak labels may require domain knowledge
and is not equally plausible for all targets, especially for novel
targets.

data and/or retrain their own model on this data
and targets they are working with. A low-threshold
solution is (i) the usage of dictionary-based meth-
ods or (ii) the use of existing supervised methods
pretrained on a different corpus and potentially dif-
ferent targets.

As dictionaries are not trained by design, we
employ them with only minor adaptions to their
preprocessing pipelines. Due to the lack of a
standardized processing pipeline for LabMT and
MPQA, and to maintain consistency within the
lexicons, all three of them are used in conjunc-
tion with VADER’s preprocessing engine. MPQA
and LabMT which yield ratio of positive and neg-
ative scores are converted to three classes reliant
on a value greater (favor), lesser (against) or equal
(none) to zero. Following past literature (Hutto and
Gilbert, 2014), we use -0.1 and 0.1 as the thresh-
old for converting VADER scores to positive (fa-
vor) and negative (against), respectively. STS and
STB are used with their pretrained models. We re-
implement TD-LSTM using the code made avail-
able by the authors (c.f Table 2 and Appendix C).
TD-LSTM and STS provide scores of positive, neg-
ative and none which can be mapped to the afore-
mentioned stance classes. For STB, we collapse
the five-class output to three-class, by combining
very negative (very positive) and negative (posi-
tive). Like TD-LSTM, we re-implement DSSD,
and replicate SVM-SD based on Mohammad et al.
2017.
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Target Dataset
against favor none Total

direct indirect direct indirect direct indirect

Trump CONS 156 62 53 20 9 3 303
MTSD 620 0 989 0 454 0 2063
PRES 387 1 144 0 96 0 628
SEB 165 134 146 2 6 254 707

Macron PRES 234 0 135 0 177 0 546
Clinton CONS 78 19 109 46 3 5 260

MTSD 507 0 220 0 262 0 989
SEA 107 64 42 3 2 76 294

Zuma PRES 363 3 134 0 122 0 622
Widodo PRES 101 0 150 0 168 0 419
Erdoğan PRES 378 1 81 0 141 0 601

Putin PRES 416 0 103 0 99 0 618

Table 3: Datasets. The datasets used for evaluating
all methods, related to different political actors and ap-
proval (stance) distribution. We use a held-out sample
of this data, stratified on stance, to train low-resource
custom methods on minimal data (195 tweets from
each target) and use the rest for testing the OTS and
custom methods.

3.2 Customized Training

For this scenario, we assume that limited resources
are available to label the dataset to be analyzed to-
wards the desired target, and that commonly avail-
able NLP models, particularly those that have been
used for text classification, can be employed to train
custom methods accordingly. Training data for
novel targets can be expensive to generate, so we
train models on a held-out minimal proportion of
the test datasets (Table 3) to obtain target-specific
stance methods, similar to Mohammad et al. (2017),
but on a fraction of the data; 195 datapoints from
each target.10 We decide on this threshold based on
the least amount of labeled data required to outper-
form the best performing OTS method, as further
explained in Appendix A.

We consider a small number of concrete manual
labels of tweets as the most realistic scenario. We
do not consider using weak labels “low effort”,
since (i) they have to be carefully selected for each
target, e.g., by a domain expert and be sufficiently
tailored to the target, such as a politician-specific
hashtag, and (ii) a large amount of labels would
be required for retraining a method such as DSSD,
which is not feasible for each dataset used in our
evaluation, nor in practice in many cases.

For the custom models, we also remove stop-
words (except ‘not’) and use unigram features to
train four different types of models that are popular
for text classification tasks: Logistic Regression
(LR), Multinomial Naive Bayes (MNB), a Support
Vector Machine (SVM) and finetuned BERT (De-

10Since, different targets have varying amount of data, 195
tweets constitutes 5.5% of the Trump data and 12%-46% of
the other targets.

vlin et al., 2019). For LR, MNB and SVM, we
perform five-fold cross-validation and grid search
to tune hyperparameters. For BERT, 10% of the
dataset is used as a validation set (c.f Appendix C
for hyperparameter configurations). Our objective
is not to build a state-of-the-art classifier with opti-
mal performance, but to understand how methods
utilizing minimal training data compare against
OTS methods.

3.3 Baselines

To emulate an “absolute minimal effort” scenario
we set up three baselines. The first is a random
baseline, a classifier that randomly assigns a stance
label (either favor, against or none) to each tweet.
The second and third baseline are based on a clas-
sifier that labels every instance with the major-
ity label for the dataset (independent of targets)
(majority-dataset) or target (majority-target).

4 Experiments

Previous research established the validity of social
media measures through correlations with external
data sources like polls and surveys (O’Connor et al.,
2010; Pasek et al., 2018; Barberá, 2016). We argue
that this entangles different types of errors, such as
the lack of demographic match between polls and
social media users and the effect of the platform’s
affordances on textual expressions. By focusing on
a controlled dataset of human-annotated approval
at a tweet level, we can rule out confounding fac-
tors to a higher degree. Furthermore, as we see
in Table 1, stance is a better proxy for approval
than targeted and untargeted sentiment. Therefore,
we compare the performance of the previously de-
scribed methods over five different datasets that
form the gold standard of stance (∼ approval). Us-
ing datasets spanning different targets as well as
different time periods helps us gauge the generaliz-
ability and robustness of methods. In this section,
we describe our experimental setup and datasets
used for evaluation and custom training.

4.1 Experimental Setup

Evaluation parameters. We use Macro-F1
(which weights all classes equally) across all three
classes to analyze performance. To assess cross-
dataset and cross-target performance, we compute
the mean, standard deviation and the upper (high)
and lower (low) bounds of 95% confidence inter-
val. To account for possible variance, all methods
are evaluated based on average performance on the
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evaluation datasets (Table 3) over 5 runs.

4.2 Datasets

We evaluate OTS and custom methods on the fol-
lowing datasets. While some of these datasets have
common targets, for example, Trump is present
in four of them, they are all collected in different
periods of time, with different keywords (c.f Ap-
pendix B). All datasets have stance labels of ‘favor’,
‘against’, and ‘none’ towards the targets.

SemEval A and B. The SemEval-2016 task 6
dataset (Mohammad et al., 2017) contains topic-
tweet pairs, on controversial subjects. Since our
analysis is restricted to political actors, we use the
portion of the task A test dataset with stance to-
wards Hillary Clinton (SEA) and the task B dataset
with stance towards Donald Trump (SEB).

Constance (CONS). Joseph et al. (2017) re-
leased a dataset containing stance towards Trump
and Clinton. The authors use this dataset to un-
derstand how different annotation contexts affect
crowdworkers’ performance in labeling tweets for
stance. The authors annotate tweets based on vari-
ous contextual information such as the profile de-
tails of the tweet author.

MTSD. Sobhani et al. (2017) released a dataset
where each tweet has stance towards more than
one target (multi-target stance detection). The au-
thors collected data about four presidential candi-
dates of the US 2016 elections using related hash-
tags, selecting three target pairs: Donald Trump
and Hillary Clinton, Donald Trump and Ted Cruz,
Hillary Clinton and Bernie Sanders. We only in-
clude those tweets where one of the targets is either
Trump or Clinton.11

Presidents (PRES). van den Berg et al. (2019)
collect a dataset of tweets mentioning presidents of
six G20 countries by various naming forms, which
are annotated for stance. The authors investigate
the role of naming variation in stance towards pres-
idents. To do so, the authors collect tweets three
query types: last-name, #first-name and first-name
+ (last-name/country). They then leverage crowd-
workers for annotating the stance in these tweets.

4.3 Experimental Design

We run the following two experiments to assess
validity and reliability respectively.

Experiment 1. We evaluate performance of
methods across all targets. This allows us to assess

11For our purpose, we only use the stance towards either of
these two as our final stance label.

the external validity of various OTS methods by
measuring how well they generalize to unfamiliar
targets (OTS scenario) compared to custom meth-
ods that have seen a minimal portion of the data
related to such targets (custom training scenario).

Experiment 2A. We evaluate the performance
of methods for the target Donald Trump, a target
familiar to some OTS methods like TD-LSTM and
DSSD, across multiple datasets (CONS, MTSD,
PRES and SEB). This allow us to assess the re-
liability of methods in measuring the same con-
struct (‘approval of Trump’), across multiple set-
tings which span over different time periods and
employ different data collection strategies.

Experiment 2B. The advantage of stance over
TS is indirect stances.12 Therefore, we also investi-
gate how well various methods perform on indirect
stance. Here, direct stance refers to when the target
is mentioned by name. For example, tweets with
indirect stances towards Trump mention neither his
firstname, lastname nor his Twitter handle (@re-
aldonaldtrump). They may refer to him indirectly,
say, via epithets (‘@potus’) or his association to
other subjects or entities (example 3 in Table 1).

5 Results
We now describe our findings from the the exper-
iments described in the previous subsection. We
compare the performance of methods across differ-
ent targets in Table 4 and across datasets that have
been collected in different ways but include one
target (Trump) in Table 5. Finally, we investigate
the performance on indirect and absence of stance.

5.1 External Validity: Performance across
Targets

To compare the external validity (which refers to
the generalizability) of various methods we present
their performance across different targets in Table 4.
First, the low performance of baselines demon-
strate that inferring stance is a hard task. Sentiment
lexicons (VADER, LabMT, MPQA) perform sur-
prisingly well and outperform more complex OTS
methods. This indicates that targeted OTS methods
do not work well for unfamiliar targets which they
have not seen during the learning phase. Therefore,
it is not advisable to use such methods for novel
targets. Our results indicate that targeted OTS
methods, like DSSD and TD-LSTM, should not

12These include references to the target “through pronouns,
epithets, honorifics, and relationships.”(Mohammad et al.,
2017)
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Method Targets Mean
F1 Std 95% CI

Clinton Erdoğan Macron Putin Trump Widodo Zuma high low

majority-target 22.30 25.79 19.99 26.85 19.45 19.08 24.69 22.59 2.97 28.42 16.77
majority-dataset 23.92 25.79 19.99 26.85 38.44 13.00 24.69 24.67 7.11 38.61 10.73
SVM-SD (ST) 28.08 30.23 29.37 33.62 23.54 16.30 30.41 27.37 5.32 37.79 16.94

STB (UTS) 28.19 30.64 32.53 37.83 23.60 21.23 31.08 29.30 5.17 39.43 19.17
random 31.57 31.65 29.09 28.45 33.16 32.31 30.65 30.98 1.58 34.08 27.89

STS (UTS) 31.23 30.52 29.23 29.84 30.93 33.74 32.01 31.07 1.38 33.77 28.37
DSSD (ST) 35.08 25.29 28.98 33.06 44.12 25.02 34.59 32.30 6.17 44.40 20.21

BERT (custom) 26.45 35.42 33.86 27.06 40.27 41.23 25.19 32.78 6.17 44.87 20.70
TD-LSTM (TS) 19.74 33.13 40.10 37.51 34.47 47.77 39.48 36.03 7.97 51.65 20.41
MPQA (UTS) 31.34 41.69 34.24 33.56 32.98 47.00 37.50 36.90 5.21 47.11 26.69
LabMT (UTS) 34.19 37.73 42.12 36.44 33.33 48.10 38.37 38.61 4.71 47.85 29.38
SVM (custom) 33.33 45.45 41.61 40.07 43.96 51.57 34.03 41.43 5.95 53.09 29.77
VADER (UTS) 36.72 44.81 43.49 43.51 36.97 50.32 44.24 42.86 4.38 51.45 34.27
MNB (custom) 40.23 47.22 41.60 43.36 40.64 50.63 42.81 43.79 3.53 50.70 36.87

LR (custom) 44.08 52.11 42.51 48.49 47.23 53.18 46.40 47.71 3.63 54.82 40.60

Table 4: Overview of the performance (Macro F1) of different methods across all targets. UTS = Untargeted
Sentiment, TS = Targeted Sentiment, ST = Stance. Cross-target performance for supervised off-the-shelf methods
are poor with high variability. Unsurprisingly, lexicons have more stable performance, but surprisingly, outperform
targeted methods. The LR custom method, trained on minimal data, performs best. The results indicate that
targeted off-the-shelf methods, like DSSD and TD-LSTM, are not ‘general-purpose’ since their performance is as
good as or even worse than untargeted lexicons like VADER and MPQA for targets that are new to them.

be considered ‘general-purpose’, and that their
performance is as good or even worse than untar-
geted lexicons like VADER, LabMT and MPQA
for new and unseen targets such as Macron and
Putin.13 The LR custom method performs best for
all targets except Macron (where the best method
is VADER), while BERT performs poorly, possi-
bly due to insufficient training data, indicating that
a simple, high-bias classifier performs better than
complex methods, OTS and custom alike, if the
amount of available training data is low.

5.2 Reliability: Performance across Datasets
for Donald Trump

Since it is not surprising that targeted methods have
low generalisation to unseen targets, we now eval-
uate them on a familiar target: Trump (Table 5).
DSSD was trained on weak Trump labels, while the
training data for TD-LSTM also contained tweets
with sentiment towards Trump. When comparing
the performance of different methods across differ-
ent datasets with approval towards Trump, we find
that targeted methods perform far better than they
had for unseen targets but still show a wide range

13To rule out issues due to model architecture, we also
finetune BERT models on weak labels used to train DSSD.
This model slightly outperforms DSSD but still has worse
performance than VADER and the LR custom method.

of variation. DSSD for example, which achieves
strong results on SEB, drops in performance across
all other datasets. The inconsistency and reduced
performance of supervised methods could be due
to difference in label distribution in train and test
sets (dataset drift), and the fact that scientists often
finetune their methods for a specific tasks which
may lower the generalizability. In this case, the
heuristics used to generate weakly labeled data to
train DSSD may not hold in different time periods.
One can finetune these methods for each dataset
separately, but this is not always feasible due to the
lack of computational skills and/or availability of
data; either weakly labeled data or larger quantities
of ‘strongly’ labeled data required for training deep
learning models. Our results also indicate that even
if weak labels are generated for a specific target,
they might not help the method trained on them
to generalize beyond the dataset from which weak
labels were generated.

MTSD is the most difficult dataset to classify for
most methods, possibly due to the presence of mul-
tiple entities and different stances towards them.
TD-LSTM outperforms stance detection methods
on all non-SEB datasets but performs poorly on
SEB. As seen for other targets, the LR custom
method surpasses OTS methods in mean F1, while
BERT performs poorly. Our results indicate that
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low resource methods might be more advanta-
geous than OTS method, when the sample that
needs to be analyzed may have different charac-
teristics (say, time period or keywords used for
tweet selection) to the OTS methods’ training
data, even if the target entity is the same.

Method Trump Datasets Mean
F1 Std 95% CI

CONS MTSD PRES SEB high low

majority-target 27.86 15.39 25.44 19.90 22.15 4.85 31.66 12.63
majority-dataset 27.86 21.65 25.44 19.90 23.71 3.12 29.83 17.59
SVM-SD (ST) 26.40 15.54 29.24 28.96 25.03 5.59 36.00 14.07

STB (UTS) 29.98 18.18 30.96 28.20 26.83 5.09 36.81 16.86
random 25.93 32.85 30.01 32.15 30.24 2.70 35.52 24.95

MPQA (UTS) 23.59 33.26 28.06 37.64 30.64 5.30 41.02 20.25
STS (UTS) 32.50 30.58 32.09 27.88 30.76 1.81 34.31 27.21

BERT (custom) 31.25 40.66 30.39 22.22 31.13 6.53 43.93 18.32
LabMT (UTS) 29.26 31.37 36.12 35.86 33.15 2.94 38.91 27.40

TD-LSTM (TS) 32.44 30.98 39.87 38.84 35.53 3.87 43.13 27.94
VADER (UTS) 29.52 35.65 40.11 37.96 35.81 3.96 43.57 28.05
SVM (custom) 32.05 41.88 31.93 41.05 36.73 4.75 46.04 27.42
MNB (custom) 34.25 38.84 34.71 39.57 36.84 2.38 41.51 32.17

DSSD (ST) 31.76 29.72 34.17 60.59 39.06 12.53 63.61 14.50
LR (custom) 31.66 43.88 33.85 47.30 39.17 6.58 52.07 26.28

Table 5: Overview of the performance of methods
measuring support of Donald Trump Targeted su-
pervised methods like TD-LSTM and DSSD outper-
form sentiment lexicons, with a few exceptions such as
VADER (comparable performance). DSSD performs
notably worse on datasets other than SEB and shows
high standard deviation. Custom LR methods outper-
form off-the-shelf methods, even for familiar targets.
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Figure 1: Confusion matrices of DSSD on SEB and
CONS disaggregated by directness of stance. DSSD
labels most of the indirect cases in SEB as ‘none’ and
has difficulties assessing indirect stance in CONS.

5.3 Error Analysis

We analyze why current OTS methods fail by tak-
ing a closer look at their performance on two di-
mensions: directness and presence of stance. As
a case study, we focus on DSSD and compare its
performance on SEB (F1 score of 60.6%), to other

Tweet Dataset Stance
Type

True
Stance

Predicted
Stance

After today SCOTUS has passed
more legislation than congress.
#tcot #semST

SEB indirect none none

mr. t uses the #scientology method-
never defend, always attack.
#debatenight

CONS indirect against none

I want a debate b/t Donald Trump
and Hilary Clinton but it’s their
spouses on stage instead

MTSD direct none favor

Table 6: Examples of misclassifications by DSSD in
different Trump datasets. In SEB, most instances of
‘none’ do not mention Trump (example 1), while in
the others like MTSD, these are tweets which mention
him but do not express a clear favorable or unfavorable
stance, which DSSD misclassifies as ‘favor’ or ‘against’
(example 3). On the other hand, it also misclassifies fa-
vorable or unfavorable tweets which indirectly mention
Trump as ‘none’ (example 2).

datasets, where performance is relatively lower.
Direct vs Indirect Stance. Recall that the

advantage of stance detection over targeted senti-
ment detection is that in the former, indirect stance,
where the target is not explicitly mentioned, can
also be measured. Therefore, we compare the per-
formance of DSSD for both direct and indirect
stances in SEB and CONS in Figure 1.14 We find
that DSSD is better at measuring direct stances,
especially those against the target, than indirect
ones (c.f example 3 in Table 6) which corroborates
previous findings of indirect stance being harder
to automatically detect (Mohammad et al., 2017).
Lower performance of automated methods for in-
direct stance, the advantage of stance detection
over targeted sentiment analysis, implies a need for
novel approaches.

No Stance. Figure 2 shows that DSSD misclas-
sifies most and some portion of ‘none’ in non-SEB
datasets, and SEB, respectively. This could be due
to qualitative differences between the ‘none’ class
in different datasets. From Table 3, we see that
almost all tweets with no stance in SEB are of
type indirect stance (example 1 in Table 6). 15

PRES and MTSD do not have instances of indi-
rect stance and therefore tweets with no stance in
them, directly mention Trump (example 2). DSSD
misclassifying instances of no stance in PRES and
MTSD, indicates that it does not recognize neutral
mentions of targets as ‘none’. The confusion be-

14MTSD and PRES, do not contain indirect stance.
15While example 1 seems unrelated to Trump, we argue

that it still constitutes an indirect mention with no stance
since all tweets in SEB contained stance-indicative or stance-
neutral hashtags related to the target which were replaced
with #semST during annotation by crowdworkets (Mohammad
et al., 2016).
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tween tweets which do not mention the target at
all (tweets with indirect favorable or unfavorable
stances) and tweets that mention the target but do
not express a stance towards them (neutral tweets)
could be due to the nature of weak labels used to
train the method. Our results indicate that the
interplay of presence of stance, neutrality and
directness needs to be investigated further.
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Figure 2: Confusion matrices of DSSD on MTSD and
PRES. DSSD has high false negatives for ‘none’.

6 Discussion
One of the goals of language technology, including
NLP methods, is the ability to (re-)use them. Keep-
ing in mind this vision, we investigate how an im-
portant construct in CSS, political approval, can be
operationalized using existing NLP techniques, ei-
ther through off-the-shelf sentiment and stance de-
tection methods or through custom domain-specific
methods. By comparing the performance of twelve
methods over five datasets with approval towards
seven targets, we find that targeted OTS methods do
not perform well across targets or datasets that span
over different time periods and have been collected
using different collection strategies. Concretely, (i)
targeted OTS methods do not generalize beyond the
targets they were trained on. They are as good as
or even worse than general-purpose lexicons in this
case; (ii) even for familiar targets, targeted meth-
ods, especially stance detection, have high fluctu-
ations and perform worse than sentiment lexicons
for certain datasets; (iii) Finally, stance methods do
not have a clear advantage over targeted sentiment
in understanding approval due to the latter’s low
performance on indirect stance.

While researchers interested in measuring ap-
proval should use targeted constructs like stance
or targeted sentiment instead of overall sentiment
to avoid conceptual confusion, current targeted
methods need to be improved before they can be
used in an off-the-shelf manner. Since OTS tar-
geted methods do not perform well for unknown

targets, authors of papers on stance detection and
target-dependent sentiment analysis should clar-
ify if their method works only for certain targets
(target-specific) or can be used to measure stance
towards any unseen target (general-purpose), i.e.,
clarify the borders of their method’s applicability.
The high performance of sentiment lexicons, es-
pecially for unseen targets (Table 4), implies that
these resources can be used with ML techniques
for general-purpose stance detection. The poor
performance of DSSD on other Trump datasets im-
plies that, compared to sentiment analysis methods,
stance methods are more susceptible to changes in
topic and time. Future SemEval challenges should
consider this when constructing test datasets and
mention the hashtags and keywords they use for
data collection. In our error analysis, we show that
current stance detection methods, which are slated
as being capable of measuring indirect opinions
expressed via ”pronouns, epithets, honorifics and
relationships,” perform poorly on indirect stance.
This suggests that future research should explore
approaches like coreference resolution (for pro-
nouns), word sense disambiguation (for epithets),
and background knowledge (relationships to other
entities). Finally, to help practitioners and CSS
researchers interested in measuring the approval of
novel and familiar targets beyond a data collection
setting familiar to an OTS method, we find that
minimal in-domain models are preferable.

Limitations. This work does not capture all
methods that have been proposed for assessing po-
litical approval but focuses on those that have been
popular in the past or are exemplary for different
types of methods (untargeted sentiment, targeted
sentiment, and stance). Second, we only consider
approval towards named entities, which we find
is already a difficult task, especially for indirect
stances. In the future, we hope to explore abstract
topics like ‘immigration’ where differentiating be-
tween direct and indirect stance is non-trivial and
ensemble models that combine the strengths of
multiple methods.
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chos, and Kalina Bontcheva. 2016. Stance detection
with bidirectional conditional encoding. In Proceed-
ings of the 2016 Conference on Empirical Methods
in Natural Language Processing, pages 876–885,
Austin, Texas. Association for Computational Lin-
guistics.
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Appendix for “On the Reliability and
Validity of Detecting Approval of Political
Actors in Tweets”
This appendix provides more details on the training
data used for the custom methods (Appendix A),
the evaluation datasets (Appendix B), and the train-
ing of different supervised methods including de-
scription of hyperparameters and how they were
set (Appendix C).

A Training Data for Low-resource
Custom Methods

We experiment with varying number of datapoints
for training the low-resource custom methods and
compare their performance against the OTS meth-
ods. The change in performance with increasing
training data for Trump is in shown in Figure 3.
We choose the least amount of data, 195 tweets, re-
quired to outperform the best OTS method, in this
case, DSSD. With more training data, performance
of customized methods improve but we attempt to
show the least cost a researcher would incur for
labeling additional data in their novel dataset for
better performance than OTS methods. Custom
methods for other targets also behave in a similar
manner (c.f Figure 4), with certain targets like Putin
outperforming the best OTS method, STB in this
case, with fewer than 195 labeled tweets. There-
fore, instead of having different training sizes for
different targets, we use the same amount and find
that the LR custom methods outperform OTS meth-
ods for all targets except Macron. The proportion
of training data used for each target is mentioned
in Table 9
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Figure 3: Relationship between increasing training data
and performance (Mean Macro F1) for the target Don-
ald Trump. We find that 195 datapoints are needed to
train a custom model (LR in this case), that can outper-
form the best performing OTS method, DSSD.

B Evaluation Datasets
We briefly describe the datasets used for evaluation
in Section 4.2. We provide more details on the spe-
cific datasets as well as how we rehydrated some
of them (MTSD and PRES) based on tweet IDs re-
leased by the dataset authors (c.f Table 7). We also
include the specific keywords and hashtags used
to collect tweets and the period of data collection
when available. The keywords used to collect the
SEB data is not mentioned, and neither is the exact
time period of data collection for SEB, SEA and
MTSD therefore, based on the nature of the tweets,
we estimate to be during the US 2016 elections.

C Training Supervised Methods
OTS Methods. The ML OTS methods we re-
implement are SVM-SD, TD-LSTM, and DSSD.
The training data used to re-implement these meth-
ods are described in Table 11. Since these meth-
ods are used in an off-the-shelf manner, we do
not finetune them on a separate in-domain dev set.
Nonetheless, the hyperparameters of TD-LSTM
and DSSD are set according to the finetuning done
on their original development set, while SVM-SD
is finetuned through five-fold cross validation and
grid search. The hyperparameters for these meth-
ods are listed in Table 10.

Dataset Target
Stance Methods

TrainedAgainst Favor None

SemEval A
(Train fold)

Atheism 304 92 117

SVM-SD
DSSD

Climate Change 15 212 168
Feminist Movement 328 210 126

Hillary Clinton 361 112 166
Legalization of Abortion 334 105 164

Weak Labels
Augenstein et al.

Donald Trump 5074 4645 8912 DSSD

Targeted
Sentiment
Dong et al.

miscellaneous 1411 1411 2826 TD-LSTM

Table 11: Off-the-Shelf Methods’ Training Datasets.
Training Datasets used for training various OTS super-
vised methods related to different named entity targets
and their stance distribution. Note that the Hillary Clin-
ton data is from the SEA training set and does not over-
lap with the test data in Table 3.

In-domain Methods. We train 4 types of in-
domain models: Logistic Regression, Multinomial
Naive Bayes, SVM and finetuned BERT. Since a
researcher would train a model based on the novel
target she wants to analyze, we train separate mod-
els for each target, leading to 28 different models
(seven targets and 4 model types) over 5 runs. For
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Dataset Keyword Time Period Original
Size

Rehyd
-rated
Size

Data
Decay (%) Source

SEB not specified
∼2016
(pre-election)

707 707 0
http://saifmohammad.com/WebPages/StanceDataset.htm

SEA (HRC)
#GOHILLARY
#WhyIAmNotVotingForHillary
#hillary2016

∼2016
(pre-election)

294 294 0

CONS

@realDonaldTrump, @HillaryClinton,
Hillary, Clinton, Trump, Donald, #maga,
#imwithher, #debatenight, #election2016,
#electionnight

29th July to
7th November
2016

563 563 0 https://github.com/kennyjoseph/constance

MTSD
#DonaldTrump, #Trumpt,#Trump2016,
#HillaryClinton, #Hillary, #Hillary2016

∼2016
(pre-election)

4455 3052 31.5 http://www.site.uottawa.ca/∼diana/resources/stance data/

PRES
last-name, #first-name,
first-name +(last-name/ country)

18th June to
30th August
2017

4200 3434 18.2
https://www.cl.uni-heidelberg.de/english/research/
downloads/resource pages/TwitterTitlingCorpus/twitles.shtml

Table 7: Specifications of Evaluation Datasets. The datasets used for evaluating all off-the-shelf and custom
methods, the keywords used to curate them, the period of data collection and source. We also include data decay
rate of the two datasets we rehydrated due to some portion of tweets being deleted: MTSD and PRES.

Method Hyper
-parameters

Hyper
-parameters

Bounds

Trump Macron Clinton Zuma Widodo Erdoğan Putin

Values Train
Time Values Train

Time Values Train
Time Values Train

Time Values Train
Time Values Train

Time Values Train
Time

LR C, penalty
[0.01, 0.1, 1, 10, 100]

, [l1,l2]
10, l2 0.59 100, l2 0.51 1, l2 0.48 10, l2 0.44 1, l2 0.34 10, l2 0.44 10, l2 0.48

MNB alpha [0.001, 0.01] 0.01 0.11 0.01 0.11 0.01 0.12 0.01 0.11 0.001 0.08 0.001 0.1 0.001 0.1

SVM C [0.01, 0.1, 1, 10, 100] 0.1 0.25 10 0.16 0.1 0.22 0.1 0.21 0.01 0.18 0.1 0.17 0.1 0.17

BERT

Batch size,
Learning rate

(Adam),
Number of

epochs

N/A
32,

2e-5,
4

27.81
32,

2e-5,
4

20.8
32,

2e-5,
4

31.1
32,

2e-5,
4

22.4
32,

2e-5,
4

17.4
32,

2e-5,
4

22.2
32,

2e-5,
4

22.6

Table 8: Hyperparamters of the different custom methods used in this study.

Clinton Erdoğan Macron Putin Trump Widodo Zuma

13 32 35 31 5.5 46 31

Table 9: Proportion of training data used per target to
train custom methods. We always use an absolute num-
ber of 195 tweets.

hyperparameters Values Train
Time

TD-LSTM
learning rate,
hidden layers,
l2 regularization

0.01,
200,
0.001

609.9

SVM-SD C 100 130.8

DSSD
learning rate,
batch size, epochs,
hidden size

0.0001,
70,
4,
100

6167.2

Table 10: Hyperparamters of the ML OTS methods
(SVM-SD, TD-LSTM and DSSD) used in this study.

each run, we use five-fold cross validation and grid-
search to tune hyperparameters of LR, MNB and
SVM, which are mentioned in Table 8. We use the
default hyperparameters for finetuned BERT also
included in the same table.

Compute Architecture. All models except
BERT were trained or retrained on a 40 core In-
tel(R) Xeon(R) CPU E5-2690 (without GPU). All
BERT models were finetuned on the custom data
on Colab using a single Tesla P100-PCIE-16GB
GPU. Run times (in seconds) for off-the-shelf and
custom methods are included in Table 10 and 8,
respectively.
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Figure 4: Relationship between increasing training data and performance (Mean Macro F1) for targets other than
Trump.


