
Proceedings of the 28th International Conference on Computational Linguistics: Industry Track, pages 202–213
Barcelona, Spain (Online), December 12, 2020

202

Model-agnostic Methods for Text Classification with Inherent Noise

Kshitij Tayal ∗
University of Minnesota

Twin Cities
tayal@umn.edu

Rahul Ghosh ∗
University of Minnesota

Twin Cities
ghosh128@umn.edu

Vipin Kumar
University of Minnesota

Twin Cities
kumar001@umn.edu

Abstract

Text classification is a fundamental problem, and recently, deep neural networks (DNN) have
shown promising results in many natural language tasks. However, their human-level perfor-
mance relies on high-quality annotations, which are time-consuming and expensive to collect.
As we move towards large inexpensive datasets, the inherent label noise degrades the generaliza-
tion of DNN. While most machine learning literature focuses on building complex networks to
handle noise, in this work, we evaluate model-agnostic methods to handle inherent noise in large
scale text classification that can be easily incorporated into existing machine learning workflows
with minimal interruption. Specifically, we conduct a point-by-point comparative study between
several noise-robust methods on three datasets encompassing three popular classification mod-
els. To our knowledge, this is the first time such a comprehensive study in text classification
encircling popular models and model-agnostic loss methods has been conducted. In this study,
we describe our learning and demonstrate the application of our approach, which outperformed
baselines by up to 10 % in classification accuracy while requiring no network modifications.
Code for this paper is hosted at www.kshitijtayal.com/code/model-agnostic-methods.

1 Introduction

Text classification is a fundamental problem in natural language processing, where the objective is to
categorize text into a set of predefined classes. It has been shown to be valuable in many domains, such
as social media (Kateb and Kalita, 2015), cognitive-biometric recognition (Pokhriyal et al., 2016) and
e-commerce (Yu et al., 2012). Modern-day enterprises are heavily dependent on the performance of
text classification models, where even a marginal improvement in the performance can accrue billions of
dollars (Singh, 2019) and substantially improve the customer experience.

Currently, DNN (Zhou et al., 2016; Devlin et al., 2018) are the state of the art machine learning
models widely deployed for text classification tasks in major enterprises (Bernardi et al., 2019; Haldar et
al., 2019; Liu et al., 2019). Like any other supervised classifiers, the performance of these DNN trained
using standard cross-entropy loss is strongly dependent on the quality and quantity of the data. However,
collecting high-quality manual labels is time-consuming and expensive. At the same time, there are less
expensive sources to collect labeled data, such as Mechanical Turk (Kittur et al., 2008), search engine
meta data, and social media tags. These inexpensive large datasets have a high level of noise, as multiple
annotators generate the labels under different skill-set and biases. In e-commerce, an example of one
such confusing case is when the same product title is labeled differently by agents into separate but
related categories, as shown in Fig. 1. Blindly trusting these large inexpensive datasets as gold-standard
can decrease the performance of models.

Learning from noisy labels is an active area of research in computer vision, and several model cog-
nizant approaches (Wu et al., 2018; Lefkimmiatis, 2018) have been proposed. However, these ap-
proaches work on building complex network architecture to handle noise and require substantial back-
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ground knowledge and training to operate. For many enterprises, the performance of text classification
models plays a crucial role in their revenue earnings, and the difficulty of implementing complex ar-
chitecture becomes a bottleneck. Conversely, there is minimal research studying the performance of
the model-agnostic methods to handle inherent label noise, that can be easily incorporated into exist-
ing machine learning workflows with no network modifications for large scale text classification tasks.
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Figure 1: Noisy labels arising due to la-
bels assigned by multiple annotators.

Under model agnostic schemes, there are several differ-
ent lines of work which include modeling noise-transition
matrix (Patrini et al., 2017; Goldberger and Ben-Reuven,
2016; Sukhbaatar et al., 2014), training auxiliary network
(Jiang et al., 2017; Guo et al., 2018), training with clean
labels (Malach and Shalev-Shwartz, 2017), label regular-
ization (Szegedy et al., 2016), data augmentation (Zhang et
al., 2017), and noise-robust loss functions. In this work, we
focus our attention on techniques that do not add any over-
head computation. Specifically, we evaluate label smooth-
ing regularization, data augmentation technique, and state
of the art noise-robust loss functions (Reed et al., 2014; Wang et al., 2019; Ma et al., 2018; Zhang and
Sabuncu, 2018) to examine its effect in mitigating inherent label noise for large scale text datasets. These
methods are simpler and easy to implement than other lines-of-work in tackling noisy labels, which either
gets very complex (Jiang et al., 2017) or has strong assumptions on the type of noise present (Sukhbaatar
et al., 2014). We conduct our study on large web-scale text data scraped from popular e-commerce plat-
forms, which contains a significant number of classes leading to a higher inherent noise due to annotator
confusion. In contrast with previous work (Li et al., 2019; Jindal et al., 2019), we do not introduce
any external noise into our dataset. To the best of our knowledge, no previous study has been done to
study model-agnostic methods in mitigating inherent label noise for large scale text classification. To
summarize, the main contributions of our work are as follows:

• We propose the use of model-agnostic methods to handle inherent noise in the context of text clas-
sification on large scale datasets. To our knowledge, this is the first attempt to use model-agnostic
methods for text classification.

• We perform extensive experiments on three real-world datasets scraped from popular e-commerce
platform. We show that our approach outperforms baselines with a margin of 10% in classification
accuracy using three popular classification models.

2 Related Work

In this section, we provide a brief literature review for model agnostic methods popularly used in ma-
chine learning to handle noise. These include modeling label noise, training auxiliary network, data
augmentation, noise-robust loss functions, and regularization schemes.

Existing literature in modeling label noise can be further subdivided into two groups: class-conditional
and instance-conditional label noise. The first group assumes that the noise is independent of the instance
and models the transition probability from true class to noisy class. (Mnih and Hinton, 2012) assumed the
class-conditional label noise for binary classification task and consequently use an EM-based algorithm
to learn the model parameters and the noise transition matrix. (Sukhbaatar et al., 2014) extended the
multi-class counterpart of class-conditional noise and proposed a constrained linear layer at the top of
the softmax layer, which under some strong assumptions can be interpreted as the noise transition matrix.
A similar work by (Patrini et al., 2017) uses forward and backward methods to explicitly model the noise
transition matrix and also provide a way to estimate the noise transition matrix. The second group
assumes that the label noise is conditioned for each instance. (Xiao et al., 2015) developed a noise
model, where noise is modeled on the instance and its class. Similarly, (Vahdat, 2017) model the noise
through Conditional Random Fields (CRF), where the clean labels are modeled as latent variables during
training.
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Under training auxiliary network, (Malach and Shalev-Shwartz, 2017) proposed training two differ-
ent networks which back-propagate the loss when the predictions of the two network disagree. Mentor
network (Jiang et al., 2017), another popular method, learns a sample weighting scheme to supervise the
training of a base network, termed StudentNet, that learns under label noise contingencies. Similarly,
(Guo et al., 2018) present an unsupervised approach to learn the curriculum based on the complexity of
the instance in the feature space. Supporting the loss function category, (Natarajan et al., 2013) presented
robust surrogate loss functions for handling noisy labels in a binary classification task. Mean absolute
error (MAE) (Ghosh et al., 2017) was shown to be inherently robust to label noise for the classifica-
tion task. Similarly bootstrapping loss function (Reed et al., 2014) was proposed, which introduced a
weighted combination of target labels and network predictions to compensate for noisy samples. While
(Reed et al., 2014) uses a fixed hyper-parameter as weights, D2L (Ma et al., 2018) proposes to use the
subspace complexity score of the model as weights which gets updated at every iteration. To overcome
the limitation of MAE, Generalized Cross Entropy (Zhang and Sabuncu, 2018) was proposed, which is
a combination of MAE and categorical cross entropy (CCE) loss. Symmetric cross-entropy (Wang et al.,
2019) augments the standard CCE, similar to symmetric KL-divergence, with the noise robust reverse
cross-entropy.

Data augmentation and regularization schemes are some other ways introduced to make the learning
procedure robust to noisy labels. These include, mixup (Zhang et al., 2017), that uses convex combi-
nations of training data points and its corresponding labels, and Label Smoothing Regularization (LSR)
(Szegedy et al., 2016), where a smoothing parameter is used to modify the hard one-hot labels into soft
labels to mitigate over-fitting to noisy labels.

3 Method

3.1 Problem Setting Table 1: Summary statistics of datasets

Dataset #Samples #Unique
Words

#Class

Beauty 207574 118215 342
Electronics 362142 424368 823
Automotive 243296 228234 1818

In this paper we consider the text classification problem
where each data instance is described as features x ∈ Rd

and label y ∈ {0, 1}K (one hot encoded vector). x is the
vector representation of a text, where d is the dimension-
ality of the embedding vector and K are the number of
classes.

Data: We conduct our study on large web-scale product
title data scraped from Amazon (He and McAuley, 2016)1.
The datasets are broken down by categories, and we make use of three such categories i.e. Electronics,
Beauty and Automotive. Table 1 shows the characteristics of these datasets. Each dataset contains
product titles, metadata for each product (also bought, also viewed, bought together, buy after viewing
), and their categories. For each product, its category is a path from a coarse-grained label to a fine-
grained label. We use the product titles as inputs and the fine grained label from the above metadata as
the product label. E.g., a product in category Electronics⇒ Computers & Accessories⇒
Cables & Accessories, will have Cables & Accessories as its label. We do a 70:30 split
of our dataset D = {xi,yi}Ni=1 into training set DTrain and test set DTest such that {DTrain ∩ DTest=
∅ } and {DTrain ∪ DTest= D}.

Goal: Our objective is to learn a classification model f(x, θ) on the training set DTrain which learns
an accurate mapping function f such that it makes correct prediction on test sample xi ∈ DTest. Here θ
are the parameters of the DNN.

3.2 Model-agnostic Methods

The underlying principle of training classification models is to minimize a loss function and accordingly
update the network parameters. In the classification task, categorical cross entropy (CCE) loss is one
such loss function which measures the performance of a classification model whose output is a likelihood

1http://jmcauley.ucsd.edu/data/amazon/links.html
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estimation f(x; θ) between 0 to 1 scale. The CCE loss is given by

LCCE = − 1

N

N∑
i=1

K∑
j=1

yijlog(fj(xi; θ)) (3.1)

where, yij is the j’th element of yi. The features, label and network prediction of the i’th instance are
denoted by xi, yi and f(xi; θ) respectively. K is the number of classes and N is the number of training
examples. The number of parameters in most deep architectures are very large and often exceeds the
size of the data used for training. There is significant theoretical and empirical evidence that in such
over-parametrized DNN, the output of the trained model matches the training labels exactly (Zhang et
al., 2016). Consequently, if the training labels contain noise, the learned weights can be sub-optimal
leading to high test error in-spite of low training losses. In the following segment, we briefly describe
noise-robust learning methods we used in our evaluation to overcome inherent noise in large datasets.

3.2.1 Label Smoothing Regularization (LSR)
CCE loss encourages the model to be more confident on its predictions by minimizing the probabilities
of the given class which can be particularly harmful in case of noisy labels, as the model overfits on
the noisy examples resulting in poor generalization performance. To regularize the model and make it
more adaptable, (Szegedy et al., 2016) proposed to use a mixture of the original ground truth distribution
with another fixed distribution u in place of the original labels. The target label is modified as y′ij =
(1−ε)yij+εu(j), where, u(j) is used as a fixed prior distribution over labels weighted by ε. Thus, using
this weighted target label, the loss function takes the following form

LLSR = − 1

N

N∑
i=1

K∑
j=1

[(1− ε)yijlog(fj(xi; θ)) + εu(j)log(fj(xi; θ))] (3.2)

3.2.2 Bootstrapping
Proposed by (Reed et al., 2014), Bootstrapping loss function expands the prediction objective with a
notion of consistency. A prediction is consistent if an identical prediction is made given similar percepts,
where the idea of similarity is between model features estimated from the input data. Bootstrapping loss
function dynamically updates the target labels by using a convex combination of the current model’s pre-
diction and the (possibly noisy) training label. The weight of the convex combination is administered by
hyperparameter β. This process provides the model justification to “disagree” with inconsistent training
label, and efficiently re-label the data while training. This approach is referred to as soft bootstrapping
when the predicted probabilities are directly used to generate target labels as follows

Lboot-soft = −
1

N

N∑
i=1

K∑
j=1

[βyij + (1− β)fj(xi; θ)]log(fj(xi; θ)) (3.3)

Similarly, the approach is referred to as hard bootstrapping when the predicted class probabilities are
replaced by their one-hot encoded vector based on the maximum apriori probability (MAP) estimate as
follows

Lboot-hard = − 1

N

N∑
i=1

K∑
j=1

[βyij + (1− β)zij ]log(zij) (3.4)

where, zi = 1[k= argmax fj(xi; θ), j = i . . .K]

3.2.3 Mixup
(Zhang et al., 2017) proposed a simple data augmentation technique that works on the vicinal risk mini-
mization principle (Chapelle et al., 2001), where virtual data instances created in the vicinity of training
data instances are used for risk minimization. Mixup constructs virtual training examples under the
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assumption that linear interpolation of feature vectors should lead to linear interpolation of associated
targets and thus takes the form

x̃ = λxi + (1− λ)xj ỹ = λyi + (1− λ)yj (3.5)

where, xi,xj are raw feature vectors and yi,yj are the corresponding one-hot labels. λ is sampled
from a beta distribution Beta(α, α), for α ∈ (0,∞). Increasing α results in virtual examples further
from the training examples. The authors hypothesize that learning linear interpolations of real instances
is easier than memorizing random noisy labels and thus this strategy should avoid the model to overfit to
the corrupted labels.

3.2.4 Dimensionality Driven Learning (D2L)
(Ma et al., 2018) introduced a new prospect for understanding DNN generalization by examining the
dimensionality of the representation subspace of training samples. They explain that DNN exhibits a two-
stage learning style when training with noisy labels, i.e., 1) an early stage of dimensionality compression
that models low dimensional subspace that approximately resembles the underlying distribution and 2)
a later stage of dimensionality expansion that expands subspace dimensionality to overfit noisy labels.
Thus, to avoid noisy labels, a label smoothing strategy is proposed, which finds an optimal trade-off
between the model prediction and the training labels. Specifically, the model is trained with the training
labels until a turning point is found, at which point the model starts to overfit. This turning point is
determined based on Local Intrinsic Dimensionality (LID) (Houle, 2017), which is a measure of the
subspace dimensionality at each epoch. Specifically, at any epoch for a training instance x, LID is
calculated as:

LID(x, XB) = −

(
1

k

k∑
i=1

log
ri(g(x), g(XB))

rmax(g(x), g(XB))

)−1
(3.6)

where, XB is a random batch selected from the training set, g is the second-to-last DNN layer,
ri(g(x), g(XB)) is the distance between x and its i-th nearest neighbor in the transformed space and
rmax is the largest value among the k nearest neighbors thus denoting the radius of the neighborhood.
After the turning point is established, the training labels are smoothed by adding the network prediction
to them, and these smoothed labels are used for training the models. Smoothed labels are calculated as
follow:

∗
y = αty + (1− αt)ŷ, where αt = exp

(
−λ LIDt

mint−1j=0 LIDj

)
(3.7)

is a LID-based factor that updates at the t-th training epoch. y is the raw label, ŷ is the predicted label,
and λ = j/T , (T : total epochs) is a weighting that indicates diminishing confidence in the raw labels
when the training proceeds to the dimensionality expansion stage. Dimensional expansion is evaluated in
terms of the ratio of two average LID scores: the current epoch’s score, and the lowest score encountered
at earlier epochs. The ratio exceeds one as the learning enters the dimensional expansion stage, and after
that, the exponential decay factor starts to support the current model prediction. The training loss can
then be refined as:

LD2L = − 1

N

N∑
i=1

K∑
j=1

∗
yijlog(fj(xi; θ)) (3.8)

where, N is the total number of training samples.

3.2.5 Generalized Cross Entropy (GCE)
Proposed by (Zhang and Sabuncu, 2018), GCE is a generalization of CCE and mean absolute error
(MAE) with hyperparameter q, where q ∈ [0, 1]. When q → 0, the loss becomes CCE, and likewise
becomes MAE/unhinged loss when q = 1 . During training with CCE, the loss function implicitly
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puts more stress on samples where the model disagrees with the target labels, which is useful when
training data is clean but can cause overfitting to noisy labels. Conversely, MAE weighs all predictions
equally, which makes it more robust to noisy labels (Ghosh et al., 2017). However, in our experiments
with product title classification tasks, we see that the neural network was not able to converge and gave
an abysmal result on the test dataset. This finding is coherent with other authors’ works (Fonseca et
al., 2019; Zhang and Sabuncu, 2018). GCE addressed the challenge by taking advantage of both the
noise-robustness provided by MAE and the implicit weighting scheme of CCE. The GCE loss is given
by

LGCE = − 1

N

N∑
i=1

K∑
j=1

1− (yijfj(xi; θ))
q

q
, q ∈ [0, 1] (3.9)

3.2.6 Symmetric Cross Entropy (SL)
Cross-entropy by itself is not sufficient for learning generalizable models in presence of noisy labels.
The training labels don’t represent the true class, whereas after a few iterations of training the model
output can start to get closer to the true class distribution. Therefore, in addition to the standard CCE,
(Wang et al., 2019) propose to use the reverse cross entropy (RCE) in the loss function and the final loss
is a weighted combination of both as given below

LSL = αLCCE + βLRCE = − 1

N

N∑
i=1

K∑
j=1

αyijlog(fj(xi; θ)) + βfj(xi; θ)log(yij) (3.10)

where, α and β are two hyperparameters. Here, the CCE loss helps in convergence whereas the RCE
loss is noise tolerant and penalizes the model predictions that has been optimized for the noisy training
labels.

4 Experiments and Results

In this section, we evaluate several model-agnostic approaches discussed above on three large scale
datasets shown in Table 1 and attempt to answer the following questions:

• Do model-agnostic methods give a substantial gain in performance for large web-scale data having
inherent noise over baseline?

• How does the performance vary for model-agnostic methods under different types of models?

• How the behavior of model-agnostic methods change as we introduce external noise? Is there any
correlation between performance gain and the number of class label?

4.1 Learning Models

Table 2: Hyperparameters for
model-agnostic methods

Method Hyper-
parameters

LSR ε = 0.3
Boot-hard β = 0.3
Boot-soft β = 0.3
mixup α = 0.2
GCE q = 0.3
SL α = 2, β = 1

In this section, we provide a brief discussion of the models used in
our comparative study. FFNN: In this work, we use FFNN (Rumel-
hart et al., 1985) with average pooling operation (Shen et al., 2018)
on input feature with two hidden layers having 1024 and 512 units
respectively. We employ a ReLU activation function for non linear-
ity with 0.2 dropout followed by a output layer of K output values,
where K is the number of classes. CNN: 1D CNN (Kim, 2014) and
fixed the maximum length of sentence to 10 and embedding dimen-
sion 128. In our network architecture, we use one convolutional layer
having 128 filters with a convolution window/kernel size of 5 fol-
lowed by max-pooling and finally a fully connected layer with 512
neurons. LSTM: For LSTM (Hochreiter and Schmidhuber, 1997),
we use the same sentence length and embedding size as CNN. In our
network architecture, the first layer of LSTM is the embedding layer
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Table 3: Relative performance of different model-agnostic methods against cross-entropy loss with no
external noise

MODEL DATASET CCE(%) LSR BootHard BootSoft mixup D2L GCE SL

FFNN
Beauty 68.16 0.79 0.1 1.19 2.63 2.45 2.43 1.13

Electronics 70.36 0.91 0.2 1.09 2.57 3.49 3.18 1.62
Automotive 73.19 1.82 0.42 1.08 3.02 1.83 1.42 1.31

LSTM
Beauty 68.76 1.31 1.05 1.69 1.59 1.81 1.98 1.28

Electronics 66.16 2.03 0.53 1.59 2.86 2.55 1.63 1.81
Automotive 73.50 1.24 0.34 0.79 2.34 3.73 1.09 1.32

CNN
Beauty 60.33 3.93 4.19 3.93 3.91 6.41 5.37 3.08

Electronics 56.79 5.35 1.95 4.75 4.67 9.8 5.6 4.37
Automotive 64.36 4.3 2.41 2.95 3.59 10.74 9.4 3.56

followed by variational dropout. The next layer is the LSTM layer, with 256 memory units, followed by
the output layer ofK output values. More recently, researchers have started to apply graph convolutional
networks (Tayal et al., 2019; Yao et al., 2019) for text classification. Preliminary results are encouraging;
however, they bring in the additional complexity of the graph. In this work, we restrict ourselves to more
popular techniques, i.e., FFNN, CNN, LSTM.

4.2 Experimental setup

We trained all models for a maximum of 75 epochs using Adam optimizer (Kingma and Ba, 2014) with
0.001 learning rate and terminate training if the validation loss does not reduce for 10 continuous epochs.
To remove bias between different model runs, the train, validation, and test set are kept consistent for
all models. We refer the model trained on cross-entropy loss as baseline. Individual words are encoded
using glove embeddings (Pennington et al., 2014). For electronics dataset, we fixed hyperparameter for
each of the methods using grid search based on their average performance on 5 fold cross-validation.
Due to constraints in the use of computational hardware, we fixed the same hyperparameters (Table 2)
for other datasets too.

4.3 Results
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Figure 2: Train and Test accu-
racy against number of epochs
for FFNN on Beauty dataset

Table 3 reports the relative performance of the different model-
agnostic methods. The column for CCE shows the absolute baseline
accuracy, and other columns represent the percentage improvement
achieved by model-agnostic methods over their cross-entropy trained
counterpart. We highlight best performing methods for each row and
make the following high-level observations from our results: a) All
values in result table 3 are positive, which strengthens our statement
that there is inherent noise in large text datasets, which can result
in overfitting of DNNs trained on standard CCE loss, and b) D2L
is the top-performing method that gave the best result consistently
over CCE, followed by GCE and mixup. Likewise, boot-hard and
boot-soft worked well over CCE but not as high as other methods.

Continuing to expand on the above observations, D2L is the best
performing model, which suggests that dimensionality driven learn-
ing strategy is highly tolerant to noisy labels and works best for large
scale text classification. The performance improvement is much more
visible when CNN is used in conjunction with D2L.
GCE, which is a generalization of cross-entropy and

MAE has comparable performance with D2L and consis-
tently outperforms CCE. This shows the benefit of using the
noise-robustness feature of MAE in conjunction with CCE.
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Table 4: Relative performance of different model-agnostic methods against cross-entropy loss with 20%
noise

MODEL DATASET CCE(%) LSR Boot-hard Boot-soft mixup D2L GCE SL

FFNN
Beauty 66.42 0.53 1.2 1.84 2.12 2.78 2.78 1.25

Electronics 68.80 0.83 0.58 1.09 2.81 3.62 3.38 1.9
Automotive 70.90 1.76 1.71 2.75 3.03 4.49 2.91 2.74

LSTM
Beauty 67.11 1.49 3.01 1.22 0.86 1.80 2.94 1.71

Electronics 63.73 2.73 -1.6 0.41 3.69 5.60 4.06 3.0
Automotive 70.90 2.0 0.71 2.28 2.38 4.59 3.07 2.02

CNN
Beauty 54.71 7.27 10.38 11.99 5.1 13.03 12.5 6.62

Electronics 53.33 5.57 -4.56 1.5 9.52 15.15 9.1 5.18
Automotive 59.06 6.3 4.25 6.86 10.04 16.44 10.68 5.81

Likewise, SL uses a combination of reverse cross-entropy,
which adds value when used in conjunction with CCE.
mixup, a simple data augmentation technique gave impressive gain for FFNN and LSTM. However, it
didn’t perform well on CNN as compared to other methods, which showcase the gap in learning when
hundreds of unique class labels are present. Likewise, LSR has average performance gains due to the
huge number of classes present in our dataset. The huge number of classes reduces the label smoothing
effect of the approach, which relies on the addition of a fixed uniform label distribution to the one-hot
labels.

Figure 3: Top: distribu-
tion of labels with respect
to the sample range for the
automotive dataset. Bot-
tom: Test accuracy com-
parison b/w CCE loss and
D2L across different sam-
ple range.

Boot-hard and Boot-soft performed fine, but not as high as other
methods. We attribute this to hyperparameter β, which is fixed for each
epoch and controls the convex combination of the model prediction and
the training label. D2L, on the other hand, overcame this and set its pa-
rameter for each epoch in an automated fashion using model complexity.

Although our goal is not to compare the performance between different
models, we cannot help but notice that for the Automotive dataset, D2L
and GCE were able to bring the performance of CNN closer to that of
FFNN. We thereby conclude that in some cases model-agnostic methods
can further help to make existing models more powerful.

4.4 Accuracy Curves

Figure 2 denotes training and test accuracies at every epoch attained by
FFNN on the beauty dataset. We observe that the classifier trained using
CCE first learns discriminative patterns, which is evident from high test
accuracy in the initial epochs. Later the test accuracy decreases as the
model starts overfitting on the noisy labels, which explains the increase
in train accuracy (CCE training curve overlapped by LSR). This vali-
dates report from other works (Zhang et al., 2016; Arpit et al., 2017) that
DNNs first learn predictive patterns from easily separable instances and
later overfits to the noisy labels. On the contrary, training with model-
agnostic methods limits overfitting to noisy labels and achieved higher
test accuracies.

Specifically, D2L and mixup are the most effective methods in limit-
ing the overfitting effect. We note that low training accuracy of mixup
is on linear interpolated data, while test accuracy is on original test sam-
ples. These observations serve as an empirical justification for the use of
model-agnostic approaches.
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4.5 Noise Robustness

To further evaluate the performance of model-agnostic methods, we randomly flipped 20% training labels
and compared the model performance on the test set where the labels are not touched. Table 4 reports
the performance when external noise is added. All the settings are the same as in Section 4.3. As with
no noise, we note that D2L is consistently the top performer, and the margin becomes more distinct.
Specifically, if we look at CNN, it gave 13.03%, 15.15%, and 16.44% gain for beauty, electronics, and
automotive dataset, respectively, which translates to absolute performance of 61.82 %, 61.32 %, 68.51%.
These numbers are close to the result given by D2L when no noise was present, concluding that D2L is
more stable in the presence of noise. We also observe that Boot-hard loss function breaks down when
we increase the noise, particularly when used with LSTM and CNN in the Electronics dataset.

We further experimented by flipping 40% training labels and find that most of the approaches gave
an inferior performance as compared to CCE, thereby concluding that model-agnostic methods do not
perform well with very large noise.

4.6 Data Imbalance

As with any large dataset with hundreds of classes, our data set is imbalanced (Figure 3 -top), purporting
that we have more classes with fewer samples and fewer classes with more samples. In this section,
we study whether the performance gain is uniform throughout the class space, or it changes with the
number of samples/class. To evaluate, we select automotive dataset having 1818 labels and compare the
performance of the CNN model trained using D2L and CCE loss. Notably, we divide the classes into 6
categories according to the number of samples in the dataset i.e., 0-50, 50-100, 100-200, 200-500, 500-
1000, 1000+. Figure 3 (bottom) displays the test accuracy for both the models across six categories. We
observe that the highest gain in performance is achieved for the classes with 50-100 samples, followed
by 100-200 samples, 200-500 samples. 1000+ samples make the lowest gain in performance. Thus from
these observations, we reason that the model agnostic methods is more advantageous for classes having
samples in the range 50-500, while classes having more samples gets a limited advantage.

4.7 Impact of number of class label

In this section, we investigate the relationship between class label size and performance gain. As the
number of classes increases, it presents an additional complexity on model learning to learn the accurate
boundary. We observe that some model-agnostic methods performance gain have positive correlation
with the number of class label. Specifically, in Table 3, when D2L is used with CNN, we observe
performance gain of 6.41 %, 9.8 %, 10.74 %, which directly relates to class label size of 342, 823 and
1818 for beauty, electronics, and automotive dataset respectively. The same trend continues in table 4
when we flip 20% of the labels. We observe this trend owing to the fact that as the number of class
labels increases, the annotator becomes more confused in labeling, which results in more inherent noise
in the datasets. Thus the use of model-agnostic methods becomes more necessary when training machine
learning models on large datasets with hundreds and thousands of categories.

4.8 Comparison with large expressive models

Table 5: BERT model perfor-
mance

DATASET L-2 L-4 L-6

Beauty 64.7 67.3 70.6
Electronics 56.2 62.7 65.2
Automotive 57.9 65.8 67.3

In this section, we compare model-agnostic method performance with
a large expressive model like pre-trained BERT (Devlin et al., 2018).
We consider three pre-trained BERT models (trained on Wikipedia
and the Book Corpus dataset) having 2, 4, and 6 layers respectively
and fine-tune them on our inputs using standard CCE loss. The mod-
els were fine-tuned for 600 epochs using a batch size of 500 and a
learning rate of 1e − 5. Table 5 provides test error for all BERT
model. From the results, we conclude that FFNN with D2L can eas-
ily outperform the fine-tune BERT models (2-4-6 layers) consistently
over all the three datasets, which reiterates the use of noise-robust loss functions. We can additionally
increase the complexity of BERT models by adding more layers, but then the model will be highly com-
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plex and cannot be used for inference in production. Due to computational hardware constraints, we
leave for future work to explore such a model’s performance and how these model-agnostic approaches
will work for BERT when trained from scratch.

5 Conclusion

In this study, we demonstrate the effectiveness of model-agnostic methods in advancing the performance
of machine learning models for large scale text classifications. While most of the machine learning
literature focused on building complex networks to handle noise, very few works have studied the per-
formance of simpler methods that can give a significant impact. To the best of our knowledge, this is
the first attempt to apply model agnostic methods requiring no network modifications to handle inherent
noise for text classification datasets. We fill the gap in existing literature, where applying these meth-
ods to large scale text classification tasks is not the norm. Although we have shown improvements for
data scraped from e-commerce platforms, the methods mentioned above can be applied to any large text
classification task. The methods mentioned are easy to implement and can be easily integrated into any
machine learning workflows without breaking the existing code-base. In contrast to previous works,
we did not add noise and hypothesize that large dataset having thousands of samples and hundreds of
unique classes can inadvertently introduce noise. Moreover, this paper serves as a brief literature review
of model-agnostic methods that can be applied to text classification and other related domains, requiring
no network modifications and minimal computation overhead.
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