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Abstract

Contextualized word representations encode
rich information about syntax and semantics,
alongside specificities of each context of use.
While contextual variation does not always
reflect actual meaning shifts, it can still re-
duce the similarity of embeddings for word
instances having the same meaning. We ex-
plore the imprint of two specific linguistic
alternations, namely passivization and nega-
tion, on the representations generated by neu-
ral models trained with two different objec-
tives: masked language modeling and trans-
lation. Our exploration methodology is in-
spired by an approach previously proposed
for removing societal biases from word vec-
tors. We show that passivization and negation
leave their traces on the representations, and
that neutralizing this information leads to more
similar embeddings for words that should pre-
serve their meaning in the transformation. We
also find clear differences in how the respec-
tive features generalize across datasets.

1 Introduction

Contextualized representations extracted from pre-
trained language models reflect the syntactic and
semantic properties of words (Linzen et al., 2016;
Hewitt and Manning, 2019; Rogers et al., 2020;
Tenney et al., 2019) as well as variation in their
context of use. We propose to explore the impact
of context variation on word representations. We
specifically address representations generated by
the BERT model (Devlin et al., 2019), trained us-
ing a language modeling objective, and transla-
tion models involving one or more language pairs
(Artetxe and Schwenk, 2019; Vázquez et al., 2020).

We run a series of controlled experiments us-
ing sentences illustrating both meaning preserv-
ing and meaning altering transformations from the
SICK dataset (Marelli et al., 2014b), and examples
automatically generated using a template-based
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Figure 1: Multidimensional (MDS) visualization of
representations obtained for verbs and nouns from ac-
tive (red) and corresponding passive (blue) sentences.
Data points are BERT representations (top) and the
encodings from machine translation models involving
one (middle) or two language pairs (bottom).

method (Prasad et al., 2019). We explore the im-
pact of specific alternations on the representations,
namely passivization and negation. Examples in
our datasets consist of sentences that only differ in
terms of the specific alternation addressed. In order
to detect the imprint of these transformations on the
representations, we employ methodology inspired
by work on linguistic bias detection in embedding
representations (Bolukbasi et al., 2016; Lauscher
et al., 2019; Ravfogel et al., 2020).

Furthermore, we investigate the impact of re-
moving the encoding of such alternations on word
similarity. Intuitively, we would expect the repre-
sentations of words present in sentences that have
undergone passivization (PAS) to be highly similar
despite the differences in syntactic structure. Con-
sider, for example, the words mafia, millionaire
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and kidnapped in the examples 1© and 2©.

1© The mafia kidnapped the millionaire.
2© The millionaire was kidnapped by the mafia.

PAS changes the words’ syntactic roles but their
thematic roles remain the same. The meaning shift
that results from this operation is mainly discur-
sive,1 shifting the focus from the theme to the agent,
but the content words in the two sentences still refer
to the same event and entities.2 Their representa-
tions should thus be highly similar.

We also address a meaning altering transforma-
tion which involves inserting (or removing) the
negation particle to produce contradictions, as in
3© and 4©.

3© The boy is playing the piano.
4© The boy is not playing the piano.

The effect of negation (NEG) at the sentence level
is obvious. However, the meaning of specific words
(boy, playing, piano) should remain the same de-
spite of the whole sentence having the opposite
meaning. Below, we explore the extent to which
this type of context variation affects the similarity
of the representations of word instances in the two
sentences.

We show that passivization and negation3 have a
significant imprint on the representations, and that
their removal can improve word similarity estima-
tion. Our results also highlight that this type of
context variation is differently marked in represen-
tations generated by models trained with different
objectives. Specifically, we find that variation in
the embeddings produced by models trained with
a translation objective generalize better than those
derived from models trained with a masked lan-
guage modeling objective, across datasets, in the
sense that they seem to be encoded in features that
are independent of the specific dataset.

1Note, however, that the impact of the alternation on the
framing of the sentence can be significant. Passive avoids iden-
tifying a causal agent and therefore conceals the responsibility
for an event (Greene and Resnik, 2009).

2In sentence 1©, the mafia is the agent and is in subject
position, while the millionaire is the theme in direct object
position. In 2©, the semantic relationship of the mafia and
the millionaire to the kidnapping event is the same but their
syntactic roles have changed.

3These two transformations were preferred on the basis
that they do not change the words in the sentence, as opposed
to other possible translations, which involve reformulations,
eg. “a sewing machine” vs. “a machine made for sewing”.

2 Related Work

The analysis and interpretation of the linguistic
knowledge present in contextualized representa-
tions has recently been the focus of a large amount
of work (Clark et al., 2019; Voita et al., 2019b;
Tenney et al., 2019; Talmor et al., 2019). The
bulk of this interpretation work relies on probing
tasks which serve to predict linguistic properties
from the representations generated by the models
(Linzen, 2018; Rogers et al., 2020). These might
involve structural aspects of language, such as syn-
tax, word order, or number agreement (Linzen
et al., 2016; Hewitt and Manning, 2019; Hewitt
and Liang, 2019), or semantic phenomena such
as semantic role labeling and coreference (Tenney
et al., 2019; Kovaleva et al., 2019). In our work,
we shift the focus from interpreting the knowledge
about language encoded in the representations, to
exploring the imprint of two specific transforma-
tions, passivization and negation, on word repre-
sentations.

The majority of the above mentioned works ad-
dress representations generated by models trained
with a language modeling objective, such as LSTM
RNNs (Linzen et al., 2016), ELMo (Peters et al.,
2018) and BERT (Devlin et al., 2019). Voita et al.
(2019a) propose to study the representations ob-
tained from models trained with a different objec-
tive. We take the same stance and investigate the
impact of context on representations generated by
BERT, and by the encoder of neural machine trans-
lation (NMT) models involving one or more lan-
guage pairs.

In order to detect the information related to the
two studied transformations that is encoded in the
representations, we employ methodology initially
proposed for identifying and removing linguistic
and other kinds of biases from representations.
Such methods fall in two main paradigms: pro-
jection and adversarial methods. Projection meth-
ods identify specific directions in word embedding
space that correspond to the protected attribute,
and remove them. Bolukbasi et al. (2016) iden-
tify a gender subspace by exploring gendered word
lists. Zhao et al. (2018) propose to train debiased
word embeddings from scratch by altering the loss
of the GloVe model (Pennington et al., 2014) to
concentrate specific information (e.g., about gen-
der) in a dedicated coordinate of each vector. Dev
and Phillips (2019) propose a simple linear pro-
jection method to reduce the bias in word embed-
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dings. Lauscher et al. (2019) develop a variation
of this method that introduces more flexibility in
the formation of the debiasing vector used in the
projection. Adversial methods extend the main task
objective with a component that competes with the
encoder trying to extract the protected information
from its representation (Goodfellow et al., 2014;
Xie et al., 2017; Zhang et al., 2018). These models
cannot, however, completely remove the protected
information, and their training is difficult (Elazar
and Goldberg, 2018).

Xu et al. (2017) propose a null-space cleaning
operator as a privacy mechanism to minimize the
exposure of confidential information in a dataset.
Given a model pre-trained for a given task, they
remove from the input a subspace that contains
the null-space, hence removing information that is
not used for the main task. Ravfogel et al. (2020)
propose a similar method, Iterative Null-space Pro-
jection (INLP), for removing information regarding
a certain property from representations. It is based
on the mathematical notion of linear projection
and is data-driven in the directions it removes, like
adversarial methods. In our experiments, we repur-
pose the INLP method for identifying and remov-
ing traces of the passivization and negation trans-
formations from contextualized representations.

3 Experimental Setup

In our experiments, we use contextualized represen-
tations generated by the BERT language model and
two Transformer-based machine translation mod-
els (Section 3.1). We generate representations for
words in two datasets with sentence pairs illustrat-
ing passivization and negation (Section 3.2). We
focus on the main verb, and the nouns found in sub-
ject and object positions in the sentence pairs. We
study the effect of the transformations on the repre-
sentations using binary classification and iterative
nullspace projection (Section 3.3).4

3.1 Contextualized Representations

We obtain BERT representations using
bert-base-uncased (Devlin et al., 2019), a
pre-trained language model that consists of 12
layers with 768 dimensions on each layer. We also
extract representations from machine translation
models involving one or more language pairs.
We use a bilingual English-to-German model

4Our code and data are available at https://github.
com/Helsinki-NLP/Syntactic_Debiasing

(which we call MT: EN > DE) and a model
with two languages, German and Greek, on the
target side (MT: EN > DE+EL). The latter is
trained using language flag tokens in the spirit
of Johnson et al. (2017). We, however, feed the
flags to the decoder instead of encoder. This way,
we avoid the risk that the encoder is influenced
by the target language and force the model to
create more generic abstractions. For the two
MT models, we use Transformer architectures
trained on a multiparallel subset of the Europarl
dataset (Koehn, 2005), spanning ≈ 400,000
aligned sentences (Marec̆ek et al., 2020), with
the following parameters: 6 layers in the encoder
and in the decoder, 16 attention heads, 512 as
the dimension of the encodings, and 4,096 as the
feed-forward network inner dimension.

3.2 Data

We explore the traces that the PAS transformation
leaves on word representations using a dataset au-
tomatically created with the templates proposed
by Prasad et al. (2019).5 The PAS sentence pairs
generated by Prasad et al. (2019) in their original
study, contain relative clauses and are often syntac-
tically very complex (e.g., the obnoxious manager
that was astonished by the interesting jobs trusted
the modest receptionists last month).6 To reduce
complexity and focus on the phenomenon of in-
terest, we modify the templates to generate PAS
sentence pairs without relative clauses (e.g., the ob-
noxious manager was astonished by the interesting
jobs). 1000 PAS sentence pairs are generated in
this manner. We call this dataset TEMPL-PAS.

We also use sentence pairs from the SICK
(Sentences Involving Compositional Knowledge)
dataset (Marelli et al., 2014b).7 The SICK dataset
has been obtained through crowdsourcing and illus-
trates lexical, syntactic and semantic phenomena
that compositional distributional semantic models
are expected to account for. PAS is one of the
meaning preserving alternations in SICK, where
a sentence S2 results from the passivization of an
active sentence S1. We use all the 276 sentence

5The code is available at https://github.com/
grushaprasad/RNN-Priming.

6The complexity of the sentences also resulted in numerous
syntactic analysis errors when we tried to parse them using
Stanza (Qi et al., 2020).

7The dataset was used in SemEval 2014 Task 1: Evaluation
of Compositional Distributional Semantic Models on Full Sen-
tences through Semantic Relatedness and Textual Entailment
(Marelli et al., 2014a).

https://github.com/Helsinki-NLP/Syntactic_Debiasing
https://github.com/Helsinki-NLP/Syntactic_Debiasing
https://github.com/grushaprasad/RNN-Priming
https://github.com/grushaprasad/RNN-Priming
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pairs (i.e., total of 552 sentences) in SICK that illus-
trate the PAS transformation, and call this dataset
SICK-PAS.

For exploring negation, we again generate 1,000
sentence pairs with the Prasad et al. (2019) tem-
plates, inserting negation to produce contradictions.
We call this dataset TEMPL-NEG. We also use the
400 sentence pairs illustrating negation in the SICK
dataset, which we call as SICK-NEG.

We distinguish nouns in subject and object posi-
tions, and call the main verb of the sentence with
the label VERB. In the passivization examples, we
compare nouns in subject position of active sen-
tences with the corresponding noun in agent po-
sition of the passive sentence and label them as
A-SUBJ/P-AG. Furthermore, we compare nouns in
subject position of the passive examples with the
nouns in object position of the corresponding active
sentence, and label them as A-OBJ/P-SUBJ. In the
negation examples we compare nouns in the same
position and label them as SUBJECT or OBJECT.

We parse both datasets with the Stanza parser (Qi
et al., 2020) to obtain the dependency trees, from
which we extract the elements for our comparison.

3.3 Method

A straightforward approach for measuring the ef-
fect of the studied transformations on the contex-
tualized word representations is to train a binary
classifier to detect in which sentence variants (ac-
tive/passive, affirmative/negated sentence) the word
occurred. For this purpose, we form training and
test sets (%70 and %30 of the SICK-PAS, SICK-
NEG, TEMPL-PAS and TEMPL-NEG datasets) by
grouping the noun and verb instances occurring in
corresponding sentence pairs into two contrasting
classes (e.g., active vs. passive). For a fair evalua-
tion of the classifier performance, we make sure to
preserve a lexical split between the training and test
portions of the datasets, by grouping all instances
of a specific word in one set (either train or test).

A successful classification on the test set shows
that the representations encode informative features
describing each variant (active vs. passive or af-
firmative vs. negative). The debiasing methods
discussed in Section 2 are suitable for neutralizing
such features. Here, we utilize Iterative Nullspace
Projection (INLP) (Ravfogel et al., 2020). Given
a set of vectors xi ∈ Rd and corresponding dis-
crete attributes Z, zi ∈ {1, ...,k}, the goal is to
learn a transformation g : Rd → Rd, such that

zi cannot be predicted from g(xi). The method is
based on iteratively (1) training a linear classifier
to predict zi from xi, followed by (2) projecting
xi on the null-space of the classifier, using a pro-
jection matrix PN(W ) such that W (PN(W )x) = 0
∀x, where W is the weight matrix of the classifier,
and N(W ) is its null-space. Through the projec-
tion step in each iteration, the information detected
by the trained linear classifier is removed from
the representation. The procedure continues until
the attempt to train a linear classifier on the pro-
jected data becomes unsuccessful. As a result of
the procedure, one also obtains a projection matrix,
P = PN(Wm)PN(Wm−1)...PN(W0), which is the
multiplication of all the null-space projections ap-
plied in all steps. This projection matrix P can then
potentially be applied to uncleaned data in a single
step to reproduce the effect of the whole operation.

The features used by the classifiers may be very
low-level, based on specific words or their role in
the sentence. Such features are not very interesting
as they are easily overfitted to the particular types
of sentences in the training data. By testing the
same features on a second dataset, we can mea-
sure if they are abstract enough to be generalizable.
Specifically, we apply the trained INLP projection
to the second dataset, then train a new classifier
on it. If the new classifier is able to predict the
sentence variant, this means that the projection is
specific to the first dataset, and is thus not useful for
removing information relevant for this distinction
from the second dataset.

4 Results

In this section, we present various analyses of the
original data and the effects of the transformations
on contextualized word representations. First, we
provide a visualization of embeddings before and
after null-space projection. Next, we study the clas-
sification results which demonstrate the success of
INLP and, finally, we investigate the impact of the
neutralization procedure on word similarity. We
also provide evidence regarding the generalization
capability of the algorithm and the projections it
discovers. In all results, with the exception of visu-
alizations, we report the average of 20 runs.

4.1 Visualization

One of our main goals is to explore the extent to
which grammatical variation is encoded in contex-
tualized representations. Visualization is a useful
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Figure 2: Multidimensional scaling (MDS) visualiza-
tion of verbs in TEMPL-PAS. We show the word repre-
sentations before (top part of the figure) and after INLP
cleaning (lower part). The columns from left to right re-
fer to the bottom, middle, and top layers of the encoder.

tool for demonstrating the division of the represen-
tational space into different regions in controlled
examples. We use multidimensional scaling (MDS)
to show the impact of the variation on the encod-
ings. MDS reveals the level of similarity of indi-
vidual points in a dataset in terms of their pairwise
distance. Our data points are the contextualized
representations of words in the sentences. Figure 2
reflects the distinction between active and passive
verb instances present in the TEMPL-PAS dataset.

The top part of Figure 2 shows how the original
representations are distributed. The separation be-
tween instances of the two classes seems almost
linear, especially in the top layer of the models.
For BERT, this is also the case for the middle layer
(layer 6). The lower part of the figure shows that
after the INLP procedure, the active and passive

instances are no longer visually separable.
For nouns in corresponding thematic roles in

the active and passive sentences, the situation is
similar except for the BERT-based representations.
Figure 1 includes the plots for the top layer of
each model, and the nouns reflecting the agent and
theme in corresponding sentences. The separation
between active and passive examples is clear in
MT models but quite fuzzy when using BERT.8

However, the following section on classification-
based results reveals that, even in this case, the
distinction is still clearly present and can effectively
be detected and removed by INLP.

4.2 Classification

We also explore how easy it is to correctly assign
different instances in the two classes using a logis-
tic regression classifier with inverse L2 regulariza-
tion strength of 0.001.9 We conduct this experiment
on the original data using two iterations of the INLP
procedure. This shows the amount of information
relevant to this distinction in the original dataset
that is still present after null-space projection.

Table 1 shows a successful classification of the
TEMPL dataset before INLP for both transforma-
tions and all used grammatical categories, with the
accuracy dropping to ≈ 0.5 by Iteration 2. This
demonstrates that all representations explicitly en-
code the features that are altered by the PAS and
NEG transformations, and that INLP can effec-
tively remove them from the representations. This
is especially informative for the BERT-based repre-
sentations for nouns, a distinction that was not ap-
parent from the visualization experiment discussed
previously. The results for the SICK dataset are
similar and available in the Appendix.

4.3 Similarity Estimation

We explore the similarity of individual word in-
stances and how it is affected by the INLP neutral-
ization procedure we apply. We study this effect
on each of the encoder layers, and provide a com-
parison of four different measures to illustrate the
impact of INLP on the embeddings. The first two
metrics measure the distance between the classes
C1 and C2 ∈ C corresponding to our transforma-
tion variants, and we expect them to go down due
to the neutralization procedure. Two additional

8The full picture is available in the Appendix including
MDS plots for SICK-PAS and NEG transformations.

9Selected from among options of {0.1, 0.01, 0.001,
0.0001} to optimize the generalization of the classifier.
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Active-Passive Positive-Negative
VERB A-SUBJ/P-AG A-OBJ/P-SUBJ VERB SUBJECT OBJECT

It-0 It-2 It-0 It-2 It-0 It-2 It-0 It-2 It-0 It-2 It-0 It-2

BERT
L-1 0.99 0.50 1.00 0.50 0.99 0.50 0.99 0.49 0.86 0.50 0.77 0.50
L-6 1.00 0.49 1.00 0.50 1.00 0.50 1.00 0.50 0.98 0.50 0.88 0.50
L-12 0.99 0.50 0.99 0.50 0.95 0.50 1.00 0.50 0.92 0.50 0.90 0.50

MT
(EN > DE)

L-1 0.86 0.49 0.98 0.47 0.91 0.50 0.94 0.49 0.57 0.50 0.76 0.51
L-3 0.87 0.49 1.00 0.49 0.96 0.50 0.94 0.51 0.66 0.50 0.77 0.50
L-6 0.90 0.49 1.00 0.53 0.97 0.50 0.96 0.47 0.77 0.50 0.81 0.49

MT (EN >
DE+EL)

L-1 0.86 0.48 0.98 0.48 0.92 0.50 0.93 0.52 0.64 0.50 0.80 0.50
L-3 0.86 0.49 0.98 0.49 0.96 0.50 0.94 0.49 0.69 0.50 0.83 0.50
L-6 0.91 0.49 0.99 0.49 0.98 0.51 0.97 0.47 0.78 0.50 0.85 0.50

Table 1: Classification accuracy obtained on the TEMPL-PAS and TEMPL-NEG datasets before (Iteration 0,
‘It-0’) and after (Iteration 2, ‘It-2’) application of the INLP procedure.

metrics measure the distance of instances within
the same class in order to verify that INLP does not
produce any unwanted side effects when modifying
the representations.

The first metric computes the average pairwise
inter-class distance and is defined as:

avg
i∈S
||xAi − xBi ||, (1)

where S is the set of sentence pairs and xAi and xBi
are the embeddings of the target word wi in sen-
tence variants A and B (e.g., active and passive).
We expect this to be high prior to neutralization,
and to drop significantly afterwards. We also mea-
sure the global inter-class distance:

avg
i ∈S,C1∈{A,B}

||xiC1 − avg
j∈S,C2∈{A,B}:C2 6=C1

xC2
j ||,

(2)

which measures the average distance of the em-
bedding xC1

i of variant C1 to the centroid of the
corresponding word embeddings of the other vari-
ant C2, xC2

j . We expect this value to also decrease
after the projection, but less than the previous one
since it includes distances between all data points
rather than only the paired sentences.

Neutralization should not significantly affect
similarities between embeddings of the same word
wi in different contexts within the same sentence
variant Ck. We measure this using the same-word
intra-class distance for instances of the same
word, expecting this to stay approximately same:

avg
i∈S,Ck∈{A,B}

||xCk
i − avg

j∈S:wj=wi,j 6=i
xCk
j || (3)

Finally, analogous to the global inter-class distance,
we also measure the global intra-class distance:

avg
i∈S,Ck∈{A,B}

||xCk
i − avg

j∈S
xCk
j ||, (4)

which computes the average distance of the embed-
dings xCk

i to the centroid of the word embeddings
of variant Ck. Again, we expect this to not de-
crease.

Figure 3 shows the results for the verbs and
nouns in the TEMPL-PAS dataset before and af-
ter INLP.10 In all plots, especially the MT ones,
we see a significant drop in pairwise inter-class
distance after INLP application, which shows the
effectiveness of the procedure. As expected, global
inter-class distance also shows a smaller degree of
drop. On the contrary, and also as expected, we
do not observe drops in same-word intra-class dis-
tance or global intra-class distance, which implies
that the projection does not cause major damage to
the information that needs to be preserved.

4.4 Null-space Projection Transfer

Finally, we investigate the possibility to transfer
null-space projections across data sets and word
classes, in order to understand how generic the
features representing the targeted transformation
are.

4.4.1 Transfer across Datasets
We learn a projection on the TEMPL-PAS and
TEMPL-NEG datasets, and use it to clean SICK-
PAS and SICK-NEG respectively. We then evaluate
how well the transfer works by using the cleaned
dataset to train and test a classifier. If the trans-
fer succeeds and the projection learned on the first
dataset efficiently cleans the second dataset, the
classification attempt will fail because all relevant
information that would be useful to the classifier
would have been removed. On the contrary, if a
classifier can still be successfully trained on the
cleaned version of the SICK datasets, then we as-

10TEMPL-NEG results are available in the Appendix.
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Figure 3: Average Euclidean distance for instances of nouns and verbs in the TEMPL-PAS dataset. Dashed lines
show distances in the original dataset, and solid lines reflect distances after applying INLP. Distances are given for
representations generated by each layer of the models.

sume that the transfer failed since information rele-
vant to the distinction still persists.

In Figure 4, we compare (a) the classification ac-
curacy on the original SICK-PAS and SICK-NEG
datasets (dotted lines) to (b) the accuracy obtained
on these datasets cleaned by using the null-space
projection learned on TEMPL-PAS and TEMPL-
NEG, respectively (solid lines). We report results
for nouns and verbs obtained using representations
generated by BERT and the MT encoders.

The transfer from TEMPL to SICK does not
seem to work well with BERT representations,
since a classifier trained on the cleaned SICK
datasets still obtains fairly high accuracy. An ex-
ceptional to this is seen the in final layers of BERT,
and subjects in the SICK-NEG dataset, for which
the cleaned dataset shows slightly lower (70–90%)
accurracy. For the MT representations, on the
other hand, we observe low accuracies for the post-
transfer classification, which suggests a successful
transfer of information between the datasets. Es-

pecially for TEMPL-PAS VERB and A-SUBJ/P-
AG, representations obtained with the MT model
that involves two language pairs respond better to
the transfer, as shown by significantly lower post-
cleaning accuracies (i.e., less remaining informa-
tion) than the ones obtained by the MT model with
one target language. Notably, this trend is not seen
for TEMPL-NEG.

4.4.2 Transfer across Grammatical
Categories

We also tried to transfer null-space projection be-
tween different grammatical categories, specifically
by learning the projection for verbs, subjects or ob-
jects, and then trying to apply it to one of the other
two. An example of such a transfer is shown in
Figure 5. Here, we apply the projection learned on
verbs in the negation dataset to neutralize the same
information from the noun in subject position. This
seems to work surprisingly well for the MT-based
representations. For BERT-based representations
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Figure 4: Classification accuracies for the SICK-PAS and SICK-NEG datasets on (1) the original version of the
dataset (dotted lines) vs. (2) the cleaned version of the dataset using information from the learned INLP projection
on TEMPL-PAS and TEMPL-NEG. The larger the difference between the original and cleaned versions, the more
useful the transferred projection is for cleaning. Error bars indicate standard deviation of 20 experiments.

and for the passivization data set, on the other hand,
the transfer across categories is not very successful
with classification accuracies typically remaining
above 80%. Results highlight that the information
is highly specific to words of a certain grammatical
category and that the projection cannot be applied

Figure 5: Classification accuracies for subjects in
TEMPL-NEG on (1) the original dataset vs. (2) the
dataset cleaned using learned INLP projection on verbs
of TEMPL-NEG. The larger the difference between the
original and cleaned versions, the more useful is the
transferred projection for cleaning. Error bars indicate
standard deviation of 20 runs.

as a universal neutralization procedure.

5 Conclusion

We have shown that transformations such as pas-
sivization and negation leave a strong imprint on
contextualized representations. We demonstrate
that leveraging this information, it is possible to
build classifiers that successfully identify word in-
stances falling in either category. The traces of
these transformations also affect the similarity of
word instances that refer to the same entities and
events. Repurposing a method initially proposed
for identifying and removing societal biases from
representations, we show that it is possible to neu-
tralize the trace of such transformations from con-
textualized representations, and preserve the simi-
larity of word instances having the same reference.
Interestingly, the features that predict the transfor-
mation variant seem to be more generalizable in
the embeddings generated by an MT encoder than
in the BERT embeddings, implying that the BERT
embeddings contain more surface-level informa-
tion specific to each dataset.
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A Appendices

A.1 Visualization
Figures 6 and 7 provide the complete MDS vi-
sualizations for TEMPL-PAS and TEMPL-NEG.
For TEMPL-PAS, we see a significant imprint for
the nouns also. For TEMPL-NEG, the imprint is
mostly visible for the verbs, however note that this
does not mean the nouns are unclassifiable, since
the INLP classifier is able to find a good classifica-
tion for them as well (Table 1).

A.2 Classification
Table 2 shows the classification accuracies for the
SICK-PAS and SICK-NEG datasets, before and
after INLP. Similar to TEMPL-PAS and TEMPL-
NEG results, these also show a good classifica-
tion accuracy before, and a chance-level one after,
demonstrating both a significant initial imprint, and
the effectiveness of the INLP procedure.

A.3 Similarity Estimation
Figure 8 depicts the changes in the similarities of
individual words of TEMPL-NEG using the four
distance measures discussed in Section 4.3.
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Active-Passive Positive-Negative
VERB A-SUBJ/P-AG A-OBJ/P-SUBJ VERB SUBJECT OBJECT

It-0 It-2 It-0 It-2 It-0 It-2 It-0 It-2 It-0 It-2 It-0 It-2

BERT
L-1 0.98 0.50 0.99 0.51 0.99 0.50 0.83 0.51 0.69 0.50 0.70 0.50
L-6 0.98 0.49 0.99 0.50 1.00 0.51 0.97 0.50 0.82 0.50 0.88 0.50
L-12 0.98 0.50 0.96 0.50 0.82 0.50 0.92 0.50 0.80 0.50 0.89 0.50

MT
(EN > DE)

L-1 0.78 0.51 0.94 0.50 0.92 0.50 0.74 0.50 0.54 0.50 0.66 0.50
L-3 0.81 0.51 0.98 0.51 0.96 0.52 0.74 0.49 0.56 0.50 0.69 0.50
L-6 0.82 0.54 0.98 0.52 0.97 0.53 0.84 0.51 0.64 0.50 0.72 0.50

MT (EN >
DE+EL)

L-1 0.87 0.50 0.91 0.50 0.91 0.51 0.71 0.48 0.52 0.50 0.67 0.50
L-3 0.89 0.51 0.96 0.50 0.98 0.53 0.74 0.49 0.53 0.50 0.70 0.50
L-6 0.88 0.50 0.97 0.52 0.98 0.58 0.85 0.50 0.53 0.50 0.68 0.50

Table 2: Classification accuracy obtained on the SICK-PAS and SICK-NEG datasets before (Iteration 0, ‘It-0’)
and after (Iteration 2, ‘It-2’) application of the INLP procedure.
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Figure 6: Multidimensional scaling (MDS) visualisation for three word instance sets in the TEMPL-PAS dataset:
Verbs (Left), A-SUBJ/P-AG nouns (Middle), A-OBJ/P-SUBJ nouns (Right). The top part of the figure depicts
their representations before cleaning, while the bottom part shows the same word representations after the cleaning
procedure. Red and blue points indicate instances in the Active and Passive sentences, respectively.
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Figure 7: Multidimensional scaling (MDS) visualisation for three word instance sets in the TEMPL-NEG dataset:
Verbs (Left), A-SUBJ/P-AG nouns (Middle), A-OBJ/P-SUBJ nouns (Right). The top part of the figure depicts
their representations before cleaning, while the bottom part shows the same word representations after the cleaning
procedure. Red and blue points indicate instances in the Active and Passive sentences, respectively.
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Figure 8: Average Euclidean distance for instances of nouns and verbs in the TEMPL-NEG dataset. Dashed lines
show distances in the original dataset, and solid lines reflect distances after applying INLP. Distances are given for
representations generated by each layer of the models.


