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INTRODUCTION 

In this paper we describe the design of what we hope is a radically new Machine Translation 
(MT) system, for use by a monolingual user wishing to construct texts in a specific and fairly 
restricted domain, which will then be generated multilingually1. The envisaged user is the 
original author of a text to be composed on-line (and interactively). The system is rooted in 
a specific domain, and this aspect permits the system to interpret the user's input, and even 
make predictions about message content, both of which will contribute to high quality of 
translation. 

The domain that we are working in at present is the generation of multilingual job 
advertisements in semi-technical fields such as computer design, management or graphic arts, 
where the new career flexibility offered by the forthcoming open market suggests an obvious 
application. The domain has the advantage of moderately fixed text formats with some degree 
of flexibility in content, a combination which suits the particular approach we are taking. 
Other domains with similar properties might include: 

• in a multinational conglomerate, exchange of messages between e.g. suppliers 
concerning orders for and availability of goods, spare parts, etc., or offers and tenders 
for services, equipment and so on. 

• customers' and/or field engineers' initial maintenance/break-down reports on equipment 
(one can think of major manufacturers of electronic appliances based in an 
English-speaking country, but exported world-wide). 

• communication between military or police forces (e.g. in NATO, or Interpol, or the 
need for Anglo-French communication in the Channel Tunnel). 

The mode of operation is as an interactive system with a flexible human-machine interface 
(system- and/or user-driven) where the system cooperates with the user in order to produce 
a guaranteed quality translation for transmission. The system's linguistic and domain-specific 
knowledge bases are closely related, in that translation equivalents are tied to situational 
contexts. Furthermore, its domain knowledge serves to guide the user towards acceptable and 
standardized message structures. The system is nevertheless flexible enough to permit more 
than a rigid 'phrase-book' type of message generation. The system will accept input in English 
and generate texts in English, Spanish and Greek. 

1 The research described here is partly supported by SERC grant no. GR/G43546. The 
authors wish to acknowledge the contribution to the ideas expressed herein of Joseba Abaitua, 
Melina Alexa, Elena Barcena, Nuria Bel, John Darzentas, Anne de Roeck, Rod Johnson, Ian 
McLean and Mike Rosner. We remain of course solely responsible for any errors that remain. 



154                        Translating and the Computer 13 

BACKGROUND 

In this section, we attempt to identify weaknesses in the classical approach to MT, as still 
found in so-called state-of-the-art developments. Then, we discuss a number of recent research 
directions which might be described as 'alternative', which we find promising. 

What is wrong with state-of-art MT? 

For a long time, it has been known that fully automatic high quality MT (FAHQT) of 
unrestricted texts is an unattainable goal. Amongst the strategies proposed to mitigate this, the 
most popular have been interaction with a user, and restrictions on the input. Coupled with 
certain typical computational and linguistic design features, these approaches have come to 
be known as '2nd generation MT' (Vauquois 1976). But there is now a feeling that 2nd 
generation MT has in some sense failed, or at least reached an impasse (cf. Somers 1990). 

The interactive solution comes in the form of the widely promoted 'Translator's 
Workbench' idea (e.g. Kay 1980, Melby 1982), the main aims of which are to help translators 
to translate texts. Typically, the system proposes a translation, and then has a more or less 
user-friendly interactive post-editing phase; in some more ambitious cases, the system attempts 
to translate the input text with assistance from the human user in the form of interactions to 
help disambiguate source text or make lexical and stylistic selections in the target text. In this 
scenario, both the system and the user have knowledge about both source and target language, 
and it is sometimes difficult to see where the most appropriate division of labour should 
occur: indeed, there is sometimes a conflict between what the system offers the translator-user, 
and what the user already knows, or between the extent to which the system or the user 
should take the initiative, which might differ from occasion to occasion. Furthermore, the 
system has no idea of its own limitations, and so repeatedly makes the same mistakes, which 
become an irritation to the users who feel in the end that they could do better themselves. 
Even with the best of the interactive human-assisted MT systems, users who are the most 
positively pre-disposed towards MT soon become frustrated by the repetitive nature of the 
interactions, a problem at last recognised by at least one of the manufacturers of CAT systems 
(Seal 1992). 

The use of MT with restricted input was probably first reported by Elliston (1979), and 
gained respectability through the great success of the Météo project (Chandioux & Guérard 
1981), where MT took over a translation task too boring for any human doing it to last more 
than a few months, yet sufficiently constrained to allow an MT system to be devised which 
only makes mistakes when the input is ill-formed. Nevertheless, it is only recently that the 
obvious connection with 'sublanguage' has been made (Kittredge 1987, Isabelle et al. 1988, 
Kosaka et al. 1988, Luckhardt 1991). On the negative side, it is still the case that typically the 
MT system dictates the restrictions rather than vice versa: as recently as two years ago at this 
conference, Pym (1990) described the use of prescriptive writing rules to enable Weidner's 
MicroCat system to be used, and Sager talked positively of "'Systran French' or 'Logos 
German' ... system-specific target language forms ... based on the designers' simplified 
conception of the source language" (Sager 1990:7). Frankly, we do not see this in such a 
positive light. 

The typical computational and linguistic design features of the '2nd generation' have been 
the use of linguistic rule-writing formalisms, independent software, stratificational analysis and 
generation, and an intermediate linguistically motivated representation; these innovations were 
admirable  insofar  as  they  seemed  to  address  the  perceived problems of '1st generation' MT 
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system-design (i.e. before the 1966 ALPAC Report), but they nevertheless incorporate several 
general or specific deficiencies: they assume that the author's intention is recoverable from 
text alone; they reflect the preferred computational and linguistic techniques of the late 1960s 
and early 1970s, which have to a great extent been superseded; and worst of all, they 
encourage an approach to translation which can be called 'structure preserving translation as 
first choice', a strategy which embodies the motto "Let's produce translations that are as literal 
as we can get away with" (cf. Somers 1987:84). 

What recent innovations have we found useful/inspiring? 

Several recent innovations have nevertheless provided encouraging signs that there are new 
avenues to explore in the field of MT. 

Although first suggested by Kay (1973), the idea of an MT system for monolingual user 
seems not to have been followed up until quite recently (unless one considers TITUS (Ducrot 
1985) to be an MT system). Several proposals for interactive MT for monolingual users 
appear to have been initiated at about the same time, including DLT (Schubert 1986), the 
CMU system (Carbonell & Tomita 1987), Ntran (Whitelock et al. 1986, Johnson & Whitelock 
1987), Zajac's (1988) system, and XTRA (Huang 1990). In systems for monolingual users it 
is the system which knows about translation into the target language, and the user who knows 
about the global context of the source text, and about the finer subtleties of the source 
language. The system has linguistic knowledge of the source language, but relies on the user 
to supply contextual and real-world knowledge in the form of an interaction. On the other 
hand, once the source text has been sufficiently analyzed, the system takes over completely. 
There is no conflict between what the system assumes to be the extent of the user's 
knowledge, nor in the user's expectations. The idea to develop this sort of interaction in the 
direction of a more sophisticated clarification dialogue is now gaining currency (Boitet 1989, 
1990, Somers et al. 1990). 

Another influential direction is the 'phrasebook' approach of Steer & Stentiford (1989). 
In this speech translation prototype system, set phrases are stored, as in a holidaymaker's 
phrasebook; they are retrieved by the fairly crude, though effective, technique of recognising 
keywords in a particular order in the input speech signal. The main disadvantage of this 
system is its inflexibility: if the phrase you want is not in the phrasebook, you cannot say 
anything. 

Research here at UMIST for British Telecom (Jones & Tsujii 1990) on interactive 
generation of stereotypical texts has also been most promising: in this work, we propose a 
system which has stereotypical target texts in certain restricted domains (e.g. business 
correspondence in specific areas), retrieves appropriate texts through dialogues with users and 
reformulates them to fulfil the specific requirements expressed by users. In this scenario, the 
MT system becomes a kind of multilingual text generation system and adds a lot of 
information not contained in the 'source text' at all (a similar idea for 'automated text 
composition' in Japanese has been suggested by Saito & Tomita 1986, while Ahmad Zaki & 
Noor 1991 describe a system for composing official letters in Malay). Such a system has a 
good division of both knowledge and labour, since the system knows about translation, while 
the user knows only about the desired communicative content of the message. In this 
connection, we should also mention the idea of multilingual text generation 'without a source 
text' (Somers et al. 1990), an approach shared by the FoG system (Bourbeau et al. 1990, 
Kittredge & Polguère 1991a,b). 
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Finally, we should mention 'Example-Based MT' (EBMT) (Sumita et al. 1990, Jones 
1991, Sato 1991, Sumita & Iida 1991) where a corpus of texts with their translations serves 
as a knowledge base for MT: previously translated text fragments are seen as examples on 
which to base the translation of a given text. This idea stems from a general proposal made 
by Kay in 1987 (Kay 1989:195), and also seems to have been in Nagao's mind in his (1984) 
article. The idea is to use a multilingual corpus of texts already translated (by humans) as a 
knowledge base in an MT system, so that the existing (and guaranteed) translations serve as 
a model for new translations. EBMT proceeds by finding suitable examples in the database 
and then recombining them appropriately. 

Key factors are therefore the efficient retrieval of texts from the database which are 
sufficiently similar to the given text, a problem that we have been working on independently 
at UMIST (Carroll 1990) cf. also Kay & Röscheisen (1988) and Kitano & Higuchi (1991). 
The advantages of EBMT are that translation quality is assured, because the example 
translations are real. The system knows its limitations: if a suitable example cannot be found, 
the system will not translate on a word-for-word basis as in rule-based MT. This approach 
does not depend on structure preservation as a first choice, mentioned above. And perhaps 
most interesting of all, it is easy to extend an EBMT system: we simply add more examples 
to the database. Unlike in rule-based MT, there is not the overhead of 'entropy' of 
performance, where the addition of a new rule has unforeseen repercussions on the rest of the 
system, which sometimes do not surface until many months after the change was made, and 
therefore are extremely difficult to trace. 

The use of existing translations also underlies the approach called 'Memory-Based MT' 
(Sato & Nagao 1990, Kitano et al. 1991), and the use of the 'Bilingual Knowledge Bank' in 
DLT (Sadler 1989, 1991, Sadler & Vendelmans 1990), while EBMT can be regarded as a 
special case of Corpus-Based MT (cf. Brown et al. 1990, 1991; Chen et al. 1991; Gale & 
Church 1991; Sebba 1991). 

THE PROPOSED SYSTEM 

How do these new research directions fit together? 

Each area of research outlined in above can be classified in terms of five features: 
monolingual, i.e. is the system designed for monolingual users? 
dialogue-based, i.e. does the system assume a system-user dialogue? 
example-based, i.e. does the system use example translations? 
context-based, i.e. does the system use contextual knowledge? 
sublanguage-based, i.e. does the system use domain knowledge? 

However, not all features are common to any one piece of research in a generalised and 
coherent manner. In contrast, the proposed project will utilise information related to, or 
employ system design criteria associated with each feature listed above. 

First we assume a system which is to be used by monolinguals, not translators. This leads 
us immediately to the realisation that we cannot at any time query the user as to the 
correctness of a translation (as nearly all current MT systems do). How then can we failsafe 
the translation process? This question leads naturally to the utilization of the examples, 
system-user dialogue, and contextual and domain knowledge sources. 

The use of example translations has the advantage of maximally exploiting surface 
regularities in the given sublanguage.  Such examples not only encode the correct grammatical 
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target language constructs but also capture stylistic factors appropriate for the text-type. 
However, although there are major advantages in using example translations there are two 
problems: first, the flexible matching of input with examples, and second, the coverage of 
examples. 

The first problem can be paraphrased as "Which examples in the database best match this 
input?", and can be addressed initially by the method of representation of the examples. 
Examples are represented at various syntactic levels differing in their degree of abstraction, 
e.g. as a literal string, a syntactic pattern with slots for restricted phrasal alternatives, or as a 
functional formula where actual and preferred surface realisations of the example semantic 
frame can be represented (with the associated target language equivalences). With these types 
of surface level representation, matching will be possible in most cases although the number 
of candidates will increase as the level of abstraction increases. 

In order to reduce the search space, contextual knowledge is to be employed. As well as a 
syntactic description, each example translation is also associated with a contextual 
representation derived from the relations that hold between the example and the rest of the text 
from which it originated. In order to utilise this information, an ' intentional model' is required 
to allow the system to understand the nature of the text it is trying to compose (and 
consequently translate). For instance, certain contextual relations will occur together in certain 
circumstances (within the sublanguage). If an example with a specific contextual marker is 
matched, the intentional model will lead the system to expect some contextual relations but 
not others, thereby reducing the search space in which new input is processed. Also in cases 
where an input matches several candidate examples, this contextual knowledge determines the 
correct choice. 

The second problem of coverage can be paraphrased as "Are there any examples in the 
database which match this input at all?", and is the basic problem with EBMT in that, in the 
extreme, EBMT ignores the relevance of linguistic generalities. It can be overcome by making 
the source text and target text composition process recombinant. In order to accomplish this 
the representations and the contextual relation definitions of the examples, and the global 
intentional model all play their part. It is important to ascertain the grammatical, pragmatic 
and stylistic legality of recombining examples and to maintain textual cohesion. In some cases, 
the system may require the user to rephrase the input so as to match more closely the expected 
input. 

If recombination or rephrasing is required during the composition process, this implies 
consultation with the user. Therefore, the system must be able to interact in an intelligent 
manner with the user and, consequently, an additional module in the form of a human-machine 
interaction dialogue model is required. In order for the system to interact 'intelligently', it 
must understand the communicative intent of the user and therefore must have knowledge of 
the domain. 

A consistent thread throughout this discussion has been the requirements of the 
sublanguage approach. This is by now the least controversial of features of MT research, 
though it is important that a commitment to sublanguage is not merely an excuse to limit the 
vocabulary and syntax that the system can translate. Rather we see sublanguage as an essential 
factor binding and defining the contextual knowledge expressed in the intentional model, the 
linguistic knowledge in the representations, as well as pertaining to the domain knowledge for 
the system overall. The system becomes portable only inasmuch as the sublanguage and its 
ramifications are parameterizable. 
     The overall design of the system is shown in Figure 1. 
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Figure 1 
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Details of the overall design 

The system has two main components: the multilingual text generator, and the dialogue 
manager. However, these two components interact continuously, and share several knowledge 
sources. The operation of the system depends somewhat on the expertise of the user, but we 
can distinguish two extreme scenarios, with variations in between the two. 

In the first scenario, appropriate with an experienced user, the user inputs a draft text. This 
text is input to a matching algorithm, which will attempt to find in the corpus of example texts 
in the user's own language a set of examples closely matching the user's proposed input. 
Examples are stored as pairs of syntactic and pragmatic descriptions of text: the 'syntactic 
descriptions' range from whole text fragments, through partial text templates to more abstract 
linguistic representations. The 'pragmatic descriptions' capture the pragmatic or contextual 
information associated with the linguistic descriptions, which serve to locate the text fragments 
in a more abstract 'intentional model' which defines the possible structures of the texts in 
general. The intentional model thus serves to restrict the search space of examples which the 
input matcher addresses. Since the corpora are not parallel texts as such, but merely 
collections of pragmatically similar texts, the intentional model also serves to give the bi- and 
multi-lingual links between the languages, although of course there will also be some paired 
examples e.g. of fixed phrases and single lexical items which provide, where necessary, 
'translations' in the conventional sense. The results of the matching phase are passed to the 
dialogue manager, which takes into consideration how closely the user's input matches the 
allowable inputs given the current textual situation: the dialogue manager's knowledge about 
this conies from two sources, namely, the intentional model, and a domain knowledge source 
which contains information about the general domain. The dialogue manager is able to interact 
with the user in order to confirm the acceptability of the input, or to negotiate ways in which 
it can be changed to conform more closely to the expected range of inputs. Once the 'source' 
text has been successfully negotiated, there remains the task of generating corresponding target 
texts. This task involves locating corresponding example fragments in the target language 
corpora, and again because the corpora are not parallel recombining them to form appropriate 
target texts. 

In the second scenario, the user is less experienced, and it is the system which takes the 
initiative. In this case, the intentional model and domain knowledge together form a database 
which enables the system to have a predictive model of the text, which it can then use to 
prompt the user more or less explicitly for appropriate input. In the extreme case, the system 
could almost derive for itself a series of menus or hypertexts which it would present to the 
user. In a less extreme case, the system can prompt the user with more general suggestions 
outlining the functionality of each portion of text, while permitting the user to propose a first 
draft for each segment. The role of the dialogue manager, and the task of generating target 
texts, are as in the first scenario. 

Discussion 

The system will use a wide variety of techniques, many of which are at the forefront of 
research. For the task of matching of user's input with the stored examples, parsing of a 
traditional nature may be employed, but the primary technique will involve stochastic or other 
pattern matching techniques. Because the aim is to match inputs with similar, but usually not 
identical examples in the database, the matching techniques must be flexible enough to locate 
a range of candidate matches against a given input.   For  this  reason,  pattern  matching 
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incorporating a similarity measure is indicated, such as the techniques proposed by Carroll 
(1990), Kay & Röscheisen (1988) or Kitano & Higuchi (1991). 

The data forming the multilingual corpus of examples are derived empirically from 
real-life examples of job adverts. For practical reasons, we cannot expect to have available a 
truly parallel corpus of texts in this domain. The contrastive linguistic knowledge of the 
system cannot therefore be captured by paired examples of translational equivalents as in the 
IBM statistical approach for example (Brown et al. 1988, 1990, 1991), so the more abstract 
intentional model is relied on as a kind of mediator, where it is the functional rather than 
formal properly of the text fragment that gives its target language counterpart. The analysis 
of the multilingual corpora provides us with data influencing the design of the linguistic 
representations to be used in the example database, as well as determining the content and 
form of both the intentional model(s) where the functional and pragmatic aspects of the job 
adverts are defined and providing information to enable the domain knowledge of the system 
to be defined. This last is based on the propositional content of the corpus, which determines 
not only what are the commonalities of the language of the domain, but also enabling illegal 
phrases to be identified, as well as revealing problems of non-equivalences, especially of job 
titles and qualifications, etc. An additional point of interest arising especially from the 
text-type and domain chosen is the likelihood of cultural differences being reflected in 
differences in the examples and hence in the intentional models. These may be superficial, 
such as the typical order of presenting the information, or may pose more serious problems 
(see below). 

Concerning the use of examples for generation by 'recombination', since the system is 
example-based, the issue here is not so much generation from representations which are 
largely given a priori by the corpus of examples but the capability of such a mechanism to 
generate texts which are not directly represented in the database of examples. The general 
advantages of example-based natural language processing have already been discussed. 
However, it is very much appreciated that in order for example-based systems to have any real 
degree of flexibility they must be afforded some degree of generative capacity above and 
beyond that supported by 'static' individual examples. This increased flexibility is gained by 
matching against subcomponents of more than one example across the example database. This 
may occur when an input text does not match against one complete example but several 
examples match against parts of the input. Obviously it is important not to reject the input text 
outright as 'ill formed' in some way, but attempt to generate a corresponding 'clone' of the 
input based on the highest scoring matches returned by the matching process. There is a need 
for information to guide this process, and this information comes from the intentional model 
and domain knowledge. 

The domain knowledge itself includes pragmatic/linguistic knowledge captured by the 
intentional models, but also more general knowledge about the task of writing a job advert, 
which the dialogue manager will need to access in interpreting the user's input and responses 
to its questions, and in forming a model of the user's beliefs about the task in hand, since this 
is a typical example of a task-oriented dialogue. Additionally and this is of particular interest 
the domain knowledge must include the contrastive cultural knowledge about differences in 
job advert writing conventions, some of which may be essentially linguistic, but some of 
which might even have legal repercussions. For example, it may be acceptable to include 
stipulations of age and sex in an advert in one language which would actually be illegal in the 
corresponding advert in the target language (e.g. Spanish adverts distinguish between senora, 
senorita, chica, muchacha with a clear implication for the potential applicant which would 
quite possibly, if translated into the equivalent English terms, render the text illegal). A similar 
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problem is caused by the non-equivalence of qualifications in different member states, while 
a third example of a cultural difference is that for a Greek national, permanence (tenure) and 
prestige of position appeal more than fringe benefits such as a tax-free car which would 
perhaps be a more significant attraction for the British candidate. These very practical 
problems have to be captured in the domain knowledge, and used by the dialogue manager 
where appropriate, to ask the user to rephrase. In the design of the system, the knowledge 
needs a structure, which identifies what are the components of a typical advert. 

There are several other interesting aspects to this research project of which we cannot go 
into detail here: notably, these revolve around the dialogue part of the system. We find the 
project interesting both because it gives us a chance to explore some new avenues of basic 
research, and also because the ultimate aim of the project is to implement a small 
demonstrator system which, in its functionality, will represent a novel approach to translating 
and the computer. 
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