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and Xiaojin Zhu

Predicting Risk from Financial Reports with Regression
Shimon Kogan, Dimitry Levin, Bryan R. Routledge, Jacob S. Sagi and Noah A. Smith

Domain Adaptation with Latent Semantic Association for Named Entity Recognition
Honglei Guo, Huijia Zhu, Zhili Guo, Xiaoxun Zhang, Xian Wu and Zhong Su

Semi-Automatic Entity Set Refinement
Vishnu Vyas and Patrick Pantel

Session 4C: Machine Learning / Morphology and Phonology

Unsupervised Constraint Driven Learning For Transliteration Discovery
Ming-Wei Chang, Dan Goldwasser, Dan Roth and Yuancheng Tu

On the Syllabification of Phonemes
Susan Bartlett, Grzegorz Kondrak and Colin Cherry

Improving nonparameteric Bayesian inference: experiments on unsupervised word seg-
mentation with adaptor grammars
Mark Johnson and Sharon Goldwater
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2:15-2:30

2:30-2:45

2:45-3:00

3:00-3:15

Session 5A: Short Paper Presentations: Machine Translation / Generation / Seman-
tics

Statistical Post-Editing of a Rule-Based Machine Translation System
Antonio-L. Lagarda, Vicent Alabau, Francisco Casacuberta, Roberto Silva and Enrique

Diaz-de-Liafio

On the Importance of Pivot Language Selection for Statistical Machine Translation
Michael Paul, Hirofumi Yamamoto, Eiichiro Sumita and Satoshi Nakamura

Tree Linearization in English: Improving Language Model Based Approaches
Katja Filippova and Michael Strube

Determining the position of adverbial phrases in English
Huayan Zhong and Amanda Stent

Estimating and Exploiting the Entropy of Sense Distributions
Peng Jin, Diana McCarthy, Rob Koeling and John Carroll

Semantic Classification with WordNet Kernels
Diarmuid O Séaghdha

Session 5B: Short Paper Presentations: Machine Learning / Syntax

Sentence Boundary Detection and the Problem with the U.S.
Dan Gillick

Quadratic Features and Deep Architectures for Chunking
Joseph Turian, James Bergstra and Yoshua Bengio

Active Zipfian Sampling for Statistical Parser Training
Onur Cobanoglu

Combining Constituent Parsers
Victoria Fossum and Kevin Knight

Recognising the Predicate-argument Structure of Tagalog
Meladel Mistica and Timothy Baldwin
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2:45-3:00

3:00-3:15

3:15-3:30

3:30-4:00

4:00-4:25

4:25-4:50

4:50-5:15

Reverse Revision and Linear Tree Combination for Dependency Parsing
Giuseppe Attardi and Felice Dell’ Orletta

Session SC: Short Paper Presentations: SPECIAL SESSION - Speech Indexing and
Retrieval

Introduction to the Special Session on Speech Indexing and Retrieval

Anchored Speech Recognition for Question Answering

Sibel Yaman, Gokan Tur, Dimitra Vergyri, Dilek Hakkani-Tur, Mary Harper and Wen
Wang

Score Distribution Based Term Specific Thresholding for Spoken Term Detection
Dogan Can and Murat Saraclar

Automatic Chinese Abbreviation Generation Using Conditional Random Field
Dong Yang, Yi-Cheng Pan and Sadaoki Furui

Fast decoding for open vocabulary spoken term detection
Bhuvana Ramabhadran, Abhinav Sethy, Jonathan Mamou, Brian Kingsbury and Upendra
Chaudhari

Tightly coupling Speech Recognition and Search
Taniya Mishra and Srinivas Bangalore

Break
Session 6A: Syntax and Parsing

Joint Parsing and Named Entity Recognition
Jenny Rose Finkel and Christopher D. Manning

Minimal-length linearizations for mildly context-sensitive dependency trees
Y. Albert Park and Roger Levy

Positive Results for Parsing with a Bounded Stack using a Model-Based Right-Corner
Transform
William Schuler
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4:00-4:25 Hierarchical Text Segmentation from Multi-Scale Lexical Cohesion
Jacob Eisenstein
4:25-4:50 Exploring Content Models for Multi-Document Summarization
Aria Haghighi and Lucy Vanderwende
4:50-5:15 Global Models of Document Structure using Latent Permutations
Harr Chen, S.R.K. Branavan, Regina Barzilay and David R. Karger
Session 6C: Spoken Language Systems
4:00-4:25 Assessing and Improving the Performance of Speech Recognition for Incremental Systems
Timo Baumann, Michaela Atterer and David Schlangen
4:25-4:50 Geo-Centric Language Models for Local Business Voice Search
Amanda Stent, Ilija Zeljkovic, Diamantino Caseiro and Jay Wilpon
4:50-5:15 Improving the Arabic Pronunciation Dictionary for Phone and Word Recognition with
Linguistically-Based Pronunciation Rules
Fadi Biadsy, Nizar Habash and Julia Hirschberg
Wednesday, June 3, 2009
Plenary Session
9:00-10:10  Invited Talk: Ketchup, Espresso, and Chocolate Chip Cookies: Travels in the Language of
Food
Dan Jurafsky
10:10-10:40 Break
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Session 7A: Machine Translation

10:40-11:05  Using a maximum entropy model to build segmentation lattices for MT
Chris Dyer

11:05-11:30  Active Learning for Statistical Phrase-based Machine Translation
Gholamreza Haffari, Maxim Roy and Anoop Sarkar

11:30-11:55  Semi-Supervised Lexicon Mining from Parenthetical Expressions in Monolingual Web
Pages
Xianchao Wu, Naoaki Okazaki and Jun’ichi Tsujii

11:55-12:20  Hierarchical Phrase-Based Translation with Weighted Finite State Transducers
Gonzalo Iglesias, Adria de Gispert, Eduardo R. Banga and William Byrne

Session 7B: Speech Recognition and Language Modeling
10:40-11:05 Improved pronunciation features for construct-driven assessment of non-native sponta-
neous speech

Lei Chen, Klaus Zechner and Xiaoming Xi

11:05-11:30  Performance Prediction for Exponential Language Models
Stanley Chen

11:30-11:55  Tied-Mixture Language Modeling in Continuous Space
Ruhi Sarikaya, Mohamed Afify and Brian Kingsbury

11:55-12:20  Shrinking Exponential Language Models
Stanley Chen
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Session 7C: Sentiment Analysis

Predicting Response to Political Blog Posts with Topic Models
Tae Yano, William W. Cohen and Noah A. Smith

An Iterative Reinforcement Approach for Fine-Grained Opinion Mining
Weifu Du and Songbo Tan

For a few dollars less: Identifying review pages sans human labels
Luciano Barbosa, Ravi Kumar, Bo Pang and Andrew Tomkins

More than Words: Syntactic Packaging and Implicit Sentiment
Stephan Greene and Philip Resnik

Lunch Break

Panel Discussion: Emerging Application Areas in Computational Linguistics

Chaired by Bill Dolan, Microsoft

Panelists: Jill Burstein, Educational Testing Service; Joel Tetreault, Educational Testing
Service; Patrick Pantel, Yahoo; Andy Hickl, Language Computer Corporation + Swingly
NAACL Business Meeting

Session 8A: Large-scale NLP

Streaming for large scale NLP: Language Modeling
Amit Goyal, Hal Daume III and Suresh Venkatasubramanian

The Effect of Corpus Size on Case Frame Acquisition for Discourse Analysis
Ryohei Sasano, Daisuke Kawahara and Sadao Kurohashi

Semantic-based Estimation of Term Informativeness
Kirill Kireyev
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Inducing Compact but Accurate Tree-Substitution Grammars
Trevor Cohn, Sharon Goldwater and Phil Blunsom
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Adam Pauls and Dan Klein

Session 8C: Discourse and Summarization

An effective Discourse Parser that uses Rich Linguistic Information
Rajen Subba and Barbara Di Eugenio

Graph-Cut-Based Anaphoricity Determination for Coreference Resolution
Vincent Ng

Using Citations to Generate surveys of Scientific Paradigms

Saif Mohammad, Bonnie Dorr, Melissa Egan, Ahmed Hassan, Pradeep Muthukrishan,
Vahed Qazvinian, Dragomir Radev and David Zajic

Break

Session 9A: Machine Learning

Non-Parametric Bayesian Areal Linguistics
Hal Daume II1

Hierarchical Bayesian Domain Adaptation
Jenny Rose Finkel and Christopher D. Manning

Online EM for Unsupervised Models
Percy Liang and Dan Klein
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Abstract

Cohesive constraints allow the phrase-based decoder
to employ arbitrary, non-syntactic phrases, and en-
courage it to translate those phrases in an order that
respects the source dependency tree structure. We
present extensions of the cohesive constraints, such
as exhaustive interruption count and rich interrup-
tion check. We show that the cohesion-enhanced de-
coder significantly outperforms the standard phrase-
based decoder on English— Spanish. Improvements
between 0.5 and 1.2 BLEU point are obtained on
English—Iraqi system.

1 Introduction

Phrase-based machine translation is driven by a phrasal
translation model, which relates phrases (contiguous seg-
ments of words) in the source to phrases in the tar-
get. This translation model can be derived from a word-
aligned bitext. Translation candidates are scored accord-
ing to a linear model combining several informative fea-
ture functions. Crucially, this model incorporates trans-
lation model scores and n-gram language model scores.
The component features are weighted to minimize a
translation error criterion on a development set (Och,
2003). Decoding the source sentence takes the form of
a beam search through the translation space, with inter-
mediate states corresponding to partial translations. The
decoding process advances by extending a state with the
translation of a source phrase, until each source word has
been translated exactly once. Re-ordering occurs when
the source phrase to be translated does not immediately
follow the previously translated phrase. This is penalized
with a discriminatively-trained distortion penalty. In or-
der to calculate the current translation score, each state
can be represented by a triple:

e A coverage vector HC indicates which source words
have already been translated.
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e A span f indicates the last source phrase translated
to create this state.

o A target word sequence stores context needed by the
target language model.

As cohesion concerns only movement in the source, we
can completely ignore the language model context, mak-
ing state effectively an (f, HC) tuple.

To enforce cohesion during the state expansion pro-
cess, cohesive phrasal decoding has been proposed in
(Cherry, 2008; Yamamoto et al., 2008). The cohesion-
enhanced decoder enforces the following constraint: once
the decoder begins translating any part of a source sub-
tree, it must cover all the words under that subtree before
it can translate anything outside of it. This notion can be
applied to any projective tree structure, but we use de-
pendency trees, which have been shown to demonstrate
greater cross-lingual cohesion than other structures (Fox,
2002). We use a tree data structure to store the depen-
dency tree. Each node in the tree contains surface word
form, word position, parent position, dependency type
and POS tag. We use T to stand for our dependency tree,
and T'(n) to stand for the subtree rooted at node n. Each
subtree T'(n) covers a span of contiguous source words;
for subspan f covered by T'(n), we say f € T'(n).

Cohesion is checked as we extend a state (f},, HC',)
with the translation of f,,1, creating a new state
(fna1, HChy1). Algorithm 1 presents the cohesion
check described by Cherry (2008). Line 2 selects focal
points, based on the last translated phrase. Line 4 climbs
from each focal point to find the largest subtree that needs
to be completed before the translation process can move
elsewhere in the tree. Line 5 checks each such subtree
for completion. Since there are a constant number of fo-
cal points (always 2) and the tree climb and completion
checks are both linear in the size of the source, the entire
check can be shown to take linear time.

The selection of only two focal points is motivated by
a “violation free” assumption. If one assumes that the

Proceedings of NAACL HLT 2009: Short Papers, pages 1-4,
Boulder, Colorado, June 2009. (©)2009 Association for Computational Linguistics



Algorithm 1 Interruption Check (Cohl) (Cherry, 2008)

Algorithm 2 Exhaustive Interruption Check (Coh2)

Input: Source tree T, previous phrase fh, current
phrase f},,1, coverage vector HC

. Interruption «— False

: F « the left and right-most tokens of f},

: for eachof f € F do

Climb the dependency tree from f until you reach
the highest node n such that fj, 1 ¢ T'(n).

if n exists and T'(n) is not covered in HCh 1
then

6 Interruption «— True
7. end if
8
9

B Wy =

b4

. end for
: Return Interruption

LN A

the presidential election of the united states begins tomorrow
e . . .. ‘- o

1462 T 3 Taye 4 + +— 5 6 -
la élection présidentielle commence demain des EtatsUnis

(the) (election) (presidential) (begins) (tomorrow) (United States)

Figure 1: A candidate translation where Coh1 does not fire

translation represented by (f5, HC'},) contains no cohe-
sion violations, then checking only the end-points of f;,
is sufficient to maintain cohesion. However, once a soft
cohesion constraint has been implemented, this assump-
tion no longer holds.

2 Extensions of Cohesive Constraints
2.1 Exhaustive Interruption Check (Coh2)

Because of the “violation free” assumption, Algorithm 1
implements the design decision to only suffer a violation
penalty once, when cohesion is initially broken. How-
ever, this is not necessarily the best approach, as the de-
coder does not receive any further incentive to return to
the partially translated subtree and complete it.

For example, Figure 1 illustrates a translation candi-
date of the English sentence “the presidential election
of the united states begins tomorrow” into French. We
consider f; = “begins”, f5 = “tomorrow”. The decoder
already translated “the presidential election” making the
coverage vector HC5 =“1110000 1 1”. Algorithm 1
tells the decoder that no violation has been made by trans-
lating “tomorrow” while the decoder should be informed
that there exists an outstanding violation. Algorithm 1
found the violation when the decoder previously jumped
from “presidential” to “begins”, and will not find another
violation when it jumps from “begins” to “tomorrow”.

Algorithm 2 is a modification of Algorithm 1, chang-
ing only line 2. The resulting system checks all previ-
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Input: Source tree 7T, previous phrase f;, current
phrase fj,41, coverage vector HC'

. Interruption «— False

P {J{HCW(f) =1}

. for eachof f € ' do

Climb the dependency tree from f until you reach
the highest node n such that f}, 1 ¢ T'(n).

if n exists and T'(n) is not covered in HC},41
then

6: Interruption «— True
7. end if
8

9

AW o =

wn

. end for
. Return Interruption

Algorithm 3 Interruption Count (Coh3)

Input: Source tree 7', previous phrase fh, current
phrase f}, 1, coverage vector HC
1: ICount «— 0
2: F « the left and right-most tokens of f},
3: for eachof f € F do
4:  Climb the dependency tree from f until you reach
the highest node n such that f),, ¢ T(n).

5. if n exists then

6: for eachof e € T'(n) and HCj,11(e) =0 do
7: ICount = ICount + 1

8: end for

9: end if

10: end for

11: Return ICount

ously covered tokens, instead of only the left and right-
most tokens of fh+1, and therefore makes no violation-
free assumption. For the example above, Algorithm 2
will inform the decoder that translating “tomorrow” also
incurs a violation. Because |F'| is no longer constant,
the time complexity of Coh2 is worse than Cohl. How-
ever, we can speed up the interruption check algorithm
by hashing cohesion checks, so we only need to run Al-
gorithm 2 once per (fi, 11, HCp41) .

2.2 Interruption Count (Coh3) and Exhaustive
Interruption Count (Coh4)

Algorithm 1 and 2 described above interpret an inter-
ruption as a binary event. As it is possible to leave several
words untranslated with a single jump, some interrup-
tions may be worse than others. To implement this obser-
vation, an interruption count is used to assign a penalty
to cohesion violations, based on the number of words left
uncovered in the interrupted subtree. We initialize the in-
terruption count with zero. At any search state when the
cohesion violation is detected the count is incremented by



Algorithm 4 Exhaustive Interruption Count (Coh4)

Algorithm 5 Rich Interruption Constraints (CohS5)

Input: Source tree T, previous phrase fj, current
phrase fj,41, coverage vector HC'

1: ICount — 0

22 F— {f|HCL(f) =1}

3: for eachof f € F' do

4:  Climb the dependency tree from f until you reach
the highest node n such that fi, 11 ¢ T(n).

5. if n exists then

6: for eachof e € T'(n) and HC}41(e) =0 do
7: ICount = ICount + 1

8: end for

9: endif

10: end for

11: Return ICount

one. The modification of Algorithm 1 and 2 lead to Inter-
ruption Count (Coh3) and Exhaustive Interruption Count
(Coh4) algorithms, respectively. The changes only hap-
pen in lines 1, 5 and 6. We use an additional bit vector
to make sure that if a node has been reached once during
an interruption check, it should not be counted again. For
the example in Section 2.1, Algorithm 4 will return 4 for
ICount (“of”; “the”; “united”; “states”).

2.3 Rich Interruption Constraints (Coh5)

The cohesion constraints in Sections 2.1 and 2.2 do not
leverage node information in the dependency tree struc-
tures. We propose the rich interruption constraints (Coh5)
algorithm to combine four constraints which are Interrup-
tion, Interruption Count, Verb Count and Noun Count.
The first two constraints are identical to what was de-
scribed above. Verb and Noun count constraints are en-
forcing the following rule: a cohesion violation will be
penalized more in terms of the number of verb and noun
words that have not been covered. For example, we want
to translate the English sentence “the presidential elec-
tion of the united states begins tomorrow” to French with
the dependency structure as in Figure 1. We consider fj,
= “the united states”, fj 1 = “begins”. The coverage bit
vector HC',411s“00001 11 1 0”. Algorithm 5 will re-
turn true for Interruption, 4 for ICount (“the”; “pres-
idential”; “election”; “of”), 0 for VerbCount and 1 for
NounCount (“election”).

3 Experiments

We built baseline systems using GIZA++ (Och and Ney,
2003), Moses’ phrase extraction with grow-diag-final-
end heuristic (Koehn et al., 2007), a standard phrase-
based decoder (Vogel, 2003), the SRI LM toolkit (Stol-
cke, 2002), the suffix-array language model (Zhang and
Vogel, 2005), a distance-based word reordering model
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Input: Source tree 7', previous phrase fh, current
phrase f},1, coverage vector HC

1. Interruption < False

2: ICount, VerbCount, NounCount « 0

3: I« the left and right-most tokens of f},

4: for eachof f € F' do

5. Climb the dependency tree from f until you reach

the highest node n such that fi, 1, ¢ T'(n).

6:  if n exists then

7: for eachof e € T'(n) and HC}1(e) =0 do
8: Interruption «— True

9: ICount = ICount + 1

10: if POS of e is “VB” then

11: VerbCount < VerbCount + 1

12: else if POS of e is “NN” then

13: NounCount «— NounCount + 1

14: end if

15: end for

16:  end if

17: end for

18: Return Interruption, ICount, VerbCount,
NounCount

with a window of 3, and the maximum number of target
phrases restricted to 10. Results are reported using low-
ercase BLEU (Papineni et al., 2002). All model weights
were trained on development sets via minimum-error rate
training (MERT) (Och, 2003) with 200 unique n-best lists
and optimizing toward BLEU. We used the MALT parser
(Nivre et al., 2006) to obtain source English dependency
trees and the Stanford parser for Arabic (Marneffe et al.,
2006). In order to decide whether the translation output
of one MT engine is significantly better than another one,
we used the bootstrap method (Zhang et al., 2004) with
1000 samples (p < 0.05). We perform experiments on
English—Iraqi and English—Spanish. Detailed corpus
statistics are shown in Table 1. Table 2 shows results in
lowercase BLEU and bold type is used to indicate high-
est scores. An italic text indicates the score is statistically
significant better than the baseline.

English—Iraqi English— Spanish
English [ Iraqi English | Spanish
sentence pairs 654,556 1,310,127
unique sent. pairs 510,314 1,287,016
avg. sentence length 8.4 5.9 27.4 28.6
# words 55M | 38M || 35.8M | 374M
vocabulary 34 K 109 K 117K 173K

Table 1: Corpus statistics

Our English-Iraqi data come from the DARPA
TransTac program. We used TransTac T2T July 2007



English—Iraqi English— Spanish

july07 | juneO8 || ncd07 nct07
Baseline | 31.58 | 23.58 33.18 32.04
+Cohl 32.63 | 24.45 33.49 32.72
+Coh2 32.51 24.73 33.52 32.81
+Coh3 3243 | 24.19 33.37 32.87
+Coh4 3232 | 24.66 33.47 33.20
+Coh5 3198 | 2442 33.54 33.27

Table 2: Scores of baseline and cohesion-enhanced systems on
English—Iraqi and English— Spanish systems

(july07) as the development set and TransTac T2T June
2008 (june08) as the held-out evaluation set. Each test set
has 4 reference translation. We applied the suffix-array
LM up to 6-gram with Good-Turing smoothing. Our co-
hesion constraints produced improvements ranging be-
tween 0.5 and 1.2 BLEU point on the held-out evaluation
set.

We used the Europarl and News-Commentary parallel
corpora for English—Spanish as provided in the ACL-
WMT 2008 shared task evaluation. The baseline sys-
tem used the parallel corpus restricting sentence length
to 100 words for word alignment and a 4-gram SRI
LM with modified Kneyser-Ney smoothing. We used
nc-devtest2007(ncd07) as the development set and nc-
test2007(nct07) as the held-out evaluation set. Each test
set has 1 translation reference. We obtained improve-
ments ranging between 0.7 and 1.2 BLEU. All cohesion
constraints perform statistically significant better than the
baseline on the held-out evaluation set.

4 Conclusions

In this paper, we explored cohesive phrasal decoding, fo-
cusing on variants of cohesive constraints. We proposed
four novel cohesive constraints namely exhaustive inter-
ruption check (Coh2), interruption count (Coh3), exhaus-
tive interruption count (Coh4) and rich interruption con-
straints (Coh5). Our experimental results show that with
cohesive constraints the system generates better transla-
tions in comparison with strong baselines. To ensure the
robustness and effectiveness of the proposed approaches,
we conducted experiments on 2 different language pairs,
namely English—Iraqi and English—Spanish. These ex-
periments also covered a wide range of training corpus
sizes, ranging from 600K sentence pairs up to 1.3 mil-
lion sentence pairs. All five proposed approaches give
positive results. The improvements on English—Spanish
are statistically significant at the 95% level. We observe
a consistent pattern indicating that the improvements are
stable in both language pairs.
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Abstract

This paper revisits optimal decoding for statis-
tical machine translation using IBM Model 4.
We show that exact/optimal inference using
Integer Linear Programming is more practical
than previously suggested when used in con-
junction with the Cutting-Plane Algorithm. In
our experiments we see that exact inference
can provide a gain of up to one BLEU point
for sentences of length up to 30 tokens.

1 Introduction

Statistical machine translation (MT) systems typ-
ically contain three essential components: (1) a
model, specifying how the process of translation oc-
curs; (2) learning regime, dictating the estimation of
model’s parameters; (3) decoding algorithm which
provides the most likely translation of an input sen-
tence given a model and its parameters.

The search space in statistical machine transla-
tion is vast which can make it computationally pro-
hibitively to perform exact/optimal decoding (also
known as search and MAP inference) especially
since dynamic programming methods (such as the
Viterbi algorithm) are typically not applicable. Thus
greedy or heuristic beam-based methods have been
prominent (Koehn et al., 2007) due to their effi-
ciency. However, the efficiency of such methods
have two drawbacks: (1) they are approximate and
give no bounds as to how far their solution is
away from the true optimum; (2) it can be difficult
to incorporate additional generic global constraints
into the search. The first point may be especially
problematic from a research perspective as without
bounds on the solutions it is difficult to determine
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whether the model or the search algorithm requires
improvement for better translations.

Similar problems exist more widely throughout
natural language processing where greedy based
methods and heuristic beam search have been used
in lieu of exact methods. However, recently there has
been an increasing interest in using Integer Linear
Programming (ILP) as a means to find MAP solu-
tions. ILP overcomes the two drawbacks mentioned
above as it is guaranteed to be exact, and has the
ability to easily enforce global constraints through
additional linear constraints. However, efficiency is
usually sacrificed for these benefits.

Integer Linear Programming has previously been
used to perform exact decoding for MT using IBM
Model 4 and a bigram language model. Germann
et al. (2004) view the translation process akin to the
travelling salesman problem; however, from their re-
ported results it is clear that using ILP naively for de-
coding does not scale up beyond short sentences (of
eight tokens). This is due to the exponential num-
ber of constraints required to represent the decod-
ing problem as an ILP program. However, work in
dependency parsing (Riedel and Clarke, 2006) has
demonstrated that it is possible to use ILP to perform
efficient inference for very large programs when
used in an incremental manner. This raises the ques-
tion as to whether incremental (or Cutting-Plane)
ILP can also be used to decode IBM Model 4 on
real world sentences.

In this work we show that it is possible. Decod-
ing IBM Model 4 (in combination with a bigram
language model) using Cutting-Plane ILP scales to
much longer sentences. This affords us the oppor-
tunity to finally analyse the performance of IBM
Model 4 and the performance of its state-of-the-
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art ReWrite decoder. We show that using exact in-
ference provides an increase of up to one BLEU
point on two language pairs (French-English and
German-English) in comparison to decoding using
the ReWrite decoder. Thus the ReWrite decoder per-
forms respectably but can be improved slightly, al-
beit at the cost of efficiency.

Although the community has generally moved
away from word-based models, we believe that dis-
playing optimal decoding in IBM Model 4 lays the
foundations of future work. It is the first step in pro-
viding a method for researchers to gain greater in-
sight into their translation models by mapping the
decoding problem of other models into an ILP rep-
resentation. ILP decoding will also allow the incor-
poration of global linguistic constraints in a manner
similar to work in other areas of natural language
processing.

The remainder of this paper is organised as fol-
lows: Sections 2 and 3 briefly recap IBM Model 4
and its ILP formulation. Section 4 reviews the
Cutting-Plane Algorithm. Section 5 outlines our ex-
periments and we end the paper with conclusions
and a discussion of open questions for the commu-
nity.

2 IBM Model 4

In this paper we focus on the translation model de-
fined by IBM Model 4 (Brown et al., 1993). Transla-
tion using IBM Model 4 is performed by treating the
translation process a noisy-channel model where the
probability of the English sentence given a French
sentence is, P(e|f) = P(fle) - P(e), where P(e) is
a language model of English. IBM Model 4 defines
P(f|e) and models the translation process as a gen-
erative process of how a sequence of target words
(in our case French or German) is generated from a
sequence of source words (English).

The generative story is as follows. Imagine we
have an English sentence, e = ey, ..., ¢; and along
with a NULL word (e,) and French sentence, f =
fi, ..., fm. Firsta fertility is drawn for each English
word (including the NULL symbol). Then, for each
e; we then independently draws a number of French
words equal to e;’s fertility. Finally we process the
English source tokens in sequence to determine the
positions of their generated French target words. We
refer the reader to Brown et al. (1993) for full details.
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3 Integer Linear Programming
Formulation

Given a trained IBM Model 4 and a French sentence
f we need to find the English sentence e and align-
ment a with maximal p (a, e|f) = p(e)-p(a,fle).!

Germann et al. (2004) present an ILP formula-
tion of this problem. In this section we will give a
very high-level description of the formulation.> For
brevity we refer the reader to the original work for
more details.

In the formulation of Germann et al. (2004) an
English translation is represented as the journey of
a travelling salesman that visits one English token
(hotel) per French token (city). Here the English to-
ken serves as the translation of the French one. A
set of binary variables denote whether or not cer-
tain English token pairs are directly connected in
this journey. A set of constraints guarantee that for
each French token exactly one English token is vis-
ited. The formulation also contains an exponential
number of constraints which forbid the possible cy-
cles the variables can represent. It is this set of con-
straints that renders MT decoding with ILP difficult.

4 Cutting Plane Algorithm

The ILP program above has an exponential number
of (cycle) constraints. Hence, simply passing the ILP
to an off-the-shelf ILP solver is not practical for all
but the smallest sentences. For this reason Germann
et al. (2004) only consider sentences of up to eight
tokens. However, recent work (Riedel and Clarke,
2006) has shown that even exponentially large de-
coding problems may be solved efficiently using ILP
solvers if a Cutting-Plane Algorithm (Dantzig et al.,
1954) is used.?

A Cutting-Plane Algorithm starts with a subset of
the complete set of constraints. In our case this sub-
set contains all but the (exponentially many) cycle
constraints. The corresponding ILP is solved by a

"Note that in theory we should be maximizing p (e|f). How-
ever, this requires summation over all possible alignments and
hence the problem is usually simplified as described here.

Note that our actual formulation differs slightly from the
original work because we use a first order modelling language
that imposed certain restrictions on the type of constraints al-
lowed.

31t is worth mentioning that Cutting Plane Algorithms have
been successfully applied for solving very large instances of the
Travelling Salesman Problem, a problem essentially equivalent
to the decoding in IBM Model 4.



standard ILP solver, and the solution is inspected
for cycles. If it contains no cycles, we have found
the true optimum: the solution with highest score
that does not violate any constraints. If the solution
does contain cycles, the corresponding constraints
are added to the ILP which is in turn solved again.
This process is continued until no more cycles can
be found.

5 Evaluation

In this section we describe our experimental setup
and results.

5.1 Experimental setup

Our experimental setup is designed to answer sev-
eral questions: (1) Is exact inference in IBM Model 4
possible for sentences of moderate length? (2) How
fast is exact inference using Cutting-Plane ILP?
(3) How well does the ReWrite Decoder? perform
in terms of finding the optimal solution? (4) Does
optimal decoding produce better translations?

In order to answer these questions we obtain
a trained IBM Model 4 for French-English and
German-English on Europarl v3 using GIZA++. A
bigram language model with Witten-Bell smooth-
ing was estimated from the corpus using the CMU-
Cambridge Language Modeling Toolkit.

For exact decoding we use the two models to gen-
erate ILP programs for sentences of length up to
(and including) 30 tokens for French and 25 tokens
for German.® We filter translation candidates follow-
ing Germann et al. (2004) by using only the top ten
translations for each word® and a list of zero fertil-
ity words.” This resulted in 1101 French and 1062
German sentences for testing purposes. The ILP pro-
grams were then solved using the method described
in Section 3. This was repeated using the ReWrite
Decoder using the same models.

5.2 Results

The Cutting-Plane ILP decoder (which we will refer
to as ILP decoder) produced output for 986 French
sentences and 954 German sentences. From this we
can conclude that it is possible to solve 90% of our

4 Available at http://www.isi.edu/
licensed-sw/rewrite-decoder/

3These limits were imposed to ensure the Python script gen-
erating the ILP programs did not run out of memory.

SBased on t(e|f).

"Extracted using the rules in the
rewrite.mkZeroFert.perl

filter script

sentences exactly using ILP. For the remaining 115
and 108 sentences we did not produce a solution due
to: (1) the solver not completing within 30 minutes,
or (2) the solver running out of memory.?

Table 1 shows a comparison of the results, bro-
ken down by input sentence length, obtained on the
986 French and 954 German sentences using the ILP
and ReWrite decoders. First we turn our attention to
the solve times obtained using ILP (for the sentences
for which the solution was found within 30 min-
utes). The table shows that the average solve time
is under one minute per sentence. As we increase
the sentence length we see the solve time increases,
however, we never see an order of magnitude in-
crease between brackets as witnessed by Germann
et al. (2004) thus optimal decoding is more practi-
cal than previously suggested. The average number
of Cutting-Plane iterations required was 4.0 and 5.6
iterations for French and German respectively with
longer sentences requiring more on average.

We next examine the performance of the two de-
coders. Following Germann et al. (2004) we define
the ReWrite decoder as finding the optimal solution
if the English sentence is the same as that produced
by the ILP decoder. Table 1 shows that the ReWrite
decoder finds the optimal solution 40.1% of the time
for French and 29.1% for German. We also see the
ReWrite decoder is less likely to find the optimal so-
lution of longer sentences. We now look at the model
scores more closely. The average log model error
per token shows that the ReWrite decoder’s error is
proportional to sentence length and on average the
ReWrite decoder is 2.2% away from the optimal so-
lution in log space and 60.6% in probability space’
for French, and 4.7% and 60.9% for German.

Performing exact decoding increases the BLEU
score by 0.97 points on the French-English data set
and 0.61 points on the German-English data set with
similar performance increases observed for all sen-
tence lengths.

6 Discussion and Conclusions

In this paper we have demonstrated that optimal de-
coding of IBM Model 4 is more practical than previ-
ously suggested. Our results and analysis show that

8 All experiments were run on 3.0GHz Intel Core 2 Duo with
4GB RAM using a single core.

These high error rates are an artefact of the extremely small
probabilities involved.



Len # Solve Stats . BLEU .
%Eq Err | Time | ReW | ILP | Diff
1-5 21 | 85.7 | 15.0 0.7 | 56.5 | 56.2 | -0.32
6-10 121 | 64.5 7.8 14| 26.1 | 28.0 | 1.90
11-15 | 118 | 479 59 27| 229|237 | 0.85
16-20 | 238 | 37.4 6.3 139 | 204 | 20.8 | 0.41
21-25 | 266 | 30.5 6.6 70.1 | 209 | 225 | 1.62
26-30 | 152 | 25.7 53 ] 162.6 | 209 | 223 1.38
1-30 986 | 40.1 6.5 48.1 | 21.7 | 22.6 | 0.97

(a) French-English

Len 4 Solve Stats ' BLEU .
%Eq Err | Time | ReW | ILP | Diff
1-5 31 | 839 | 274 0.8 | 40.7 | 41.1 | 0.44
6-10 175 | 514 | 19.7 1.7 | 19.2 | 209 | 1.72
11-15 | 242 | 306 | 174 55| 16.0 | 16.7 | 0.72
1620 | 257 | 19.1 | 144 239 | 158 | 159 | 0.16
21-25 | 249 | 157 | 140 | 1734 | 153 | 159 | 0.61
1-25 954 | 29.1 | 164 535 | 16.1 | 16.7 | 0.61

(b) German-English

Table 1: Results on the two corpora. Len: range of sentence lengths; #: number of sentences in this range; %Eq: percentage of
times ILP decoder returned same English sentence; Err: average difference between decoder scores per token (x 10~2) in log space;
Time: the average solve time per sentence of ILP decoder in seconds; BLEU ReW, BLEU ILP, BLEU Diff: the BLEU scores of the

output and difference between BLEU scores.

exact decoding has a practical purpose. It has al-
lowed us to investigate and validate the performance
of the ReWrite decoder through comparison of the
outputs and model scores from the two decoders.
Exact inference also provides an improvement in
translation quality as measured by BLEU score.

During the course of this research we have en-
countered numerous challenges that were not appar-
ent at the start. These challenges raise some interest-
ing research questions and practical issues one must
consider when embarking on exact inference using
ILP. The first issue is that the generation of the ILP
programs can take a long time. This leads us to won-
der if there may be a way to provide tighter integra-
tion of program generation and solving. Such an in-
tegration would avoid the need to query the models
in advance for all possible model components the
solver may require.

Related to this issue is how to tackle the incor-
poration of higher order language models. Currently
we use our bigram language model in a brute-force
manner: in order to generate the ILP we evaluate
the probability of all possible bigrams of English
candidate tokens in advance. It seems clear that
with higher order models this process will become
prohibitively expensive. Moreover, even if the ILP
could be generated efficiently, they will obviously be
larger and harder to solve than our current ILPs. One
possible solution may be the use of so-called de-
layed column generation strategies which incremen-
tally add parts of the objective function (and hence
the language model), but only when required by the
ILP solver.'?

Note that delayed column generation is dual to performing
cutting planes.

The use of ILP in other NLP tasks has provided
a principled and declarative manner to incorporate
global linguistic constraints on the system output.
This work lays the foundations for incorporating
similar global constraints for translation. We are cur-
rently investigating linguistic constraints for IBM
Model 4 and other word-based models in general. A
further extension is to reformulate higher-level MT
models (phrase- and syntax-based) within the ILP
framework. These representations could be more de-
sirable from a linguistic constraint perspective as the
formulation of constraints may be more intuitive.
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Abstract

Hypergraphs are used in several syntax-
inspired methods of machine translation to
compactly encode exponentially many trans-
lation hypotheses. The hypotheses closest to
given reference translations therefore cannot
be found via brute force, particularly for pop-
ular measures of closeness such as BLEU. We
develop a dynamic program for extracting the
so called oracle-best hypothesis from a hyper-
graph by viewing it as the problem of finding
the most likely hypothesis under an n-gram
language model trained from only the refer-
ence translations. We further identify and re-
move massive redundancies in the dynamic
program state due to the sparsity of n-grams
present in the reference translations, resulting
in a very efficient program. We present run-
time statistics for this program, and demon-
strate successful application of the hypothe-
ses thus found as the targets for discriminative
training of translation system components.

1 Introduction

A hypergraph, as demonstrated by Huang and Chi-
ang (2007), is a compact data-structure that can en-
code an exponential number of hypotheses gener-
ated by a regular phrase-based machine translation
(MT) system (e.g., Koehn et al. (2003)) or a syntax-
based MT system (e.g., Chiang (2007)). While the
hypergraph represents a very large set of transla-
tions, it is quite possible that some desired transla-
tions (e.g., the reference translations) are not con-
tained in the hypergraph, due to pruning or inherent
deficiency of the translation model. In this case, one
is often required to find the translation(s) in the hy-
pergraph that are most similar to the desired transla-
tions, with similarity computed via some automatic

9

metric such as BLEU (Papineni et al., 2002). Such
maximally similar translations will be called oracle-
best translations, and the process of extracting them
oracle extraction. Oracle extraction is a nontrivial
task because computing the similarity of any one
hypothesis requires information scattered over many
items in the hypergraph, and the exponentially large
number of hypotheses makes a brute-force linear
search intractable. Therefore, efficient algorithms
that can exploit the structure of the hypergraph are
required.

We present an efficient oracle extraction algo-
rithm, which involves two key ideas. Firstly, we
view the oracle extraction as a bottom-up model
scoring process on a hypergraph, where the model is
“trained” on the reference translation(s). This is sim-
ilar to the algorithm proposed for a lattice by Dreyer
et al. (2007). Their algorithm, however, requires
maintaining a separate dynamic programming state
for each distinguished sequence of “state” words and
the number of such sequences can be huge, mak-
ing the search very slow. Secondly, therefore, we
present a novel look-ahead technique, called equiv-
alent oracle-state maintenance, to merge multiple
states that are equivalent for similarity computation.
Our experiments show that the equivalent oracle-
state maintenance technique significantly speeds up
(more than 40 times) the oracle extraction.

Efficient oracle extraction has at least three im-
portant applications in machine translation.

Discriminative Training: In discriminative train-
ing, the objective is to tune the model parameters,
e.g. weights of a perceptron model or conditional
random field, such that the reference translations are
preferred over competitors. However, the reference
translations may not be reachable by the translation
system, in which case the oracle-best hypotheses
should be substituted in training.

Proceedings of NAACL HLT 2009: Short Papers, pages 9-12,
Boulder, Colorado, June 2009. (©)2009 Association for Computational Linguistics



System Combination: In a typical system combi-
nation task, e.g. Rosti et al. (2007), each compo-
nent system produces a set of translations, which
are then grafted to form a confusion network. The
confusion network is then rescored, often employ-
ing additional (language) models, to select the fi-
nal translation. When measuring the goodness of a
hypothesis in the confusion network, one requires
its score under each component system. However,
some translations in the confusion network may not
be reachable by some component systems, in which
case a system’s score for the most similar reachable
translation serves as a good approximation.

Multi-source Translation: In a multi-source
translation task (Och and Ney, 2001) the input is
given in multiple source languages. This leads
to a situation analogous to system combination,
except that each component translation system now
corresponds to a specific source language.

2 Oracle Extraction on a Hypergraph

In this section, we present the oracle extraction al-

gorithm: it extracts one or more translations in a hy-

pergraph that have the maximum BLEU score! with

respect to the corresponding reference translation(s).
The BLEU score of a hypothesis h relative to a

reference » may be expressed in the log domain as,

AIRSE
log BLEU(7, h) = min [1 — W’ O} + Z 1 log py,.

n=1

The first component is the brevity penalty when
|h|<|r|, while the second component corresponds to
the geometric mean of n-gram precisions p,, (with
clipping). While BLEU is normally defined at the
corpus level, we use the sentence-level BLEU for
the purpose of oracle extraction.

Two key ideas for extracting the oracle-best hy-
pothesis from a hypergraph are presented next.

2.1 Oracle Extraction as Model Scoring

Our first key idea is to view the oracle extraction
as a bottom-up model scoring process on the hy-
pergraph. Specifically, we train a 4-gram language
model (LM) on only the reference translation(s),

"We believe our method is general and can be extended to
other metrics capturing only n-gram dependency and other com-
pact data structures, e.g. lattices.
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and use this LM as the only model to do a Viterbi
search on the hypergraph to find the hypothesis that
has the maximum (oracle) LM score. Essentially,
the LM is simply a table memorizing the counts of
n-grams found in the reference translation(s), and
the LM score is the log-BLEU value (instead of log-
probability, as in a regular LM). During the search,
the dynamic programming (DP) states maintained
at each item include the left- and right-side LM
context, and the length of the partial translation.
To compute the n-gram precisions p,, incrementally
during the search, the algorithm also memorizes at
each item a vector of maximum numbers of n-gram
matches between the partial translation and the ref-
erence(s). Note however that the oracle state of an
item (which decides the uniqueness of an item) de-
pends only on the LM contexts and span lengths, not
on this vector of n-gram match counts.

The computation of BLEU also requires the
brevity penalty, but since there is no explicit align-
ment between the source and the reference(s), we
cannot get the exact reference length |r| at an inter-
mediate item. The exact value of brevity penalty is
thus not computable. We approximate the true refer-
ence length for an item with a product between the
length of the source string spanned by that item and
a ratio (which is between the lengths of the whole
reference and the whole source sentence). Another
approximation is that we do not consider the effect
of clipping, since it is a global feature, making the
strict computation intractable. This does not signifi-
cantly affect the quality of the oracle-best hypothesis
as shown later. Table 1 shows an example how the
BLEU scores are computed in the hypergraph.

The process above may be used either in a first-
stage decoding or a hypergraph-rescoring stage. In
the latter case, if the hypergraph generated by the
first-stage decoding does not have a set of DP states
that is a superset of the DP states required for ora-
cle extraction, we need to split the items of the first-
stage hypergraph and create new items with suffi-
ciently detailed states.

It is worth mentioning that if the hypergraph items
contain the state information necessary for extract-
ing the oracle-best hypothesis, it is straightforward
to further extract the k-best hypotheses in the hyper-
graph (according to BLEU) for any k£ > 1 using the
algorithm of Huang and Chiang (2005).



Item \ |h| \ |r| \ matches \ log BLEU ‘
ItemA | 5 | 6.2 3,2,2,1) -0.82
ItemB | 10 | 9.8 | (8,7,6,5) -0.27
ItemC | 17 | 183 | (12,10,9,6) | -0.62

Table 1: Example computation when items A and B are
combined by a rule to produce item C. |T| is the approxi-
mated reference length as described in the text.

2.2 Equivalent Oracle State Maintenance

The process above, while able to extract the oracle-
best hypothesis from a hypergraph, is very slow due
to the need to maintain a dedicated item for each or-
acle state (i.e., a combination of left-LM state, right-
LM state, and hypothesis length). This is especially
true if the baseline system uses a LM whose order is
smaller than four, since we need to split the items in
the original hypergraph into many sub-items during
the search. To speed up the extraction, our second
key idea is to maintain an equivalent oracle state.
Roughly speaking, instead of maintaining a dif-
ferent state for different language model words, we
collapse them into a single state whenever it does not
affect BLEU. For example, if we have two left-side
LM states a b c and a b d, and we know that
the reference(s) do not have any n-gram ending with
them, then we can reduce them both to a b and ig-
nore the last word. This is because the combination
of neither left-side LM state (a b cora b d)can
contribute an n-gram match to the BLEU computa-
tion, regardless of which prefix in the hypergraph
they combine with. Similarly, if we have two right-
side LM statesa b candd b c, and if we know
that the reference(s) do not have any n-gram starting
with either, then we can ignore the first word and re-
duce them both to b c. We can continue this reduc-
tion recursively as shown in Figures 1 and 2, where
IS-A-PREFIX (e7") (or IS-A-SUFFIX(e})) checks if
el (resp. e}) is a prefix (suffix) of any n-gram in
the reference translation(s). For BLEU, 1 < n < 4.
This equivalent oracle state maintenance tech-
nique, in practice, dramatically reduces the number
of distinct items preserved in the hypergraph for or-
acle extraction. To understand this, observe that if
all hypotheses in the hypergraph together contain m
unique n-grams, for any fixed n, then the total num-
ber of equivalent items takes a multiplicative factor
that is O(m?) due to left- and right-side LM state
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EQ-L-STATE (¢!")

1 els«e"

2 fori—mtol

3 if1S-A-SUFFIX(e!)

> right to left

4 break > stop reducing els
5 else

6 els «— eifl > reduce state

7 return els

Figure 1: Equivalent Left LM State Computation.
EQ-R-STATE (")
1 ers«el"
2 fori—1tom
3 if 1S-A-PREFIX (e]")

> left to right

4 break D> stop reducing ers
5 else

6 ers < e1; D> reduce state

7 return ers

Figure 2: Equivalent Right LM State Computation.

maintenance of Section 2.1. This multiplicative fac-
tor under the equivalent state maintenance above is
O(m?), where 7 is the number of unique n-grams
in the reference translations. Clearly, m < m by
several orders of magnitude, leading to effectively
much fewer items to process in the chart.

One may view this idea of maintaining equivalent
states more generally as an outside look-ahead dur-
ing bottom-up inside parsing. The look-ahead uses
some external information, e.g. IS-A-SUFFIX(-), to
anticipate whether maintaining a detailed state now
will be of consequence later; if not then the in-
side parsing eliminates or collapses the state into
a coarser state. The technique proposed by Li and
Khudanpur (2008a) for decoding with large LMs is
a special case of this general theme.

3 Experimental Results

We report experimental results on a Chinese to En-
glish task, for a system that is trained using a similar
pipeline and data resource as in Chiang (2007).

3.1 Goodness of the Oracle-Best Translations

Table 2 reports the average speed (seconds/sentence)
for oracle extraction. Hypergraphs were generated
with a trigram LM and expanded on the fly for 4-
gram BLEU computation.



Basic DP Collapse equiv. states speed-up ’ Test Set ‘ MT 04 ‘ MT 05 ‘ MT 06 ‘
25.4 sec/sent 0.6 sec/sent X 42 [ Baseline | 357 | 326 | 283 |
Discrim. LM 359 33.0 28.2
Table 2: Speed of oracle extraction from hypergraphs. Discrim. TM 36.1 33.2 287
The basic dynamic program (Sec. 2.1) improves signifi- Discrim. TM+LM 36.0 331 28.6

cantly by collapsing equivalent oracle states (Sec. 2.2).

Table 3 reports the goodness of the oracle-best hy-
potheses on three standard data sets. The highest
achievable BLEU score in a hypergraph is clearly
much higher than in the 500-best unique strings.
This shows that a hypergraph provides a much better
basis, e.g., for reranking than an n-best list.

As mentioned in Section 2.1, we use several ap-
proximations in computing BLEU (e.g., no clipping
and approximate reference length). To justify these
approximations, we first extract 500-best unique or-
acles from the hypergraph, and then rerank the ora-
cles based on the true sentence-level BLEU. The last
row of Table 3 reports the reranked one-best oracle
BLEU scores. Clearly, the approximations do not
hurt the oracle BLEU very much.

’ Hypothesis space ‘ MT 04 ‘ MT 05 ‘ MT 06 ‘

| 1-best (Baseline) | 357 | 326 | 283 |
| 500-unique-best | 44.0 [ 412 | 351 |
Hypergraph 52.8 51.8 37.8
500-best oracles 53.2 52.2 38.0

Table 3: Baseline and oracle-best 4-gram BLEU scores
with 4 references for NIST Chinese-English MT datasets.

3.2 Discriminative Hypergraph-Reranking

Oracle extraction is a critical component for
hypergraph-based discriminative reranking, where
millions of model parameters are discriminatively
tuned to prefer the oracle-best hypotheses over oth-
ers. Hypergraph-reranking in MT is similar to the
forest-reranking for monolingual parsing (Huang,
2008). Moreover, once the oracle-best hypothesis
is identified, discriminative models may be trained
on hypergraphs in the same way as on n-best lists
(cf e.g. Li and Khudanpur (2008b)). The results in
Table 4 demonstrate that hypergraph-reranking with
a discriminative LM or TM improves upon the base-
line models on all three test sets. Jointly training
both the LM and TM likely suffers from over-fitting.
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Table 4: BLEU scores after discriminative hypergraph-
reranking. Only the language model (LM) or the transla-
tion model (TM) or both (LM+TM) may be discrimina-
tively trained to prefer the oracle-best hypotheses.

4 Conclusions

We have presented an efficient algorithm to extract
the oracle-best translation hypothesis from a hyper-
graph. To this end, we introduced a novel technique
for equivalent oracle state maintenance, which sig-
nificantly speeds up the oracle extraction process.
Our algorithm has clear applications in diverse tasks
such as discriminative training, system combination
and multi-source translation.
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Abstract

We present results on a novel hybrid semantic
SMT model that incorporates the strengths of
both semantic role labeling and phrase-based
statistical machine translation. The approach
avoids major complexity limitations via a
two-pass architecture. The first pass is per-
formed using a conventional phrase-based
SMT model. The second pass is performed by
a re-ordering strategy guided by shallow se-
mantic parsers that produce both semantic
frame and role labels. Evaluation on a Wall
Street Journal newswire genre test set showed
the hybrid model to yield an improvement of
roughly half a point in BLEU score over a
strong pure phrase-based SMT baseline — to
our knowledge, the first successful application
of semantic role labeling to SMT.

1 Introduction

Many of the most glaring errors made by to-
day’s statistical machine translation systems are
those resulting from confusion of semantic roles.
Translation errors of this type frequently result in
critical misunderstandings of the essential meaning
of the original input language sentences — who did
what to whom, for whom or what, how, where,
when, and why.

Semantic role confusions are errors of adequacy
rather than fluency. It has often been noted that
the dominance of lexically-oriented, precision-
based metrics such as BLEU (Papineni et al. 2002)
tend to reward fluency more than adequacy. The
length penalty in the BLEU metric, in particular, is
only an indirect and weak indicator of adequacy.
As a result, SMT work has been driven to optimize
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systems such that they often produce translations
that contain significant role confusion errors de-
spite reading fluently.

The present work is inspired by the question of
whether we can improve translation utility via a
strategy of favoring semantic adequacy slightly
more — possibly at the expense of slight degrada-
tions in lexical fluency.

Shallow semantic parsing models have attained
increasing levels of accuracy in recent years
(Gildea and Jurafsky 2000; Sun and Jurafsky 2004;
Pradhan et al. 2004, 2005; Pradhan 2005; Fung et
al. 2006, 2007; Giménez and Marquez 2007a,
2008). Such models, which identify semantic
frames within input sentences by marking its
predicates, and labeling their arguments with the
semantic roles that they fill.

Evidence has begun to accumulate that semantic
frames — predicates and semantic roles — tend to
preserve consistency across translations better than
syntactic roles do. This is, of course, by design; it
follows from the definition of semantic roles,
which are less language-dependent than syntactic
roles. Across Chinese and English, for example, it
has been reported that approximately 84% of se-
mantic roles are preserved consistently (Fung et al.
2006). Of these, roughly 15% do nof preserve syn-
tactic roles consistently.

Since this directly targets the task of determin-
ing semantic correctness, we believe that the ade-
quacy of MT output could be improved by
leveraging the predictions of semantic parsers. We
would like to exploit automatic semantic parsers to
identify inconsistent semantic frame and role map-
pings between the input source sentences and their
output translations.

However, we take note of the difficult experi-
ence in making syntactic and semantic models con-
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tribute to improving SMT accuracy. On the one
hand, there is reason to be optimistic. Over the
past decade, we have seen an accumulation of evi-
dence that SMT accuracy can be improved via
tree-structured and syntactic models (e.g., Wu
1997; Wu and Chiang 2009), and more recently,
work from lexical semantics has also at long last
been successfully applied to increasing SMT accu-
racy, in the form of techniques adapted from word
sense disambiguation models (Chan et al. 2007;
Giménez and Marquez 2007b; Carpuat and Wu
2007). On the other hand, both directions saw un-
expected disappointments along the way (e.g., Och
et al. 2003; Carpuat and Wu 2005). We are there-
fore forewarned that it is likely to be at least as
difficult to successfully adapt the even more com-
plex types of lexical semantics modeling from se-
mantic parsing and role labeling to the translation
task.

In this paper, we present a novel hybrid model
that, for the first time to our knowledge, success-
fully applies semantic parsing technology to the
challenge of improving the quality of Chinese-
English statistical machine translation. The model
makes use of a typical representative SMT system
based on Moses, plus shallow semantic parsers for
both English and Chinese.

2 Hybrid two-pass semantic SMT

While the accuracy of shallow semantic parsers
has been approaching reasonably high levels in
recent years for well-studied languages like Eng-
lish, and to a lesser extent, Chinese, the problem of
excessive computational complexity is one of the
primary challenges in adapting semantic parsing
technology to the translation task.

Semantic parses, by definition, are less likely
than syntactic parses to obey clearly nested hierar-
chical composition rules. Moreover, the semantic
parses are less likely to share an exactly isomor-
phic structure across the input and output lan-
guages, since the raison d’étre of semantic parsing
is to capture semantic frame and role regularities
independent of syntactic variation — monolingually
and cross-lingually.

This makes it difficult to incorporate semantic
parsing into SMT merely by applying the sort of
dynamic programming techniques found in current
syntactic and tree-structured SMT models, most of
which rely on being able to factor the computation
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into independent computations on the subtrees. In
other words, the key computational obstacle is that
the semantic parse of a larger string (or string pair,
in the case of translation) is not in general strictly
mechanically composable from the semantic parses
of its smaller substrings (or substring pairs).

In fact, the lack of easy compositionality is the
reason that today’s most accurate shallow semantic
parsers rely not primarily on compositional parsing
techniques, but rather on ensembles of predictors
that independently rate/rank a wide variety of fac-
tors supporting the role assignments given a broad
sentence-wide range of context features. But while
this improves semantic parsing accuracy, it poses a
major obstacle for efficient tight integration into
the sub-hypothesis construction and maintenance
loops within SMT decoders.

To circumvent this computational obstacle, the
hybrid two-pass model defers application of the
non-compositional semantic parsing information
until a second error-correcting pass. This imposes
a division of labor between the two passes.

1. Apply a semantic parser for the input language to the input
source sentence.

2. Apply a semantic parser for the output language to the baseline
translation that was output by the first pass. Note: this also pro-
duces a shallow syntactic parse as a byproduct.

3. If the semantic frames (target predicates and their associated
semantic roles) are all consistent between the input and output
sentences, and are aligned to each other by the phrase alignments
from the first pass, then finish immediately and output the base-
line translation.

4.  Segment the baseline translation by introducing segment
boundaries around every constituent phrase whose shallow syn-
tactic parse category (from step 2) was V, NP, or PP. This
breaks the baseline translation into a small number of coarse
chunks to consider during re-ordering, instead of a large number
of individual words.

5. Generate a set of candidate re-ordered translation hypotheses by
iteratively moving constituent phrases whose predicate or se-
mantic role label was mismatched to the input sentence. Each
new candidate generated may in turn spawn a further set of can-
didates (especially since moving one constituent phrase may
cause another’s predicate or semantic role label to change from
matched to mismatched). This search is performed breadth-first
to favor fewer re-orderings (in case the hypothesis generation
grows beyond allotted time).

6.  Apply a semantic parser for the output language to each candi-
date re-ordered translation hypothesis as it is generated.

7. Return the re-ordered translation hypothesis with the maximum
match of semantic predicates and arguments.

Figure 1. Algorithm for second pass.



ARGO

ARGL

RED. PRED

Input: [EF F& W4T 1HAT (£ H# ¥4 wWip) (R #] 247 7 (25 BA BL fr] -
ARGO ARGM-THP
ARG1

/ ARGH-TH

SHT : [National Development Bank of Japan in the capital market] successfully issued [samurai bonds] [30 billion yen] .
ARGO ARG1
o —
ik ARGM-LOC s
/ ARGH-MNE™ ~ ED/_A\_ e

Reordered: [National Development Bank] successfully issued of Japan [in the capital market] [30 billion yen samurail bonds] .

___ARGH-TMP _ ARG2

il ARGI ——_ e ot
- —ARG1 R
/ e ARGH-NRRT 2R —

Reference: [4 few days ago] .

PRED
[the National Development Bank] successfully issued [30 billion yen of samurai bonds] [to Japan 's capital market] .

Figure 2. Example, showing translations after SMT first pass and after re-ordering second pass.

The first pass is performed using a conventional
phrase-based SMT model. The phrase-based SMT
model is assigned to the tasks of (a) providing an
initial baseline hypothesis translation, and (b) fix-
ing the lexical choice decisions. Note that the lexi-
cal choice decisions are not only at the single-word
level, but are in general at the phrasal level.

The second pass takes the output of the first
pass, and re-orders constituent phrases correspond-
ing to semantic predicates and arguments, seeking
to maximize the cross-lingual match of the seman-
tic parse of the re-ordered translation to that of the
original input sentence. The second pass algorithm
performs the error correction shown in Figure 1.

The design decision to allow the first pass to fix
all lexical choices follows an insight inspired by an
empirical observation from our error analyses: the
lexical choice decisions being made by today’s
SMT models have attained fairly reasonable levels,
and are not where the major problems of adequacy
lie. Rather, the ordering of arguments in relation
to their predicates is often where the main failures
of adequacy occur. By avoiding lexical choice
variations while considering re-ordering hypothe-
ses, a significantly larger amount of re-ordering
can be done without further increasing computa-
tional complexity. So we sacrifice a small amount
of fluency by allowing re-ordering without com-
pensating lexical choice — in exchange for gaining
potentially a larger amount of fluency by getting
the predicate-argument structure right.

The model has a similar rationale for employing
a re-ordering pass instead of re-ranking n-best lists
or lattices. Oracle analysis of n-best lists and lat-
tices show that they often focus on lexical choice
alternatives rather than re-ordering / role variations
which are more important to semantic adequacy.
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3 Experiment

A Chinese-English experiment was conducted
on the two-pass hybrid model. A phrase-based
SMT baseline model was built by augmenting the
open source statistical machine translation decoder
Moses (Koehn et al. 2007) with additional pre-
processors. English and Chinese shallow semantic
parsers followed those discussed in Section 1.

The model was trained on LDC newswire paral-
lel text consisting of 3.42 million sentence pairs,
containing 64.1 million English words and 56.9
million Chinese words. The English was tokenized
and case-normalized; the Chinese was tokenized
via a maximum-entropy model (Fung ef al. 2004).

Phrase translations were extracted via the grow-
diag-final heuristic.

The language model is a 6-gram model trained
with Kneser-Ney smoothing using the SRI lan-
guage modeling toolkit (Stolcke 2002).

The test set of Wall Street Journal newswire
sentences was randomly extracted from the Chi-
nese-English Bilingual Propbank. Although we
did not make use of the Propbank annotations, this
would potentially allow other types of analyses in
the future.

The phrase-based SMT model used for the first
pass achieves a BLEU score of 42.99, establishing
a fairly strong baseline to begin with.

In comparison, the automatically error-
corrected translations that are output by the second
pass achieve a BLEU score of 43.51. This repre-
sents approximately half a point improvement over
the strong baseline.

An example is seen in Figure 2. The SMT first
pass translation has an ARGO National Develop-
ment Bank of Japan in the capital market which is
badly mismatched to both the input sentence’s



ARGO [HF JF& 447 and ARGM-LOC 7E A A
BIA . The second pass ends up re-ordering
the constituent phrase corresponding to the mis-
matched ARGM-LOC, of Japan in the capital
market, to follow the PRED issued, where the new
English semantic parse now assigns most of its
words the correctly matched ARGM-LOC seman-
tic role label. Similarly, samurai bonds 30 billion
yen is re-ordered to 30 billion yen samurai bonds.

4 Discussion and conclusion

To our knowledge, this is a first result demonstrat-
ing that shallow semantic parsing can improve
translation accuracy of SMT models. We note that
accuracy here was measured via BLEU, and it has
been widely observed that the negative impacts of
semantic predicate-argument errors on the utility of
the translation are underestimated by evaluation
metrics based on lexical criteria such as BLEU.
We conjecture that more expensive manual evalua-
tion techniques which directly measure translation
utility could even more strongly reveal improve-
ment in role confusion errors.

The hybrid two-pass approach can be compared
with the greedy re-ordering based strategy of the
ReWrite decoder (Germann et al. 2001), although
our search is breadth-first rather than purely
greedy. Whereas ReWrite was based on word-
level re-ordering, however, our approach is based
on constituent phrase re-ordering, and the phrases
to be re-ordered are more selectively chosen via
the semantic parse labels. Moreover, the objective
function being maximized by ReWrite is still the
SMT model score; whereas in our case the new
objective function is cross-lingual semantic predi-
cate-argument match (plus an implicit search bias
toward fewer re-orderings).

The hybrid two-pass approach can also be com-
pared with serial combination architectures for hy-
brid MT (e.g., Ueffing et al. 2008). But whereas
Ueffing et al. take the output from a first-pass rule-
based MT system, and then correct it using a sec-
ond-pass SMT system, our two-pass semantic
SMT model does the reverse: it takes the output
from a first-pass SMT system, and then corrects it
with the aid of semantic analyzers.
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Abstract

We show how the integration of an extended
lexicon model into the decoder can improve
translation performance. The model is based
on lexical triggers that capture long-distance
dependencies on the sentence level. The re-
sults are compared to variants of the model
that are applied in reranking of n-best lists.
We present how a combined application of
these models in search and rescoring gives
promising results. Experiments are reported
on the GALE Chinese-English task with im-
provements of up to +0.9% BLEU and -1.5%
TER absolute on a competitive baseline.

1 Introduction

Phrase-based statistical machine translation has im-
proved significantly over the last decade. The avail-
ability of large amounts of parallel data and access to
open-source software allow for easy setup of trans-
lation systems with acceptable performance. Pub-
lic evaluations such as the NIST MT Eval or the
WMT Shared Task help to measure overall progress
within the community. Most of the groups use a
phrase-based decoder (e.g. Pharaoh or the more re-
cent Moses) based on a log-linear fusion of models
that enable the avid researcher to quickly incorpo-
rate additional features and investigate the effect of
additional knowledge sources to guide the search for
better translation hypotheses.

In this paper, we deal with an extended lexicon
model and its incorporation into a state-of-the-art
decoder. We compare the results of the integration
to a similar setup used within a rescoring frame-
work and show the benefits of integrating additional
models directly into the search process. As will
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be shown, although a rescoring framework is suit-
able for obtaining quick trends of incorporating ad-
ditional models into a system, an alternative that in-
cludes the model in search should be preferred. The
integration does not only yield better performance,
we will also show the benefit of combining both ap-
proaches in order to boost translation quality even
more. The extended lexicon model which we apply
is motivated by a trigger-based approach (Hasan et
al., 2008). A standard lexicon modeling dependen-
cies of target and source words, i.e. p(e|f), is ex-
tended with a second trigger f’ on the source side,
resulting in p(e|f, f'). This model allows for a more
fine-grained lexical choice of the target word de-
pending on the additional source word f’. Since the
second trigger can move over the whole sentence,
we capture global (sentence-level) context that is not
modeled in local n-grams of the language model or
in bilingual phrase pairs that cover only a limited
amount of consecutive words.

Related work A similar approach has been tried
in the word-sense disambiguation (WSD) domain
where local but also across-sentence unigram collo-
cations of words are used to refine phrase pair selec-
tion dynamically by incorporating scores from the
WSD classifier (Chan et al., 2007). A maximum-
entropy based approach with different features of
surrounding words that are locally bound to a con-
text of three positions to the left and right is re-
ported in (Garcia-Varea et al.,, 2001). A logistic
regression-based word translation model is investi-
gated by Vickrey et al. (2005) but has not been eval-
uated on a machine translation task. Another WSD
approach incorporating context-dependent phrasal
translation lexicons is presented by Carpuat and Wu
(2007) and has been evaluated on several translation
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tasks. The triplet lexicon model presented in this
work can also be interpreted as an extension of the
standard IBM model 1 (Brown et al., 1993) with an
additional trigger.

2 Setup

The main focus of this work investigates an extended
lexicon model in search and rescoring. The model
that we consider here and its integration in the de-
coder and setup for rescoring are presented in the
following sections.

2.1 Extended lexicon model

The triplets of the extended lexicon model p(e| f, f')
are composed of two words in the source language
triggering one target word. In order to limit the over-
all number of triplets, we apply a training constraint
that reuses the word alignment information obtained
in the GIZA++ step. For source words f, we only
consider the ones that are aligned to a target word e
given the GIZA++ word alignment. The second trig-
ger f’ is allowed to move over the whole source sen-
tence, thus capturing long-distance effects that can
be observed in the training data:

peil i Aais}) = [Iplelfi {ai}) =

€]

where {a;; } denotes the alignment matrix of the sen-
tence pair f; and e and the first sum goes over all
f; that are aligned to the current e; (expressed as
j € {ai}). The factor Z; = J - |{a;}| normalizes
the double summation accordingly. Eq. 1 is used in
the iterative EM training on all sentence pairs of the
training data. Empty words are allowed on the trig-
gering part and low probability triplets are trimmed.

2.2 Decoding

Regarding the search, we can apply this model di-
rectly when scoring bilingual phrase pairs. Given a
trained model for p(el| f, '), we compute the feature
score hy of a phrase pair (¢, f) as

hi(e, fo{a}, f) = )
~Slog Y- Spleilf i) + Y log Z
i jelat 4’ i
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where ¢ moves over all target words in the phrase €,
the sum over j selects the aligned source words f]
given {a;;}, the alignment matrix within the phrase
pair, and j’ incorporates the whole source sentence
f{. Analogous to Eq. 1, Z; = J - |{@;}| denotes
the number of overall source words times the num-
ber of aligned source words to each ¢;. In Eq. 2,
we take negative log-probabilities and normalize to
obtain the final score (representing costs) for the
given phrase pair. Note that in search, we can only
use this direction, p(e|f, '), since the whole source
sentence is available for triggering effects whereas
not all target words have been generated so far,
as it would be necessary for the reverse direction,
p(fle,e’). Due to data sparseness, we smooth the
model by using a floor value of 107 for unseen
events during decoding. Furthermore, an implicit
backoff to IBM1 exists if the second trigger is the
empty word, i.e. for events of the form p(e|f, €).

2.3 Rescoring

In rescoring, we constrain the scoring of our hy-
potheses to a limited set of n-best translations that
are extracted from the word graph, a pruned com-
pact representation of the search space. The advan-
tage of n-best list rescoring is the full availability of
both source text and target translation, thus allow-
ing for the application of additional (possibly more
complex) models that are hard to implement directly
in search, such as e.g. syntactic models based on
parsers or huge LMs that would not fit in memory
during decoding. Since we are limiting ourselves to
a small extract of translation hypotheses, rescoring
models cannot outperform the same models if ap-
plied directly in search. One advantage though is
that we can apply the introduced trigger model also
in the other direction, i.e. using p(f|e, ¢’), where two
target words trigger one source word. Generally, the
combination of two directions of a model yields fur-
ther improvements, so we investigated how this ad-
ditional direction helps in rescoring (cf. Section 3.1).

In our experiments, we use 10 000-best lists ex-
tracted from the word graphs. An initial setting uses
the baseline system, whereas a comparative setup in-
corporates the (e|f, f') direction of the trigger lexi-
con model in search and adds the reversed direction
in rescoring. Additionally, we use n-gram posteri-
ors, a sentence length model and two large language



train (ch/en) | testO8 (NW/WT) Chinese-English newswire web text

Sent. pairs 9.1M 480 490 GALE test08 BLEU TER | BLEU TER
Run. words | 259M/300M | 14.8K | 12.3K baseline 325 594|258 64.0
Vocabulary | 357K/627K | 3.6K 3.2K rescore, no triplets | 32.8 59.0 | 26.6 63.5
resc. triplets fe+ef | 33.2 58.6 | 27.1 63.0

Table 1: GALE Chinese-English corpus statistics. triplets in search ef | 33.1 58.8 | 26.0 63.5
rescore, no triplets | 33.2 58.6 | 26.7 63.5

models, a 5-gram count LM trained on 2.5G running rescore, triplets fe | 33.7 58.1 | 27.2 62.0

words and the Google Web 1T 5-grams. The feature
weights of the log-linear mix are tuned on a separate
development set using the Downhill Simplex algo-
rithm.

3 Experiments

The experiments are carried out with a GALE sys-
tem using the official development and test sets of
the GALE 2008 evaluation. The corpus statistics
are shown in Table 1. The triplet lexicon model was
trained on a subset of the overall data. We used 1.4M
sentence pairs with 32.3M running words on the En-
glish side. The vocabulary sizes were 76.5K for the
source and 241.7K for the target language. The final
lexicon contains roughly 62 million triplets.

The baseline system incorporates the standard
model setup used in phrase-based SMT which com-
bines phrase translation and word lexicon models
in both directions, a 5-gram language model, word
and phrase penalties, and two models for reorder-
ing (a standard distortion model and a discriminative
phrase orientation model). For a fair comparison, we
also added the related IBM model 1 p(e|f) to the
baseline since it can be computed on the sentence-
level for this direction, target given source. This step
achieves +0.5% BLEU on the development set for
newswire but has no effect on test. As will be pre-
sented in the next section, the extension to another
trigger results in improvements over this baseline,
indicating that the extended triplet model is superior
to the standard IBM model 1. The feature weights
were optimized on separate development sets for
both newswire and web text.

We perform the following pipeline of experi-
ments: A first run generates word graphs using the
baseline models. From this word graph, we ex-
tract 10k-best lists and compare the performance to
a reranked version including the additional models.
In a second step, we add one of the trigger lexi-
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Table 2: Results obtained for the two test sets. For the
triplet models, “fe” means p(f|e,e’) and “ef” denotes
p(elf, f'). BLEU/TER scores are shown in percent.

con models to the search process, regenerate word
graphs, extract updated n-best lists and add the re-
maining models again in a reranking step.

3.1 Results

Table 2 presents results that were obtained on the
test sets. All results are based on lowercase eval-
uations since the system is trained on lowercased
data in order to keep computational resources fea-
sible. For the newswire setting, the baseline is
32.5% BLEU and 59.4% TER. Rescoring with addi-
tional models not including triplets gives only slight
improvements. By adding the path-aligned triplet
model in both directions, we observe an improve-
ment of +0.7% BLEU and -0.8% TER. Using the
triplet model in source to target direction (e, f, f')
during the search process, we arrive at a similar
BLEU improvement of +0.6% without any rerank-
ing models. We add the other direction of the triplets
(f,e,€’) (the one that can not be used directly in
search) and obtain 33.7% BLEU on the newswire
set. The overall cumulative improvements of triplets
in search and reranking are +0.9% BLEU and -0.9%
TER when compared to the rescored baseline not in-
corporating triplet models and +1.2%/-1.3% on the
decoder baseline, respectively.

For the web text setting, the baseline is consid-
erably lower at 25.8% BLEU and 64.0% TER (cf.
right part of Table 2). We observe an improvement
for the baseline reranking models, a large part of
which is due to the Google Web LM. Adding triplets
to search does not help significantly (+0.2%/-0.5%
BLEU/TER). This might be due to training the
triplet lexicon mainly on newswire data. Rerank-
ing without triplets performs similar to the baseline



experiment. Mixing in the (f, e, e’) direction helps
again: The final score comes out at 27.2% BLEU
and 62.0% TER, the latter being significantly better
than the reranked baseline (-1.5% in TER).

3.2 Discussion

The results indicate that it is worth moving models
from rescoring to the search process. This is not
surprising (and probably well known in the com-
munity). Interestingly, the triplet model can im-
prove translation quality in addition to its related
IBM model 1 which was already part of the base-
line. It seems that the extension by a second trigger
helps to capture some language specific properties
for Chinese-English which go beyond local lexical
(word-to-word) dependencies. In Table 3, we show
an example of improved translation quality where a
triggering effect can be observed. Due to the topic of
the sentence, the phrase local employment was cho-
sen over own jobs. One of the top triplets in this con-
text is p(employment | L , A ), where Bk
is “employment” due to the path-aligned constraint
and A\ 7" means “talent”. Note that the distance be-
tween these two triggers is five tokens.

4 Conclusion

We presented the integration of an extended lexicon
model into the search process and compared it to a
variant which was used in reranking n-best lists. In
order to keep the overall number of triplets feasi-
ble, and thus memory footprints and training times
low, we chose a path-constrained triplet model that
restricts the first source trigger to the aligned target
word, whereas the second trigger can move along
the whole source sentence. The motivation was to
allow for a more fine-grained lexical choice of tar-
get words by looking at sentence-level context. The
overall improvements that can be accounted to the
triplets are up to +0.9% BLEU and -1.5% TER.

In the future, we plan to investigate more triplet
model variants and work on additional language
pairs such as French-English or German-English.
The reverse direction, p(f|e,e’), is hard to imple-
ment outside of a reranking framework where the
full target hypotheses are already fully generated. It
might be worth looking at cross-lingual trigger mod-
els such as p(fle, f') or constrained variants like
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germany, in order to protect their own
jobs, the introduction of foreign talent,
a relatively high threshold.

in order to protect local employment,
germany has a relatively high threshold
for the introduction of foreign talent.

in order to protect native employment,
germany has set a relatively high thresh-
old for bringing in foreign talents.

source

baseline

triplets

reference

Table 3: Translation example on the newswire test set.

p(fle,€’) with €/ < e, i.e. the second trigger com-
ing from the left context within a sentence which has
already been generated.
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Abstract

We propose a variation of simplex-downhill algo-
rithm specifically customized for optimizing param-
eters in statistical machine translation (SMT) de-
coder for better end-user automatic evaluation met-
ric scores for translations, such as versions of BLEU,
TER and mixtures of them. Traditional simplex-
downhill has the advantage of derivative-free com-
putations of objective functions, yet still gives satis-
factory searching directions in most scenarios. This
is suitable for optimizing translation metrics as they
are not differentiable in nature. On the other hand,
Armijo algorithm usually performs line search ef-
ficiently given a searching direction. It is a deep
hidden fact that an efficient line search method
will change the iterations of simplex, and hence
the searching trajectories. We propose to embed
the Armijo inexact line search within the simplex-
downhill algorithm. We show, in our experiments,
the proposed algorithm improves over the widely-
applied Minimum Error Rate training algorithm for
optimizing machine translation parameters.

1 Introduction

A simple log-linear form is used in SMT systems to
combine feature functions designed for identifying good
translations, with proper weights. However, we often ob-
serve that tuning the weight associated with each feature
function is indeed not easy. Starting from a N-Best list
generated from a translation decoder, an optimizer, such
as Minimum Error Rate (MER) (Och, 2003) training, pro-
poses directions to search for a better weight-vector \ to
combine feature functions. With a given )\, the N-Best
list is re-ranked, and newly selected top-1 hypothesis will
be used to compute the final MT evaluation metric score.
Due to limited variations in the N-Best list, the nature of
ranking, and more importantly, the non-differentiable ob-
jective functions used for MT (such as BLEU (Papineni et
al., 2002)), one often found only local optimal solutions
to A, with no clue to walk out of the riddles.

Automatic evaluation metrics of translations known so
far are designed to simulate human judgments of trans-
lation qualities especially in the aspects of fluency and
adequacy; they are not differentiable in nature. Simplex-
downhill algorithm (Nelder and Mead, 1965) does not
require the objective function to be differentiable, and
this is well-suited for optimizing such automatic met-
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rics. MER searches each dimension independently in a
greedy fashion, while simplex algorithms consider the
movement of all the dimensions at the same time via
three basic operations: reflection, expansion and contrac-
tion, to shrink the simplex iteratively to some local op-
timal. Practically, as also shown in our experiments, we
observe simplex-downhill usually gives better solutions
over MER with random restarts for both, and reaches
the solutions much faster in most of the cases. How-
ever, simplex-downhill algorithm is an unconstrained al-
gorithm, which does not leverage any domain knowledge
in machine translation. Indeed, the objective function
used in SMT is shown to be a piece-wise linear prob-
lem in (Papineni et al., 1998), and this motivated us to
embed an inexact line search with Armijo rules (Armijo,
1966) within a simplex to guide the directions for itera-
tive expansion, reflection and contraction operations. Our
proposed modification to the simplex algorithm is an em-
bedded backtracking line search, and the algorithm’s con-
vergence (McKinnon, 1999) still holds, though it is con-
figured specially here for optimizing automatic machine
translation evaluation metrics.

The remainder of the paper is structured as follow: we
briefly introduce the optimization problem in section 2;
in section 3, our proposed simplex Armijo downhill al-
gorithm is explained in details; experiments comparing
relevant algorithms are in section 4; the conclusions and
discussions are given in section 5.

2 Notations

Let {(eik,Cik,Sik).k € [1,K]} be the K-Best list
for a given input source sentence f; in a development
dataset containing N sentences. e¢;j is a English hy-
pothesis at the rank of k; ¢ 5 is a cost vector — a
vector of feature function values, with M dimensions:
Cik = (Cik1:Cik2---Cikr)s Sik i a sentence-level
translation metric general counter (e.g. ngram hits for
BLEU, or specific types of errors counted in TER, etc.)
for the hypothesis. Let \ be the weight-vector, so that the
cost of e; i is an inner product: C(e; ) = A Ci - The
optimization process is then defined as below:

E*(wrti) = argmin -G g (D
k
B N
A" = argmin Eval(z Si k) 2)
A i=1

Proceedings of NAACL HLT 2009: Short Papers, pages 21-24,
Boulder, Colorado, June 2009. (©)2009 Association for Computational Linguistics



where Eval is an evaluation Error metric for MT, presum-
ing the smaller the better internal to an optimizer; in our
case, we decompose BLEU, TER (Snover et al., 2006)
and (TER-BLEU)/2.0 into corresponding specific coun-
ters for each sentence, cache the intermediate counts in
S; k» and compute final corpus-level scores using the sum
of all counters; Eqn. 1 is simply a ranking process, with
regard to the source sentence i, to select the rop-1 hypoth-
esis, indexed by k* with the lowest cost C(e; ) given
current \; Eqn. 2 is a scoring process of computing the fi-
nal corpus-level MT metrics via the intermediate counters
collected from each topl hypothesis selected in Eqn. 1.
Iteratively, the optimizer picks up an initial guess of A
using current K-Best list, and reaches a solution X*, and
then updates the event space with new K-Best list gener-
ated using a decoder with \*: it iterates until there is little
change to final scores (a local optimal \* is reached).

3 Simplex Armijo Downbhill

We integrate the Armijo line search into the simplex-
downhill algorithm in Algorithm 1. We take the reflec-
tion, expansion and contractions steps' from the simplex-
downhill algorithm to find a \’ to form a direction \' —
Arr+1 as the input to the Armijo algorithm, which in
turn updates )\’ to AT as the input for the next iteration
of simplex-downhill algorithm. The combined algorithm
iterates until the simplex shrink sufficiently within a pre-
defined threshold. Via Armijo algorithm, we avoid the
expensive shrink step, and slightly speed up the search-
ing process of simplex-downhill algorithm. Also, the
simplex-downhill algorithm usually provides a descend
direction to start the Armijo algorithm efficiently. Both
algorithms are well known to converge. Moreover, the
new algorithm changes the searching path of the tradi-
tional simplex-downhill algorithm, and usually leads to
better local minimal solutions.

To be more specific, Algorithm 1 clearly conducts an
iterative search in the while loop from line 3 to line 28
until the stopping criteria on line 3 is satisfied. Within
the loop, the algorithm can be logically divided into two
major parts: from line 4 to line 24, it does the simplex-
downhill algorithm; the rest does the Armijo search. The
simplex-downhill algorithm looks for a lower point by
trying the reflection (line 6), expansion (line 10) and con-
traction (line 17) points in the order showed in the al-
gorithm, which turned out to be very efficient. In rare
cases, especially for many dimensions (for instance, 10
to 30 dimensions, as in typical statistical machine trans-
lation decoders) none of these three points are not lower
enough (line 21), we adapt other means to select lower
points. We avoid the traditional expensive shrink pro-

IThese three basic operations are generally based on heuristics in
the traditional simplex-downhill algorithm.
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Algorithm 1 Simplex Armijo Downhill Algorithm

La<sl,y<2p<05F=n«<09,e< 10X
1076

2: initilize (Ay, -+, Aara1)
. M+1
3: while 0 [[A; — Ajll2 < edo

4:  sort \; ascend

D s D) P

6: A= Ao + Oz()\o —Av+1)

7. ifS(\) < S(A) < S(Ay) then
8.

9

N <= A,

. elseif S(\,) < S(A;) then
10: Ae = Ao + '7()\0 — )\]yj+1)
11: if S(Ae) < S(A.) then
12: N o< A
13: else
14: N <\,
15: end if
16:  elseif S(A\,) > S(Anr) then
17: Ae < >‘M+1 + ,0(/\0 — )‘M-H)
18: if S(A.) < S(A) then
19: N <= )\,
20: else
21: try points on two additional lines for \’
22: end if
23:  end if

24: d<= N — )‘M-‘rl

25 BF <« maxk:o,l,---,40{ﬁk‘S(AM+1 + prd) —
S(Aar41) < —nlldl|26*}

26: )\+:)\M+1 + 6% xd

27:  replace A\prqq with AT

28: end while

cedure, which is not favorable for our machine transla-
tion problem neither. Instead we try points on different
search lines. Specifically, we test two additional points
on the line through the highest point and the lowest point,
and on the line through the reflection point and the low-
est point. It worth pointing out that there are many vari-
ants of simplex-downhill algorithm 2, and the implemen-
tation described above showed that the algorithm can suc-
cessfully select a lower A’ in many of our translation test
cases to enable the simplex move to a better region of lo-
cal optimals in the high-dimension space. Our proposed
embedded Armijo algorithm, in the second part of the
loop (line 25), continues to refine the search processes.
By backtracking on the segment from )\ to Ap;11, the
Armijo algorithm does bring even lower points in our
many test cases. With the new lower A’ found by the
Armijo algorithm, the simplex-downhill algorithm starts
over again. The parameters in line 1 we used are com-

20ne of such effective tricks for the baseline simplex algorithms
can be found here: http://paula.univ.gda.pl/~dokgrk/simplex.html (link
tested to be valid as of 04/03/2009)
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Figure 1: On devset, comparing MER, Simplex Downhill, and Simplex Armijo Downhill Algorithms on different Translation
Metrics including TER, IBM BLEU, NIST BLEU, and the combination of TER & NISTBLEU. Empirically, we found optimizing
toward (TER-NISTBLEU)/2 gave more reliable solutions on unseen test data. All optimizations are with internal random restarts,
and were run from the same 164 random seeds with multiple iterations until convergence. Simplex Armijo downhill algorithm is
often better than Simplex-downhill algorithm, and is also much better than MER algorithm.

mon ones from literatures and can be tuned further. We
find that the combination not only accelerates the search-
ing process to reach similar solutions to the baseline sim-
plex algorithm, but also changes the searching trajectory
significantly, leading to even better solutions for machine
translation test cases as shown in our experiments.

4 Experiments

Our experiments were carried out on Chinese-English
using our syntax-based decoder (Zhao and Al-Onaizan,
2008), a chart-based decoder with tree-to-string > gram-
mar, in GALE P3/P3.5 evaluations. There were 10 fea-
ture functions computed for each hypothesis, and N-best
list size is up to 2,000 per sentence.

Given a weight-vector \g, our decoder outputs N-Best
unique hypotheses for each input source sentence; the
event space is then built, and the optimizer is called with

3Source shallow constituency tree to target-string rules with vari-
ables, forming a probabilistic synchronous context free grammar.
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a number of random restarts. We used 164 seeds* with
a small perturbation of three random dimensions in \g.
The best \; is selected under a given optimizing metric,
and is fed back to the decoder to re-generate a new N-Best
list. Event space is enriched by merging the newly gen-
erated N-Best list, and the optimization runs again. This
process is iteratively carried out until there are no more
improvements observed on a development data set.

We select three different metrics: NIST BLEU, IBM
BLEU, TER, and a combination of (TER-NISTBLEU)/2
as our optimization goal. On the devset with four refer-
ences using MTO6-NIST text part data, we carried out the
optimizations as shown in Figure 1. Over these 164 ran-
dom restarts in each of the optimizers over the four con-
figurations shown in Figure 1, we found most of the time
simplex algorithms perform better than MER in these
configurations. Simplex algorithm considers to move all
the dimensions at the same time, instead of fixing other

4There are 41 servers used in our experiments, four CPUs each.



Table 1: Comparing different optimization algorithms on the held-out speech data, measured on document-average TER, IBMBLEU
and (TER-IBMBLEU)/2.0, which were used in GALE P3/3.5 Chinese-English evaluations in Rosetta consortium.

Setu Broadcast News & Conversation Data

P BLEUr4n4 \ TER \ (TER-BLEUr4n4)/2
MER 37.36 51.12 6.88
Simplex-Downbhill 37.71 50.10 6.19
Simplex Armijo Downhill 38.15 49.92 5.89

dimensions and carrying out a greedy search for one di-
mension as in MER. With Armijo line search embedded
in the simplex-downhill algorithm, the algorithm has a
better chance to walk out of the local optimal, via chang-
ing the shrinking trajectory of the simplex using a line
search to identify the best steps to move. Shown in Fig-
ure 1, the solutions from simplex Armijo downhill out-
performed the other two under four different optimiza-
tion metrics for most of the time. Empirically, we found
optimizing toward (TER-NISTBLEU)/2 gives marginally
better results on final TER and IBM BLEU.

On our devset, we also observed that whenever opti-
mizing toward TER (or mixture of TER & BLEU), MER
does not seem to move much, as shown in Figure 1-(a)
and Figure 1-(d). However, on BLEU (NIST or IBM ver-
sion), MER does move reasonably with random restarts.
Comparing TER with BLEU, we think the “shift”” counter
in TER is a confusing factor to the optimizer, and cannot
be computed accurately in the current TER implementa-
tions. Also, our random perturbations to the seeds used
in restarts might be relatively weaker for MER compar-
ing to our simplex algorithms, though they use exactly the
same random seeds. Another fact we found is optimizing
toward corpus-level (TER-NISTBLEU)/2 seems to give
better performances on most of our unseen datasets, and
we choose this as optimization goal to illustrate the algo-
rithms’ performances on our unseen testset.

Our test set is the held-out speech part data’. We
optimize toward corpus-level (TER-NISTBLEU)/2 using
devset, and apply the weight-vector on testset to evalu-
ate TER, IBMBLEUr4n4, and a simple combination of
(TER-IBMBLEU)/2.0 to compare different algorithms’
strengths®. Shown in Table 1, simplex Armijo downhill
performs the best (though not statistically significant),
and the improvements are consistent in multiple runs in
our observations. Also, given limited resources, such as
number of machines and fixed time schedule, both sim-
plex algorithms can run with more random restarts than
MER, and can potentially reach better solutions.

STranscriptions of broadcast news and broadcast conversion in
MTO06; there are 565 sentences, or 11,691 words after segmentation.

6We choose document-average metrics to show here simply because
they were chosen/required in our GALE P3/P3.5 evaluations for both
Arabic-English and Chinese-English individual systems and syscombs.
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5 Conclusions and Discussions

We proposed a simplex Armijo downhill algorithm
for improved optimization solutions over the standard
simplex-downhill and the widely-applied MER. The
Armijo algorithm changes the trajectories for the simplex
to shrink to a local optimal, and empowers the algorithm a
better chance to walk out of the riddled error surface com-
puted by automatic MT evaluation metrics. We showed,
empirically, such utilities under several evaluation met-
rics including BLEU, TER, and a mixture of them. In the
future, we plan to integrate domain specific heuristics via
approximated derivatives of evaluation metrics or mix-
ture of them to guide the optimizers move toward better
solutions for simplex-downhill algorithms.
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Abstract

This paper explores corpus-based bilingual re-
trieval where the translation corpora used vary
by source and size. We find that the quality of
translation alignments and the domain of the
bitext are important. In some settings these
factors are more critical than corpus size. We
also show that judicious choice of tokeniza-
tion can reduce the amount of bitext required
to obtain good bilingual retrieval performance.

1 Introduction

Large parallel corpora are an increasingly available
commodity. Such texts are the fuel of statistical
machine translation systems and are used in appli-
cations such as cross-language information retrieval
(CLIR). Several beliefs are commonly held regard-
ing the relationship between parallel text quality and
size for CLIR. It is thought that larger texts should
be better, because the problems of data sparseness
and untranslatable terms are reduced. Similarly, par-
allel text from a domain more closely related to a
document collection should lead to better bilingual
retrieval performance, again because better lexical
translations are available.

We compared four sources of parallel text us-
ing CLEF document collections in eight languages
(Braschler and Peters, 2004). English topic sets
from 2000 to 2007 were used. Corpus-based trans-
lation of query terms was performed and documents
were ranked using a statistical language model ap-
proach to retrieval (Ponte and Croft, 1998). Exper-
iments were conducted using unlemmatized words
and character 5-grams. No use was made of pre-
translation query expansion or automated relevance
feedback.
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2 Translation Corpora

Information about the four parallel texts used in our
experiments is provided in Table 1. We restricted
our focus to Dutch (NL), English (EN), Finnish (FI),
French (FR), German (DE), Italian (IT), Portuguese
(PT), Spanish (ES), and Swedish (SV). These lan-
guages are covered by each parallel corpus.

2.1 Bible

The bible corpus is based on the 66 books in the Old
and New Testaments. Alignments at the verse level
were used; there are 31103 verses in the English text.

2.2 JRC-Acquis v3

This parallel text is based on EU laws comprising the
Acquis Communautaire and translations are avail-
able in 22 languages. The English portion of the
acquis data includes 1.2 million aligned passages
containing over 32 million words, which is approxi-
mately 40 times larger than the Biblical text. Align-
ments were provided with the corpus and were pro-
duced by the Vanilla algorithm.' The alignments are
at roughly the sentence level, but only 85% corre-
spond to a single sentence in both languages.

2.3 Europarl v3

The Europarl corpus was assembled to support ex-
periments in statistical machine translation (Koehn,
2005). The documents consist of transcribed dia-
logue from the official proceedings of the European
Parliament. We used the precomputed alignments
that are provided with the corpus, and which are
based on the algorithm by Gale and Church (1991).
The alignments are believed to be of high quality.

! Available from http://nl.ijs.si/telri/vanilla/
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Name Words Wrds/doc | Alignments Genre [ Source

bible 785k 25.3 Near Perfect Religious http://unbound.biola.edu/

acquis 32M 26.3 Good EU law (1958 to 2006) | http://wt.jrc.it/lt/acquis/

europarl | 33M 25.5 Very Good Parliamentary oration | http://www.statmt.org/europarl/
(1996 to 2006)

ojeu 84M 34.5 Fair Governmental  affairs | Derived from documents at
(1998 to 2004) http://europea.eu.int/

Table 1: Parallel texts used in experiments.

2.4 Official Journal of the EU

The Official Journal of the European Union covers a
wide range of topics such as agriculture, trade, and
foreign relations. We constructed this parallel cor-
pus by downloading documents dating from January
1998 through April 2004 and converting the texts
from Adobe’s Portable Document Format (PDF) to
ISO-8859-1 encoded text using pdftotext. The doc-
uments were segmented into pages and into para-
graphs consisting of a small number of sentences
(typically 1 to 3); however this process was compli-
cated by the fact that many documents have outline
or tabular formatting. Alignments were produced
using Church’s char_align software (1993).

Due to complexities of decoding the PDF, some of
the accented characters were not extracted properly,
but this is a problem mostly for the earlier material
in the collection. In total about 85 million words of
text per language was obtained, which is over twice
the size of either the acquis or europarl collections.

3 Translation

Using the pairwise-aligned corpora described above,
parallel indexes for each corpus were created using
words and 5-grams. Query translation was accom-
plished as follows. For each query term s, source
language documents from the aligned collection that
contain s are identified. If no document contains this
term, then it is left untranslated. Each target lan-
guage term t appearing in the corresponding docu-
ments is scored:

Score(t) = (Fi(t) — F.(t)) x IDF(t)Y® (1)
where F; and F, are relative document frequencies
based on local subset of documents and the whole
corpus. I DF(t) is the inverse document frequency,
or lOQQ(de(t)). The candidate translation with the
highest score replaced the original query term and
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the transformed query vector is used for retrieval
against the target language collection.

This is a straightforward approach to query trans-
lation. More sophisticated methods have been pro-
posed, including bidirectional translation (Wang and
Oard, 2006) and use of more than one translation
candidate per query term (Pirkola et al., 2003).

Subword translation, the direct translation of
character n-grams, offers several advantages over
translating words (McNamee and Mayfield, 2005).
N-grams provide morphological normalization,
translations of multiword expressions are suggested
by translation of word-spanning n-grams, and out-
of-vocabulary (OOV) words can be be partly trans-
lated with n-gram fragments. Additionally, there are
few OOV n-grams, at least for n = 4 and n = 5.

4 Experimental Results

We describe two experiments. The first examines
the efficacy of the different translation resources and
the second measures the relationship between cor-
pus size and retrieval effectiveness. English was the
sole source language.

4.1 Translation Resources

First the relationship between translation source and
bilingual retrieval effectiveness is studied. Table 2
reports mean average precision when word-based to-
kenization and translation was performed for each
of the target collections. For comparison the cor-
responding performance using topics in the target
language (mono) is also given. As expected, the
smallest bitext, bible, performs the worst. Averaged
across the eight languages only 39% relative effec-
tiveness is seen compared to monolingual perfor-
mance. Reports advocating the use of religious texts
for general purpose CLIR may have been overly op-
timistic (Chew et al., 2006). Both acquis and eu-
roparl are roughly 40 times larger in size than bible



Target mono bible acquis | europarl ojeu
DE 0.3303 | 0.1338 | 0.1802 | 0.2427 | 0.1937
ES 0.4396 | 0.1454 | 0.2583 | 0.3509 | 0.2786
FI 0.3406 | 0.1288 | 0.1286 | 0.2135 | 0.1636
FR 0.3638 | 0.1651 | 0.2508 | 0.2942 | 0.2600
IT 0.3749 | 0.1080 | 0.2365 | 0.2913 | 0.2405
NL 0.3813 | 0.1502 | 0.2474 | 0.2974 | 0.2484
PT 0.3162 | 0.1432 | 0.2009 | 0.2365 | 0.2157
SV 0.3387 | 0.1509 | 0.2111 0.2447 | 0.1861

Average | 0.3607 | 0.1407 | 0.2142 | 0.2714 | 0.2233
39.0% | 59.4% 75.3% 61.9%

Table 2: Mean average precision for word-based transla-
tion of English topics using different corpora.

Target mono bible acquis | europarl ojeu

DE 0.4201 | 0.1921 | 0.2952 | 0.3519 | 0.3169
ES 0.4609 | 0.2295 | 0.3661 | 0.4294 | 0.3837
FI 0.5078 | 0.1886 | 0.3552 | 0.3744 | 0.3743
FR 0.3930 | 0.2203 | 0.3013 | 0.3523 | 0.3334
IT 0.3997 | 0.2110 | 0.2920 | 0.3395 | 0.3160
NL 0.4243 | 0.2132 | 0.3060 | 0.3603 | 0.3276
PT 0.3524 | 0.1892 | 0.2544 | 0.2931 | 0.2769
SV 0.4271 | 0.1653 | 0.3016 | 0.3203 | 0.2998
Average | 0.4232 | 0.2012 | 0.3090 | 0.3527 | 0.3286
47.5% | 73.0% 83.3% 77.6%

Table 3: Mean average precision using 5-gram transla-
tions of English topics using different corpora.

and both do significantly better; however europarl is
clearly superior and achieves 75% of monolingual
effectiveness. Though nearly twice the size, ojeu
fails to outperform europarl and just barely beats
acquis. Likely reasons for this include difficulties
properly converting the ojeu data to text, problem-
atic alignments, and the substantially greater length
of the aligned passages.

The same observations can be seen from Table 3
where 5-grams were used for tokenization and trans-
lation instead of words. The level of performance
with 5-grams is higher and these improvements are
statistically significant with p < 0.01 (-test).> Av-
eraged across the eight languages gains from 30% to
47% were seen using 5-grams, depending on the re-
source. As a translation resource europarl still out-
performs the other sources in each of the eight lan-
guages and the relative ordering of {europarl, ojeu,
acquis, bible} is the same in both cases.

2Except in four cases: mono: In ES & IT p < 0.05; bible:
5-grams were not significantly different than words in FI & SV
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4.2 Size of Parallel Text

To investigate how corpus size effects bilingual
retrieval we subsampled europarl and used these
smaller subcorpora for translation. The entire cor-
pus is 33 million words in size, and samples of 1%,
2%, 5%, 10%, 20%, 40%, 60%, and 80% were made
based on counting documents, which for europarl
is equivalent to counting sentences. Samples were
taken by processing the data in chronological order.
In Figure 1 (a-d) the effect of using larger parallel
corpora is plotted for four languages. Mean average
precision is on the vertical axes, and for visual effect
the chart for each language pair uses the same scale.
The general shape of the curves is to rise quickly as
increasing subsets from 1% to 10% are used and to
flatten as size increases further. Curves for the other
four languages (not shown) are quite similar. The
deceleration of improvement with increasing cor-
pus size can be explained by Heap’s Law. Similar
results have been obtained in the few studies that
have sought to quantify bilingual retrieval perfor-
mance as a function of translation resource size (Xu
and Weischedel, 2000; Demner-Fushman and Oard,
2003). In the higher complexity languages such as
German and Finnish, n-grams appear to be gaining
a slight improvement even when the entire corpus is
used; vocabulary size is greater in those languages.
The data for the 0% condition were based on
cognate matches for words and ‘cognate n-grams’
that require no translation. The figure reveals that
even very small amounts of parallel text quickly im-
prove performance. The 2% condition is roughly the
size of bible, but is higher performing, likely due
to a better domain match.> Using a subsample of
only 5% of available data from the highest perform-
ing translation resource, europarl, 5-grams outper-
formed plain words using any amount of bitext.

5 Conclusion

We examined issues in corpus-based bilingual re-
trieval, including the importance of parallel corpus
selection and size, and the relative effectiveness of
alternative tokenization methods. Size is not the
only important factor in corpus-based bilingual re-

3For example, the Biblical text does not contain the words
nuclear or energy and thus is greatly disadvantaged for a topic
about nuclear power.
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Figure 1: Performance improvement with corpus growth.

trieval, the quality of alignments, compatibility in
genre, and choice of tokenization are also important.

We found that character 5-gram tokenization out-
performs words when used both for translation and
document indexing. Large relative improvements
(over 30%) were observed with 5-grams, and when
only limited parallel data is available for translation,
n-grams are markedly more effective than words.

Future work could address some limitations of the
present study by using bidirectional translation mod-
els, considering other language families and source
languages other than English, and applying query
expansion techniques.
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Abstract

We present a large-scale, data-driven approach
to computing distributional similarity scores
for queries. We contrast this to recent web-
based techniques which either require the off-
line computation of complete phrase vectors,
or an expensive on-line interaction with a
search engine interface. Independent of the
computational advantages of our approach, we
show empirically that our technique is more
effective at ranking query alternatives that the
computationally more expensive technique of
using the results from a web search engine.

1 Introduction

Measuring the semantic similarity between queries
or, more generally, between pairs of very short texts,
is increasingly receiving attention due to its many
applications. An accurate metric of query simi-
larities is useful for query expansion, to improve
recall in Information Retrieval systems; for guery
suggestion, to propose to the user related queries
that might help reach the desired information more
quickly; and for sponsored search, where advertisers
bid for keywords that may be different but semanti-
cally equivalent to user queries.

In this paper, we study the problem of measuring
similarity between queries using corpus-based unsu-
pervised methods. Given a query ¢, we would like
to rank all other queries according to their similarity
to q. The proposed approach compares favorably to
a state-of-the-art unsupervised system.
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2 Related work

Distributional similarity methods model the similar-
ity or relatedness of words using a metric defined
over the set of contexts in which the words appear
(Firth, 1957). One of the most common representa-
tions for contexts is the vector space model (Salton
et al., 1975). This is the basic idea of approaches
such as (Grefenstette, 1992; Bordag, 2008; Lin,
1998; Riloff and Shepherd, 1997), with some varia-
tions; e.g., whether syntactic information is used ex-
plicitly, or which weight function is applied. Most of
the existing work has focused on similarity between
single words or syntactically-correct multiword ex-
pressions. In this work, we adapt these techniques
to calculate similarity metrics between pairs of com-
plete queries, which may or may not be syntactically
correct.

Other approaches for query similarity use sta-
tistical translation models (Riezler et al., 2008),
analysing search engine logs (Jones et al., 2006),
looking for different anchor texts pointing to the
same pages (Kraft and Zien, 2004), or replacing
query words with other words that have the high-
est pointwise mutual information (Terra and Clarke,
2004).

Sahami and Helman (Sahami and Heilman, 2006)
define a web kernel function for semantic similarity
based on the snippets of the search results returned
by the queries. The algorithm used is the following:
(a) Issue a query = to a search engine and collect
the set of n snippets returned by the search engine;
(b) Compute the tf-idf vector v; for each document
snippet d;; (c) Truncate each vector to include its m
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highest weighted terms; (d) Construct the centroid
of the Lo-normalized vectors v;; (e) Calculate the
similarity of two queries as the dot product of their
Lo-normalized vectors, i.e. as the cosine of both
vectors.

This work was followed up by Yih and Meek (Yih
and Meek, 2007), who combine the web kernel with
other simple metrics of similarity between word vec-
tors (Dice Coefficient, Jaccard Coefficient, Overlap,
Cosine, KL Divergence) in a machine learning sys-
tem to provide a ranking of similar queries.

3 Proposed method

Using a search engine to collect snippets (Sahami
and Heilman, 2006; Yih and Meek, 2007; Yih and
Meek, 2008) takes advantage of all the optimizations
performed by the retrieval engine (spelling correc-
tion, relevance scores, etc.), but it has several disad-
vantages: first, it is not repeatable, as the code un-
derlying search engines is in a constant state of flux;
secondly, it is usually very expensive to issue a large
number of search requests; sometimes the APIs pro-
vided limit the number of requests. In this section,
we describe a method which overcomes these draw-
backs. The distributional methods we propose for
calculating similarities between words and multi-
word expressions profit from the use of a large Web-
based corpus.

The contextual vectors for a query can be col-
lected by identifying the contexts in which the query
appears. Queries such as [buy a book] and [buy
some books] are supposed to appear close to simi-
lar context words in a bag-of-words model, and they
should have a high similarity. However, there are
two reasons why this would yield poor results:

First, as the length of the queries grows, the prob-
ability of finding exact queries in the corpus shrinks
quickly. As an example, when issuing the queries
[Lindsay Lohan pets] and [Britney Spears pets] to
Google enclosed in double quotes, we obtain only
6 and 760 results, respectively. These are too few
occurrences in order to collect meaningful statistics
about the contexts of the queries.

Secondly, many user queries are simply a concate-
nation of keywords with weak or no underlying syn-
tax. Therefore, even if they are popular queries, they
may not appear as such in well-formed text found
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in web documents. For example, queries like [hol-
lywood dvd cheap], enclosed in double quotes, re-
trieve less than 10 results. Longer queries, such as
[hotel cheap new york fares], are still meaningful,
but do not appear frequently in web documents.

In order to use of distributional similarities in the
query setting, we propose the following method.
Given a query of interest p = (w1, wa, ..., wy]:

1. For each word w; collect all words that appear
close to w; in the web corpus (i.e., a bag-fo-
words models). Empirically we have chosen
all the words whose distance to w; is less or
equal to 3. This gives us a vector of context
words and frequencies for each of the words in
the query, 0; = (fi1, fi2y -+ fi|v|), where |V] is
the size of the corpus vocabulary.

2. Represent the query p with a vector of words,
and the weight associated to each word is the
geometric mean of the frequencies for the word

in the original vectors:
|n| %
v | TT Firv
i=1

qv = ((ﬁ fil) ' , (f[l fi2>

3. Apply the x? test as a weighting function test to
measure whether the query and the contextual
feature are conditionally independent.

4. Given two queries, use the cosine between their
vectors to calculate their similarity.

The motivations for this approach are: the geo-
metric mean is a way to approximate a boolean AND
operation between the vectors, while at the same
time keeping track of the magnitude of the frequen-
cies. Therefore, if two queries only differ on a very
general word, e.g. [books] and either [buy books]
or [some books], the vector associated to the general
words (buy or some in the example) will have non-
zero values for most of the contextual features, be-
cause they are not topically constrained; and the vec-
tors for the queries will have similar sets of features
with non-zero values. Equally relevant, terms that
are closely related will appear in the proximity of a
similar set of words and will have similar vectors.
For example, if the two queries are Sir Arthur Co-
nan Doyle books and Sir Arthur Conan Doyle nov-
els, given that the vectors for books and novels are
expected to have similar features, these two queries

3=



Contextual word acid fast bacteria Query
acidogenicity 11 6 4 6.41506
auramin 2 5 2 2.71441
bacillae 3 10 4 4.93242
carbolfuchsin 1 28 2 8.24257
dehydrogena 5 3 3 3.55689
diphtheroid 5 9 92  16.05709
fuchsine 42 3 4 7.95811
glycosilation 3 2 3 2.62074

Table 1: Example of context words for the query [acid fast bacteria].

will receive a high similarity score.

On the other hand, this combination also helps in
reducing word ambiguity. Consider the query bank
account; the bag-of-words vector for bank will con-
tain words related to the various senses of the word,
but when combining it to account only the terms that
belong to the financial domain and are shared be-
tween the two vectors will be included in the final
query vector.

Finally, we note that the geometric mean provides
a clean way to encode the pair-wise similarities of
the individual words of the phrase. One can inter-
pret the cosine similarity metric as the magnitude of
the vector constructed by the scalar product of the
individual vectors. Our approach scales this up by
taking the scalar product of the vectors for all words
in the phrase and then scaling them by the number of
words (i.e., the geometric mean). Instead of comput-
ing the magnitude of this vector, we use it to com-
pute similarities for the entire phrase.

As an example of the proposed procedure, Table 1
shows a random sample of the contextual features
collected for the words in the query [acid fast bac-
teria], and how the query’s vector is generated by
using the geometric mean of the frequencies of the
features in the vectors for the query words.

4 Experiments and results

4.1 Experimental settings

To collect the contextual features for words and
phrases, we have used a corpus of hundreds of mil-
lions of documents crawled from the Web in August
2008. An HTML parser is used to extract text and
non-English documents are discarded. After pro-
cess, the remaining corpus contains hundreds of bil-
lions of words.

As a source of keywords, we have used the top
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280 95 | 14 1
108 86 | 65 4
11 47 | 83 16

W=D
NN OO O

0 0 1 1

Table 2: Confusion matrix for the pairs in the goldstandard. Rows
represent first rater scores, and columns second rater scores.

one and a half million English queries sent to the
Google search engine after being fully anonymized.
We have calculated the pairwise similarity between
all queries, which would potentially return 2.25 tril-
lion similarity scores, but in practice returns a much
smaller number as many pairs have non-overlapping
contexts.

As a baseline, we have used a new implementa-
tion of the Web Kernel similarity (Sahami and Heil-
man, 2006). The parameters are set the same as re-
ported in the paper with the exception of the snip-
pet size; in their study, the size was limited to 1,000
characters and in our system, the normal snippet re-
turned by Google is used (around 160 characters).

In order to evaluate our system, we prepared a
goldstandard set of query similarities. We have ran-
domly sampled 65 queries from our full dataset, and
obtained the top 20 suggestions from both the Sa-
hami system and the distributional similarities sys-
tem. Two human raters have rated the original query
and the union of the sets of suggestions, using the
same S5-point Likert scale that Sahami used. Table 2
shows the confusion matrix of scores between the
two raters. Most of the disagreements are between
the scores 0 and 1, which means that probably it was
not clear enough whether the queries were unrelated
or only slightly related. It is also noteworthy that
in this case, very few rewritten queries were clas-
sified as being better than the original, which also
suggests to us that probably we could remove the
topmost score from the classifications scale.

We have evaluated inter-judge agreement in the
following two ways: first, using the weighted Kappa
score, which has a value of 0.7111. Second, by
grouping the pairs judged as irrelevant or slightly
relevant (scores 0 and 1) as a class containing nega-
tive examples, and the pairs judged as very relevant,
equal or better (scores 2 through 4) as a class con-
taining positive examples. Using this two-class clas-



Method Prec@1 Prec@3 Prec@5 mAP AUC
‘Web Kernel 0.39 0.35 0.32 0.49 0.22
Unigrams 0.47 0.53 0.47 0.57 0.26
N-grams 0.70 0.57 0.52 0.71 0.54

Table 3: Results. mAP is mean average precision, and AUC is the
area under the precision/recall curve.

sification, Cohen’s Kappa score becomes 0.6171.
Both scores indicates substantial agreement amongst
the raters.

The data set thus collected is a ranked list of sug-
gestions for each query!, and can be used to evaluate
any other suggestion-ranking system.

4.2 Experiments and results

As an evolution of the distributional similarities
approach, we also implemented a second version
where the queries are chunked into phrases. The
motivation for the second version is that, in some
queries, like [new york cheap hotel], it makes sense
to handle new york as a single phrase with a sin-
gle associated context vector collected from the web
corpus. The list of valid n-grams is collected by
combining several metrics, e.g. whether Wikipedia
contains an entry with that name, or whether they
appear quoted in query logs. The queries are then
chunked greedily always preferring the longer n-
gram from our list.

Table 3 shows the results of trying both systems
on the same set of queries. The original system is
the one called Unigrams, and the one that chunks
the queries is the one called N-grams. The distri-
butional similarity approaches outperform the web-
based kernel on all the metrics, and chunking queries
shows a good improvement over using unigrams.

5 Conclusions

This paper extends the vector-space model of dis-
tributional similarities to query-to-query similarities
by combining different vectors using the geometric
mean. We show that using n-grams to chunk the
queries improves the results significantly. This out-
performs the web-based kernel method, a state-of-
the-art unsupervised query-to-query similarity tech-
nique, which is particularly relevant as the corpus-
based method does not benefit automatically from

"'We plan to make it available to the research community.
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search engine features.
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Abstract taining superior performance within the keyword-

based approach. This was achieved by measur-
Requiring only category names as user input  ing similarity between category names and docu-
is a highly attractive, yet hardly explored, set-  ments inLatent Semantispace (LSA), which im-
ting for text categorization. Earlier bootstrap- pjicitly captures contextual similarities for the cate-
ping resuits relied on similarity in LSA space, o1y hame through unsupervised dimensionality re-
which captures rather coarse contextual sim- . . .
ilarity. We suggest improving this scheme by duction. Requiring only categqry names as user in-
identifying concrete references to the category ~ PUt seems very attractive, particularly when labeled
name’s meaning, obtaining a special variant of training data is too COStly while modest performance
lexical expansion. (relative to supervised methods) is still useful.

The goal of our research is to further improve the
scheme of text categorization from category name,
which was hardly explored in prior work. When an-

Topical Text Categorization (TC), the task of clas@lyzing the behavior of the LSA representation of

sifying documents by pre-defined topics, is mostGliozzo et al., 2005) we noticed that it captures

commonly addressed as a supervised learning ta$wo types of similarities between the category name
However, the supervised setting requires a substa@d document terms. One type regards words which
tial amount of manually labeled documents, whictiefer specifically to the category name’s meaning,

is often impractical in real-life settings. such agitcher for the categoryBaseball . How-

Keyword-based TC methods (see Section 2) aifver, typical context words for the category which do
at a more practical setting. Each category is replot necessarily imply its specific meaning, li&e-
resented by a list of characteristic keywords, whicKlium, also come up as similar teaseballin LSA
should capture the category meaning. ClassificgPace. This limits the method’s precision, due to
tion is then based on measuring similarity betweef@lse-positive classifications of contextually-related
the category keywords and the classified documen@ocuments that do not discuss the specific category
typically followed by a bootstrapping step. Thetopic (such as other sports documents wrongly clas-
manual effort is thus reduced to providing a keySIfIEd toBaseball ). This behavior is quite typical
word list per category, which was partly automatedor query expansion methods, which expand a query
in some works through clustering. with contextually correlated terms.

The keyword-based approach still requires non- We propose a novel scheme that models sepa-
negligible manual work in creating a representativeately these two types of similarity. For one, it
keyword list per category. (Gliozzo et al., 2005)identifies words that are likely to refepecifically
succeeded eliminating this requirement by using thi® the category name’s meaning (Glickman et al.,
category name alone as the initial keyword, yet ob2006), based on certain relations in WordNet and

1 Introduction
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Wikipedia. In tandem, we assess the general contexinput: set of categories and unlabeled documents
tual fit of the category topic using an LSA model| Output: a classifier

to overcome lexical ambiguity and passing refer- 1. Acquire a keyword list per category
ences. The evaluations show that tracing lexical2. Represent each categargnd documend
references indeed increases classification precision, as vectors in a common space

which in turn improves the eventual classifier obr 3. For each documenit

tained through bootstrapping. Catgim(d) = argmazx.(Sim(c,d))

4. Train a supervised classifier on step (3) output

2 Background: Keyword-based Text

Categorization Figure 1: Keyword-based categorization scheme
The majority of key_word-based TC_ method§ fit th(f Category name | WordNet | Wikipedia |
general bootstrapping scheme outlined in Figure Eeryptography decipher digital signature
which is cast in terms of a vector-space model. The  Medicine cardiology | biofeedbackhomeopathy
simplest version for step 1 is manual generation ¢f Macintosh Apple Mag Mac
the keyword lists (McCallum and Nigam, 1999), Motorcycle bike, cycle Honda XR600

(Ko and Seo, 2004; Liu et al., 2004) partly auto- ' -
mated this step, using clustering to generate candilable 1: Referring terms from WordNet and Wikipedia
date keywords. These methods employed a standard

term-space representation in step 2. an entailing text (in the textual entailment setting)
As described in Section 1, the keyword list inypically includes a concrete reference to each term

(Gliozzo etal., 2005) consisted of the category namg the entailed statement. Analogously, we assume

alone. This was accompanied by representing thgat g relevant document for a category typically in-

category names and documents (step 2) in LSfydes concrete terms that refepecificallyto the
space, obtained through cooccurrence-based dimgiiegory name’s meaning.

sionality reduction. In this space, words that tend \ye thus extend the scheme in Figure 1 by cre-

to cooccur together, or occur in similar contexts, ar8ting two vectors per category (in steps 1 and 2): a

represented by similar vectors. Thus, vector similaisference vectod, in term space, consisting of re-

ity in LSA space (in step 3) captures implicitly thefgring terms for the category name; andantext

similarity between the category name and ConteXtWectorEcon, representing the category name in LSA
ally related words within the classified documents. space, as in (Gliozzo et al., 2005). Step 3 then com-

Step 3 yields an initial similarity-based classifi-ptes a combined similarity score for categories and
cation that assigns a single (most similar) categoryscuments based on the two vectors.
to each document, witlsim(c, d) typically being

the cosine between the corresponding vectors. Thgsl References to category names

cl'assification s gsed, in the subsequgnt bOOtStraﬂ'eferring terms are collected from WordNet and
bing step, to train a _standard _sup_erwsed CIalSSIfI?/(/ikipedia, by utilizing relations that are likely to
(elthe_r_smgle- or multi-class), yielding the eventu"’lkorrespond to lexical reference. Table 1 illustrates
classifier for the category set. that WordNet provides mostly referring terms of
general terminology while Wikipedia provides more
specific terms. While these resources were used pre-
Our goal is to augment the coarse contextual simidously for text categorization, it was mostly for en-
larity measurement in earlier work with the identifi-hancing document representation in supervised set-
cation of concrete references to the category nameisgs, e.g. (Rodguez et al., 2000).

meaning. We were mostly inspired by (Glickman et WordNet. Referring terms were found in Word-
al., 2006), which coined the terfexical reference Net starting from relevant senses of the category
to denote concrete references in text to the specifimme and transitively following relation types that
meaning of a given term. They further showed thatorrespond to lexical reference. To that end, we

3 Integrating Reference and Context
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specified for each category name those senses whichHn both these cases the overall context in the docu-
fit the category’s meaning, such as thgter space ment is expected to be atypical for the triggered cat-
sense for the categoBpace . egory. We therefore measure the contextual similar-
A category name sense is first expanded by ity between a categoryand a document utilizing
synonyms and derivations, all of which are then extSA space, replicating the method in (Gliozzo et
panded by their hyponyms. When a term has nal., 2005):¢,.,, andd g4 are taken as the LSA vec-
hyponyms it is expanded by its meronyms insteadors of the category name and the document, respec-
since we observed that in such cases they often spéiwely, yielding Sim.on (¢, d) = cos(Ceon, JLSA)).Z
ify unique components that imply the holonym’s The overall similarity score of step 3 is de-
meaning, such aggyptfor Middle East However, fined asSim(c,d) = Simyer(c,d) - Simeon(c, d).
when a term is not a leaf in the hyponymy hierarchyrhis formula fulfils the requirement of finding at
then its meronyms often refer to generic sub-part$gast one referring term in the document; otherwise
such asdoor for car. Finally, the hyponyms and Sim,.s(c, d) would be zero.Sim o (c, d) is com-
meronyms are expanded by their derivations. Aputed in the reduced LSA space and is thus prac-
a common heuristic, we considered only the mosically non-zero, and would downgradgim(c, d)
frequent senses (top 4) of referring terms, avoiding’hen there is low contextual similarity between the
low-ranked (rare) senses which are likely to introeategory name and the document. Documents for
duce noise. which Sim(c,d) = 0 for all categories are omitted.
Wikipedia. We utilized a subset of a lexical ref-
erence resource extracted from Wikipedia (anony Results and Conclusions
mous reference). For each category name we ex-

tracted referring terms of two types, capturing hyYVe tested our method on the two corpora used in

ponyms and synonyms. Terms of the first type ar(eGliozz_o et al., 2005): 20—N_ewsGroups, classified
Wikipedia page titles for which the first definition by a single-class scheme (single category per doc-

sentence includes a syntactic “is-a” pattern whosdment), and Reuters-19 of a multi-class scheme.
complement is the category name, suckthsvrolet AS.In their work, nonjstandard category names were
for the categoryAutos . Terms of the second type adiusted, such @oreign exchangéor Money-fx .

are extracted from Wikipedia’s redirect links, which
capture synonyms such a1 for Windows-X .

The reference vectat,.; for a category consists Table 2 presents the results of the initial classifica-
of the category name and all its referring terms'[,ion (step 3). The first 4 lines refer to classification
equally weighted. The corresponding similaritypased onSim,..; alone. As a baseline, including
functionisSimef(c,d) = cos(Gef, j;erm)), where only the category name in the reference vecat{

4.1 Initial classification

dyerm is the document vector in term space. Namg yields particularly low recall. Expansion by
WordNetis notably more powerful than by the auto-
3.2 Incorporating context similarity matically extractedVikipediaresource; still, the lat-

Our key motivation is to utilizeSim,.; as the ba- ter consistently provides a small marginal irnp_rove-
sis for classification in step 3 (Figure 1). Howeverment when using both resourcdeferenck indi-
this may vyield false positive classifications in twocating their complementary nature.

cases: (a) inappropriate sense of an ambiguous re-AS we hypothesized, theReference model
ferring term, e.g., the narcotic sensedofig should @achieves much better precision than t@entext
not yield classification tddedicine ; (b) a passing Model from (Gliozzo et al., 2005) alon&m.c,n).
reference, e.g., an analogydarsin a software doc- For 20-NewsGroups the recall &feferences lim-
ument, should not yield classification Aaitos . ited, due to partial coverage of our current expansion

!We assume that it is reasonable to specify relevant senses ?The original method includes a Gaussian Mixture re-
as part of the typically manual process of defining the set dadcaling step forSimec., which wasn’t found helpful when
categories and their names. Otherwise, when expanding nammsnbined withSim,.; (as specified next).
through all their senses F1-score dropped by about 2%. 310 most frequent categoriesReuters-21578

35



[ | Reuters-10 | 20Newsgroups ||  Context Combining reference and context yields
Method [ R [ P [FI [ R | P | F1 | some improvement for Reuters-10, but not for 20-
CatName || 0.22| 0.67 | 0.33 || 0.19 | 0.55] 0.28 NewsGroups. We noticed though that the actual ac-
wiokri%':sita 8:2471 8:;2 8;: 8:;2 8:23 8:2? curacy of our method on 20-NewsGroups is notably
Referencell 0691 080 074 1 031 057 | 0.40 higher than measured relative to the gold standard,
Context 050 064 | 0611 046 046 0.46 due to its single-class scheme: in many cases, a doc-
Combined|[ 0.71| 0.82 | 0.76 || 0.32 | 0.58 | 0.41 ument should truly belong to more than one cate-

gory while that chosen by our algorithm was counted

Table 2: Initial categorization results (step 3) as false positive. Future research is proposed to in-

crease the method’s recall via broader coverage lexi-

Method gii‘wre = R[e”tsrs'llopl ZOFTG cal reference resources, and to improve its precision
f ~FOoE T 091 0501 065 05l through better c_ontext mpdels than LSA, yvhlch was
Reference 1=z 08910671 0761 056 found rather noisy for quite a few categories.
Context TF-IDF || 0.84| 0.48] 0.61| 0.48 To conclude, the results support our main contri-
LSA 0.73] 0.56| 0.63| 0.44 bution — the benefit of identifyingeferring termsfor
. TF-IDF || 0.92] 0.50 | 0.65 | 0.52 h : .
ry name over using noisier context mod-
Combined ||-+x 089 T 071 075 ™ 056 the category name over using noisier context mod

els alone. Overall, our work highlights the potential
of text categorization from category names when la-
beled training sets are not available, and indicates

important directions for further research.
resources, vyielding a lower F1. Yet, its higher pre-

cision pays off for the bootstrapping step (Sectiof\cknowledgments

4.2). Finally, when the two models a@mbinedd  The authors would like to thank Carlo Strapparava
small precision improvement is observed. and Alfio Gliozzo for valuable discussions. This

work was partially supported by the NEGEV project

(www.negev-initiative.org).

The output of step 3 was fed as standard training

for a binary SVM classifier for each category (step

4). We used the default setting for SVM-light, aparfXeferences

from thej parameter which was set to the number 00. Glickman, E. Shnarch, and I. Dagan. 2006. Lexical
categories in each data set, as suggested by (Morikreference: a semantic matching subtaskEMNLP.

et al., 1999). For Reuters-10, classification waé- Gliozzo, C. Strapparava, and I. Dagan. 2005. Inves-
determined independently by the classifier of each tlgatlng un_superVIsed Iearnlng for text Categorlzatlon
category, allowing multiple classes per document, bootstrapping. IrProc. of HLT/EMNLP

. . Ko and J. Seo. 2004. Learning with unlabeled data
For 20-NewsGroups, the category which yielded the for text categorization using bootstrapping and feature

highest classification score was chosen (one-versus-projection techniques. IRroc. of ACL
all), fitting the single-class setting. We experimente®. Liu, X. Li, W. S. Lee, and P. S. Yu. 2004. Text classi-
with two document representations for the super- fication by labeling words. liProc. of AAAI

vised step: either as vectors in tf-idf weighted ternf- McCallum and K. Nigam. 1999. Text classification
space or as vectors in LSA space. by bootstrapping with keywords, EM and shrinkage.

. e In ACL Workshop for Unsupervised Learning in NLP
.Table 3bShOWS Lhe Ilnalhclass.lflcaglon resﬂlt.s.K_ Morik, P. Brockhausen, and T. Joachims. 1999. Com-
First, we observe that for the noisy bootstrapping bining statistical learning with a knowledge-based ap-

training data LSA document representation is Usu- proach - a case study in intensive care monitoring. In

ally preferred. Most importantly, olReferencend Proc. of the 16th Int’l Conf. on Machine Learning
Combinedmodels clearly improve over the earlierM. d. B. Rodiguez, J. M. @mez-Hidalgo, and B. Bz-
Agudo, 2000.Using WordNet to complement training

“Notice that P=R=F1 wheall documents are classified to information in text categorizatigrvolume 189 of Cur-
a single class, as in step 4 for 20-NewsGroups, while in step 3 rent Issues in Linguistic Theory, pages 353-364
some documents are not classified, yielding distinct P/R/F1. ' '

Table 3: Final bootstrapping results (step 4)

4.2 Final bootstrapping results
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Abstract

In this paper we present a novel approach to
categorizing comments in online reviews as
either a qualified claim or a bald claim. We ar-
gue that this distinction is important based on
a study of customer behavior in making pur-
chasing decisions using online reviews. We
present results of a supervised algorithm for
learning this distinction. The two types of
claims are expressed differently in language
and we show that syntactic features capture
this difference, yielding improvement over a
bag-of-words baseline.

1 Introduction

There has been tremendous recent interest in opin-
ion mining from online product reviews and it’s ef-
fect on customer purchasing behavior. In this work,
we present a novel alternative categorization of com-
ments in online reviews as either being qualified
claims or bald claims.

Comments in a review are claims that reviewers
make about the products they purchase. A customer
reads the reviews to help him/her make a purchas-
ing decision. However, comments are often open
to interpretation. For example, a simple comment
like this camera is small is open to interpretation
until qualified by more information about whether
it is small in general (for example, based on a poll
from a collection of people), or whether it is small
compared to some other object. We call such claims
bald claims. Customers hesitate to rely on such bald
claims unless they identify (from the context or oth-
erwise) themselves to be in a situation similar to the
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customer who posted the comment. The other cate-
gory of claims that are not bald are qualified claims.
Qualified claims such as it is small enough to fit
easily in a coat pocket or purse are more precise
claims as they give the reader more details, and are
less open to interpretation. Our notion of qualified
claims is similar to that proposed in the argumenta-
tion literature by Toulmin (1958). This distinction
of qualified vs. bald claims can be used to filter
out bald claims that can’t be verified. For the quali-
fied claims, the qualifier can be used in personalizing
what is presented to the reader.

The main contributions of this work are: (i) an an-
notation scheme that distinguishes qualified claims
from bald claims in online reviews, and (ii) a super-
vised machine learning approach that uses syntactic
features to learn this distinction. In the remainder
of the paper, we first motivate our work based on
a customer behavior study. We then describe the
proposed annotation scheme, followed by our su-
pervised learning approach. We conclude the paper
with a discussion of our results.

2 Customer Behavior Study

In order to study how online product reviews are
used to make purchasing decisions, we conducted
a user study. The study involved 16 pair of gradu-
ate students. In each pair there was a customer and
an observer. The goal of the customer was to de-
cide which camera he/she would purchase using a
camera review blog! to inform his/her decision. As
the customer read through the reviews, he/she was

'nttp://www.retrevo.com/s/camera
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asked to think aloud and the observer recorded their
observations.

The website used for this study had two types of
reviews: expert and user reviews. There were mixed
opinions about which type of reviews people wanted
to read. About six customers could relate more with
user reviews as they felt expert reviews were more
like a ‘sales pitch’. On the other hand, about five
people were interested in only expert reviews as they
believed them to be more practical and well rea-
soned.

From this study, it was clear that the customers
were sensitive to whether a claim was qualified or
not. About 50% of the customers were concerned
about the reliability of the comments and whether
it applied to them. Half of them felt it was hard
to comprehend whether the user criticizing a feature
was doing so out of personal bias or if it represented
areal concern applicable to everyone. The other half
liked to see comments backed up with facts or ex-
planations, to judge if the claim could be qualified.
Two customers expressed interest in comments from
users similar to themselves as they felt they could
base their decision on such comments more reli-
ably. Also, exaggerations in reviews were deemed
untrustworthy by at least three customers.

3 Annotation Scheme

We now present the guidelines we used to distin-
guish bald claims from qualified claims. A claim
is called qualified if its validity or scope is limited
by making the conditions of its applicability more
explicit. It could be either a fact or a statement that
is well-defined and attributed to some source. For
example, the following comments from our data are
qualified claims according to our definition,

1. The camera comes with a lexar 16mb starter
card, which stores about 10 images in fine mode
at the highest resolution.

2. I sent my camera to nikon for servicing, took
them a whole 6 weeks to diagnose the problem.

3. 1 find this to be a great feature.

The first example is a fact about the camera. The
second example is a report of an event. The third
example is a self-attributed opinion of the reviewer.

Bald claims on the other hand are non-factual

claims that are open to interpretation and thus cannot
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be verified. A straightforward example of the dis-
tinction between a bald claim and a qualified claim
is a comment like the new flavor of peanut butter is
being well appreciated vs. from a survey conducted
among 20 people, 80% of the people liked the new
Sflavor of peanut butter. We now present some exam-
ples of bald claims. A more detailed explanation is
provided in the annotation manual?:

e Not quantifiable gradable’® words such as
good, better, best etc. usually make a claim
bald, as there is no qualified definition of being
good or better.

¢ Quantifiable gradable words such as small,
hot etc. make a claim bald when used without
any frame of reference. For example, a com-
ment this desk is small is a bald claim whereas
this desk is smaller than what I had earlier is a
qualified claim, since the comparative smaller
can be verified by observation or actual mea-
surement, but whether something is small in
general is open to interpretation.

e Unattributed opinion or belief: A comment
that implicitly expresses an opinion or belief
without qualifying it with an explicit attribu-
tion is a bald claim. For example, Expectation
is that camera automatically figures out when
to use the flash.

o Exaggerations: Exaggerations such as on ev-
ery visit, the food has blown us away do not
have a well defined scope and hence are not
well qualified.

The two categories for gradable words defined above
are similar to what Chen (2008) describes as vague-
ness, non-objective measurability and imprecision.

4 Related work

Initial work by Hu and Liu (2004) on the product
review data that we have used in this paper focuses
on the task of opinion mining. They propose an ap-
proach to summarize product reviews by identifying
opinionated statements about the features of a prod-
uct. In our annotation scheme however, we classify

2www.cs.cmu.edu/~shilpaa/datasets/
opinion-claims/gbclaims-manual-v1l.0.pdf

*http://en.wikipedia.org/wiki/English_
grammar#Semantic_gradability



all claims in a review, not restricting to comments
with feature mentions alone.

Our task is related to opinion mining, but with a
specific focus on categorizing statements as either
bald claims that are open to interpretation and may
not apply to a wide customer base, versus qualified
claims that limit their scope by making some as-
sumptions explicit. Research in analyzing subjec-
tivity of text by Wiebe et al. (2005) involves identi-
fying expression of private states that cannot be ob-
jectively verified (and are therefore open to interpre-
tation). However, our task differs from subjectivity
analysis, since both bald as well as qualified claims
can involve subjective language. Specifically, objec-
tive statements are always categorized as qualified
claims, but subjective statements can be either bald
or qualified claims. Work by Kim and Hovy (2006)
involves extracting pros and cons from customer re-
views and as in the case of our task, these pros and
cons can be either subjective or objective.

In supervised machine learning approaches to
opinion mining, the results using longer n-grams and
syntactic knowledge as features have been both pos-
itive as well as negative (Gamon, 2004; Dave et al.,
2003). In our work, we show that the qualified vs.
bald claims distinction can benefit from using syn-
tactic features.

5 Data and Annotation Procedure

We applied our annotation scheme to the product re-
view dataset* released by Hu and Liu (2004). We
annotated the data for 3 out of 5 products. Each
comment in the review is evaluated as being quali-
fied or bald claim. The data has been made available
for research purposes’.

The data was completely double coded such that
each review comment received a code from the two
annotators. For a total of 1,252 review comments,
the Cohen’s kappa (Cohen, 1960) agreement was
0.465. On a separate dataset (365 review com-
ments)®, we evaluated our agreement after remov-
ing the borderline cases (only about 14%) and there

‘nttp://www.cs.uic.edu/~1iub/FBS/
CustomerReviewData.zip

Swww.cs.cmu.edu/~shilpaa/datasets/
opinion-claims/gbclaims-vl.0.tar.gz

SThese are also from the Hu and Liu (2004) dataset, but not
included in our dataset yet.
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was a statistically significant improvement in kappa
to 0.532. Since the agreement was low, we resolved
our conflict by consensus coding on the data that was
used for supervised learning experiments.

6 Experiments and Results

For our supervised machine learning experiments on
automatic classification of comments as qualified or
bald, we used the Support Vector Machine classifier
in the MinorThird toolkit (Cohen, 2004) with the de-
fault linear kernel. We report average classification
accuracy and average Cohen’s Kappa using 10-fold
cross-validation.

6.1 Features

We experimented with several different features in-
cluding standard lexical features such as word uni-
grams and bigrams; pseudo-syntactic features such
as Part-of-Speech bigrams and syntactic features
such as dependency triples’. Finally, we also used
syntactic scope relationships computed using the de-
pendency triples. Use of features based on syntactic
scope is motivated by the difference in how quali-
fied and bald claims are expressed in language. We
expect these features to capture the presence or ab-
sence of qualifiers for a stated claim. For example,
“I didn’t like this camera, but I suspect it will be a
great camera for first timers.” is a qualified claim,
whereas a comment like “It will be a great camera
for first timers.” is not a qualified claim. Analysis of
the syntactic parse of the two comments shows that
in the first comment the word “great” is in the scope
of “suspect”, whereas this is not the case for the sec-
ond comment. We believe such distinctions can be
helpful for our task.

We compute an approximation to the syntactic
scope using dependency parse relations. Given
the set of dependency relations of the form
<relation, headWord, dependentWord>>, such as
< AMOD,camera,great>>, an in-scope feature is de-
fined as INSCOPE_headWord_dependentWord (IN-
SCOPE _camera_great). We then compute a tran-
sitive closure of such in-scope features, similar to
Bikel and Castelli (2008). For each in-scope feature
in the entire training fold, we also create a corre-

"We use the Stanford Part-of-Speech tagger and parser re-
spectively.



Features | QBCLAIM HL-OP
Majority .694(.000) | .531(.000)
Unigrams .706(.310) | .683(.359)
+Bigrams .709(.321) | .693(.378)
+POS-Bigrams | .726%*(.353%*) | .683(.361)
+Dep-Triples 711(.337) | .692(.376)
+In-scope .706(.340) | .688(.367)
+Not-in-scope .726(.360%) | .687(.370)
+All-scope 721(.348) | .699(.396)

Table 1: The table shows accuracy (& Cohen’s kappa in paren-
theses) averaged across ten folds. Each feature set is individ-
ually added to the baseline set of unigram features. * - Re-
sult is marginally significantly better than unigrams-only (p <
0.10, using a two-sided pairwise T-test). HL-OP - Opinion an-
notations from Hu and Liu (2004). QBCLAIM - Qualified/Bald
Claim.

sponding not-in-scope feature which triggers when
either (i) the dependent word appears in a comment,
but not in the transitive-closured scope of the head
word, or (ii) the head word is not contained in the
comment but the dependent word is present.

We evaluate the benefit of each type of feature
by adding them individually to the baseline set of
unigram features. Table 1 presents the results. We
use the majority classifier and unigrams-only perfor-
mance as our baselines. We also experimented with
using the same feature combinations to learn the
opinion category as defined by Hu and Liu (2004)
[HL-OP] on the same subset of data.

It can be seen from Table 1 that using purely
unigram features, the accuracy obtained is not
any better than the majority classifier for quali-
fied vs. bald distinction. However, the Part-of-
Speech bigram features and the not-in-scope fea-
tures achieve a marginally significant improvement
over the unigrams-only baseline.

For the opinion dimension from Hu and Liu
(2004), there was no significant improvement from
the type of syntactic features we experimented with.
Hu and Liu (2004)’s opinion category covers several
different types of opinions and hence finer linguis-
tic distinctions that help in distinguishing qualified
claims from bald claims may not apply in that case.

7 Conclusions

In this work, we presented a novel approach to re-
view mining by treating comments in reviews as
claims that are either qualified or bald. We argued
with examples and results from a user study as to
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why this distinction is important. We also proposed
and motivated the use of syntactic scope as an ad-
ditional type of syntactic feature, apart from those
already used in opinion mining literature. Our eval-
uation demonstrates a marginally significant posi-
tive effect of a feature space that includes these and
other syntactic features over the purely unigram-
based feature space.
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Abstract

Detailed image annotation necessary for reli-
able image retrieval involves not only annotat-
ing the image as a single artifact, but also an-
notating specific objects or regions within the
image. Such detailed annotation is a costly en-
deavor and the available annotated image data
are quite limited. This paper explores the fea-
sibility of using image captions from scientific
journals for the purpose of automatically an-
notating image regions. Salient image clues,
such as an object location within the image or
an object color, together with the associated
explicit object mention, are extracted and clas-
sified using rule-based and SVM learners.

1 Introduction

The profusion of digitally available images has nat-
urally led to an interest in the field of automatic im-
age annotation and retrieval. A number of studies
attempt to associate image regions with the corre-
sponding concepts. In (Duygulu et al., 2002), for
example, the problem of annotation is treated as a
translation from a set of image segments (or blobs)
to a set of words. Modeling the association between
blobs and words for the purpose of automated an-
notation has also been proposed by (Barnard et al.,
2003; Jeon et al., 2003).

A recurring hindrance that appears in studies aim-
ing at automatic image region annotation is the lack
of an appropriate dataset. All of the above studies
use the Corel image dataset that consists of 60,000
images annotated with 3 to 5 keywords. The need
for an image dataset with annotated image regions
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has been recognized by many researchers. For ex-
ample, Russell et al (2008) have developed a tool
and a general purpose image database designed to
delineate and annotate objects within image scenes.

The need for an image dataset with annotated ob-
ject boundaries appears to be especially pertinent in
the biomedical field. Organizing and using for re-
search the available medical imaging data proved to
be a challenge and a goal of the ongoing research.
Rubin et al (2008), for example, propose an ontol-
ogy and annotation tool for semantic annotation of
image regions in radiology.

However, creating a dataset of image regions
manually annotated and delineated by domain ex-
perts, is a costly enterprise. Any attempts to auto-
mate or semi-automate the process would be of a
substantial value.

This work proposes an approach towards auto-
matic annotation of regions of interest in images
used in scientific publications. Publications abun-
dant in image data are an untapped source of an-
notated image data. Due to publication standards,
meaningful image captions are almost always pro-
vided within scientific articles. In addition, image
Regions of Interest (ROIs) are commonly referred to
within the image caption. Such ROIs are also com-
monly delineated with some kind of an overlay that
helps locating the ROI. This is especially true for
hard to interpret scientific images such as radiology
images. ROIs are also described in terms of location
within the image, or by the presence of a particular
color. Identifying ROI mentions within image cap-
tions and visual clues pinpointing the ROI within the
image would be the first step in building an object
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1. Object Location - explicit ROI location, e.g. front row, back-
ground, top, bottom, left, right.

Shells of planktonic animals called formainifera record cli-
matic conditions as they are formed. This one, Globigeri-
noides ruber, lives year-round at the surface of the Sargasso Sea.
The form of the live animal is shown at right, and its shell, which
is actually about the size of a fine grain of sand, at left.

2. Object Color - presence of a distinct color that identifies a
ROL

Anterior SSD image shows an elongated splenorenal varix (blue
area). The varix travels from the splenic hilar region inferiorly
along the left flank, down into the pelvis, and eventually back up to
the left renal vein via the left gonadal vein. The kidney is encoded
yellow, the portal system is encoded magenta, and the spleen is
encoded tan.

3. Overlay Marker - an overlay marker used to pinpoint the loca-
tion of the ROI, e.g. arrows, asterisks, bounding boxes, or circles.

Transverse sonograms obtained with a 7.5-MHz linear trans-
ducer in the subareolar region. The straight arrows
show a dilated tubular structure. The curved arrow indicates
an intraluminal solid mass.

4. Overlay Label - an overlay label used to pinpoint the location
of the ROI, e.g. numbers, letters, words, abbreviations.

Location of the calf veins. Transverse US image just
above ankle demonstrates the paired posterior tibial veins (V)
and posterior tibial artery (A) imaged from a posteromedial ap-
proach. Note there is inadequate venous flow velocity to visualize
with color Doppler without flow augmentation.

Table 1: Image Markers divided into four categories, followed by
a sample image caption! in which Image Markers are marked in bold,
Image Marker Referents are underlined.

delineated and annotated image dataset.

2 Problem Definition

The goal of this research is to locate visually salient
image region characteristics in the text surrounding
scientific images that could be used to facilitate the
delineation of the image object boundaries. This
task could be broken down into two related subtasks
- 1) locating and classifying textual clues for visu-
ally salient ROI features (Image Markers), and 2) lo-
cating the corresponding ROI text mentions (Image
Marker Referents). Table 1 gives a classification of
Image Markers including examples of Image Mark-
ers and Image Marker Referents. Figure 1 shows the
frequency of Image Marker occurrences.

'"The captions were extracted from Radiology and Ra-
diographics © Radiological Society of North America and
Oceanus (©) Woods Hole Oceanographic Institution.
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3 Related Work

Cohen et al (2003) attempt to identify what they
refer to as “image pointers” within captions in
biomedical publications. The image pointers of in-
terest are, for example, image panel labels, or letters
and abbreviations used as an overlay within the im-
age, similar to the Overlay Labels described in Table
1. They developed a set of hand-crafted rules, and a
learning method involving Boosted Wrapper Induc-
tion on a dataset consisting of biomedical articles
related to fluorescence microscope images.

Deschacht and Moens (2007) analyze text sur-
rounding images in news articles trying to identify
persons and objects in the text that appear in the
corresponding image. They start by extracting per-
sons’ names and visual objects using Named Entity
Recognition (NER) tools. Next, they measure the
“salience” of the extracted named entities within the
text with the assumption that more salient named en-
tities in the text will also be present in the accompa-
nying image.

Davis et al (2003) develop a NER tool to iden-
tify references to a single art object (for example a
specific building within an image) in text related to
art images for the purpose of automatic cataloging
of images. They take a semi-supervised approach to
locating the named entities of interest by first provid-
ing an authoritative list of art objects of interest and
then seeking to match variants of the seed named en-
tities in related text.

4 Experimental Methods and Results
4.1 Dataset

The chosen date-
Set Contalns more Image Marker Distributions
than 60,000 images 800 704

together with their as-
sociated captions from
three online life and
earth sciences jour-
nals'. 400 randomly
selected image cap-
tions were manually
annotated by a single
annotator with their
Image Markers and Image Marker Referents and
used for testing and for cross-validation respectively

N
o
]

323

150

I
I

Location Color Overlay Label

Number of
occurrences

Figure 1: Distribution of Image
Marker types across 400 annotated
image captions.



in the two methods described below.

4.2 Rule Based Approach

First, we developed a two-stage rule-based, boot-
strapping algorithm for locating the image markers
and their coreferents from unannotated data. The al-
gorithm is based on the observation that textual im-
age markers commonly appear in parentheses and
are usually closely related semantic concepts. Thus
the seed for the algorithm consists of:

1. The predominant syntactic pattern - parenthe-
ses, as in ‘hooking of the soft palate (arrow)’. This
pattern could easily be captured by a regular expres-
sion and doesn’t require sentence parsing.

2. A dozen seed phrases (e.g ‘left’, ‘circle’, ‘as-
terisk’, ‘blue’) identified by initially annotating a
small subset of the data (20 captions). Wordnet was
used to look up and prepare a list of their corre-
sponding inherited hypernyms. This hypernym list
contains concepts such as ‘a spatially limited lo-
cation’, ‘a two-dimensional shape’, ‘a written or
printed symbol’, ‘a visual attribute of things that
results from the light they emit or transmit or re-
flect’. Best results were achieved when inherited hy-
pernyms up to the third parent were used.

In the first stage of the algorithm, all image cap-
tions were searched for parenthesized expressions
that share the seed hypernyms. This step of the al-
gorithm will result in high precision, but a low re-
call since image markers do not necessarily appear
in parentheses. To increase recall, in stage 2 a full
text search was performed for the stemmed versions
of the expressions identified in stage 1.

A baseline measure was also computed for the
identification of the Image Marker Referents using a
simple heuristic - the coreferent of the Image Marker
is usually the closest Noun Phrase (NP). In the case
of parenthesized image markers, it is the closest NP
to the left of the image marker; in the case of non-
parenthesized image markers, the referent is usually
the complement of the verb; and in the case of pas-
sive voice, the NP preceding the verb phrase. The
Stanford parser was used to parse the sentences.

Table 2 summarizes the results validated against
the annotated dataset (excluding the 20 captions
used to identify the seed phrases). It appears that the
relatively low accuracy for Image Marker Referent
identification was mostly due to parsing errors since
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Precision  Recall  Fl-score
Image Marker 87.70 68.10 76.66
Image Marker Referent | Accuracy  59.10

Table 2: Rule-based approach results for Image Marker and Im-
age Marker Referent identification. Image Marker Referent results are
reported as accuracy because the algorithm involves locating an Image
Marker Referent for each Image Marker. Referent identification accu-
racy was computed for all annotated Image Markers.

Kind ks ... ko o kys
Orth 05 ... 09 L. 045
Stem S_5 ... S0 ... S45
Hypernym hs ... hg .. hys
Dep Path ds ... do ... dis
Category [co]

Table 3: Features from a surrounding token window are used to
classify the current token into category [co]. Best results were achieved
with a five-token window.

the syntactic structure of the image caption texts is
quite distinct from the Penn Treebank dataset used
for training the Stanford parser.

4.3 Support Vector Machines

Next we explored the possibility of improving the
rule-based method results by applying a machine
learning technique on the set of annotated data. Sup-
port Vector Machines (SVM) (Vapnik, 2000) was
the approach taken because it is a state-of-the-art
classification approach proven to perform well on
many NLP tasks.

In our approach, each sentence was tokenized,
and tokens were classified as Beginning, Inside, or
Outside an Image Marker type or Image Marker Ref-
erent. Image Marker Referents are not related to Im-
age Markers and creating a classifier trained on this
task is planned as future work. SVM classifiers were
trained for each of these categories, and combined
via ‘one-vs-all’ classification (the category of the
classifier with the largest output was selected). Fea-
tures of the surrounding context are used as shown
in Table 3 and Table 4.

Table 5 summarizes the results of a 10-fold cross-
validation. SVM performed well overall for iden-
tifying Image Markers, Location being the hardest
because of higher variability of expressing ROI posi-
tion. Image Marker Referents are harder to classify,



Token Kind The general type of the sentence to-
ken (Word, Number, Symbol, Punctuation,

White space).

Orthography Orthographic categorization of the token
(Upper initial, All capitals, Lower case,
Mixed case).

Stem The stem of the token, extracted with the
Porter stemmer.

Wordnet  Super- | Wordnet hypernyms (nouns, verbs); the hy-

class pernym of the derivationally related form
(adjectives); the superclass of the pertanym
(adverbs).

POS Category POS categories extracted using Brill’s tag-
ger.

Dependency The smallest sentence parse subtree includ-

Path* ing both the current token and the anno-
tated image marker(s), encoded as an undi-
rected path across POS categories.

Table 4: Orthographic, semantic, and grammatical classification

features computed for each token (*Dependency Path is used only for
classifying Image Marker Referents).

as deeper syntactic knowledge is necessary. Idiosyn-
cratic syntactic structures in image captions pose
a problem for the general-purpose trained Stanford
parser and performance is hindered by the accuracy
of computing Dependency Path feature.

5 Conclusion and Future Work

We explored the feasibility of determining the con-
tent of ROIs in images from scientific publications
using image captions. We developed a two-stage
rule-based approach that utilizes WordNet to find
ROI pointers (Image Markers) and their referents.
We also explored a supervised machine learning ap-
proach. Both approaches are promising. The rule-
based approach seeded with a small manually an-
notated set resulted in 78.7% precision and 68.1%
recall for Image Markers recognition. The SVM ap-
proach (which requires a greater annotation effort)
outperformed the rule based approach (p=93.6%,
r=87.7%). Future plans include training SVMs on
the results of the rule-based annotation. Further
work is also needed in improving Image Marker
Referent identification and co-reference resolution.
We also plan to involve two annotators in order
to collect a more robust dataset based on inter-
annotator agreement.
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Precision  Recall  Fl-score
Location 60.93 45.15 51.86
Color 100.00 51.32 67.82
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Abstract

In this paper, we present The gEoSpatial
Language Annotator (TESLA)—a tool which
supports human annotation of geospatial lan-
guage corpora. TESLA interfaces with a GIS
database for annotating grounded geospatial
entities and uses Google Earth for visualiza-
tion of both entity search results and evolving
object and speaker position from GPS tracks.
We also discuss a current annotation effort us-
ing TESLA to annotate location descriptions
in a geospatial language corpus.

1 Introduction

We are interested in geospatial language under-
standing— the understanding of natural language
(NL) descriptions of spatial locations, orientation,
movement and paths that are grounded in the real
world. Such algorithms would enable a number of
applications, including automated geotagging of text
and speech, robots that can follow human route in-
structions, and NL-description based localization.
To aide development of training and testing cor-
pora for this area, we have built The gEoSpa-
tial Language Annotator (TESLA)—a tool which
supports the visualization and hand-annotation of
both text and speech-based geospatial language cor-
pora. TESLA can be used to create a gold-standard
for training and testing geospatial language under-
standing algorithms by allowing the user to anno-
tate geospatial references with object (e.g., streets,
businesses, and parks) and latitude and longitude
(lat/lon) coordinates. An integrated search capa-
bility to a GIS database with results presented in
Google Earth allow the human annotator to eas-
ily annotate geospatial references with ground truth.
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Lead Car

Driver GPS  Passenger
receiver (with mic)

Follow Car

Driver GPS
(with mic)

receiver

Figure 1: A session in the PURSUIT Corpus

Furthermore, TESLA supports the playback of GPS
tracks of multiple objects for corpora associated
with synchronized speaker or object movement, al-
lowing the annotator to take this positional context
into account. TESLA is currently being used to an-
notate a corpus of first-person, spoken path descrip-
tions of car routes.

In this paper, we first briefly describe the corpus
that we are annotating, which provides a grounded
example of using TESLA. We then discuss the
TESLA annotation tool and its use in annotating that
corpus. Finally, we describe related work and our
plans for future work.

2 The PURSUIT Corpus

The PURSUIT Corpus (Blaylock and Allen, 2008)
is a collection of speech data in which subjects de-
scribe their path in real time (i.e., while they are trav-
eling it) and a GPS receiver simultaneously records
the actual paths taken. (These GPS tracks of the
actual path can aide the annotator in determining
what geospatial entities and events were meant by
the speaker’s description.)

Figure 1 shows an example of the experimental
setup for the corpus collection. Each session con-
sisted of a lead car and a follow car. The driver of the
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Figure 2: The TESLA annotation and visualization windows

lead car was instructed to drive wherever he wanted
for an approximate amount of time (around 15 min-
utes). The driver of the follow car was instructed to
follow the lead car. One person in the lead car (usu-
ally a passenger) and one person in the follow car
(usually the driver) were given close-speaking head-
set microphones and instructed to describe, during
the ride, where the lead car was going, as if they
were speaking to someone in a remote location who
was trying to follow the car on a map. The speak-
ers were also instructed to try to be verbose, and
that they did not need to restrict themselves to street
names—they could use businesses, landmarks, or
whatever was natural. Both speakers’ speech was
recorded during the session. In addition, a GPS re-
ceiver was placed in each car and the GPS track was
recorded at a high sampling rate. The corpus con-
sists of 13 audio recordings' of seven paths along
with the corresponding GPS tracks. The average
session length was 19 minutes.

3 TESLA

TESLA is an extensible tool for geospatial language
annotation and visualization. It is built on the NXT
Toolkit (Carletta et al., 2003) and data model (Car-
letta et al., 2005) and uses Google Earth for visu-
alization. It supports geospatial entity search using
the TerraFly GIS database (Rishe et al., 2005). Cur-
rently, TESLA supports annotation of geospatial lo-
cation referring expressions, but is designed to be
easily extended to other annotation tasks for geospa-

'In one session, there was no speaker in the lead car.
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tial language corpora. (Our plans for extensions are
described in Section 6.)

Figure 2 shows a screenshot of the main view
in the TESLA annotator, showing a session of the
PURSUIT Corpus. In the top-left corner is a wid-
get with playback controls for the session. This pro-
vides synchronized playback of the speech and GPS
tracks. When the session is playing, audio from a
single speaker (lead or follow) is played back, and
the blue car icon in the Google Earth window on the
right moves in synchronized fashion. Although this
Google Earth playback is somewhat analogous to a
video of the movement, Google Earth remains us-
able and the user can move the display or zoom in
and out as desired. If location annotations have pre-
viously been made, these pop up at the given lat/lon
as they are mentioned in the audio, allowing the an-
notator to verify that the location has been correctly
annotated. In the center, on the left-hand side is a
display of the audio transcription, which also moves
in sync with the audio and Google Earth visualiza-
tion. The user creates an annotation by highlighting
a group of words, and choosing the appropriate type
of annotation. The currently selected annotation ap-
pears to the right where the corresponding geospatial
entity information (e.g., name, address, lat/lon) can
be entered by hand, or by searching for the entity in
a GIS database.

3.1 GIS Search and Visualization

In addition to allowing information on annotated
geospatial entities to be entered by hand, TESLA
also supports search with a GIS database. Cur-
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Figure 3: Search results display in TESLA

rently, TESLA supports search queries to the Ter-
raFly database (Rishe et al., 2005), although other
databases could be easily added. TerraFly contains
a large aggregation of GIS data from major distrib-
utors including NavTeq and Tiger streets and roads,
12 million U.S. Businesses through Yellow Pages,
and other various freely available geospatial data.
It supports keyword searches on database fields as
well as radius-bounded searches from a given point.
TESLA, by default, uses the position of the GPS
track of the car at the time of the utterance as the
center for search queries, although any point can be
chosen.

Search results are shown to the user in Google
Earth as illustrated in Figure 3. This figure shows
the result of searching for intersections with the key-
word “Romana”. The annotator can then select one
of the search results, which will automatically pop-
ulate the geospatial entity information for that an-
notation. Such visualization is important in geospa-
tial language annotation, as it allows the annotator
to verify that the correct entity is chosen.

4 Annotation of the PURSUIT Corpus

To illustrate the use of TESLA, we briefly describe
our current annotation efforts on the PURSUIT Cor-
pus. We are currently involved in annotating refer-
ring expressions to locations in the corpus, although
later work will involve annotating movement and
orientation descriptions as well.

Location references can occur in a number of syn-
tactic forms, including proper nouns (Waffle House),
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definite (the street) and indefinite (a park) refer-
ences, and often, complex noun phrases (one of the
historic churches of Pensacola). Regardless of its
syntactic form, we annotate all references to loca-
tions in the corpus that correspond to types found
in our GIS database. References to such things as
fields, parking lots, and fire hydrants are not anno-
tated, as our database does not contain these types
of entities. (Although, with access to certain local
government resources or advanced computer vision
systems, these references could be resolved as well.)
In PURSUIT, we markup the entire noun phrase (as
opposed to e.g., the head word) and annotate that
grouping.

Rather than annotate a location reference with just
latitude and longitude coordinates, we annotate it
with the geospatial entity being referred to, such
as a street or a business. The reasons for this are
twofold: first, lat/lon coordinates are real numbers,
and it would be difficult to guarantee that each ref-
erence to the same entity was marked with the same
coordinates (e.g., to identify coreference). Secondly,
targeting the entity allows us to include more infor-
mation about that entity (as detailed below).

In the corpus, we have found four types of en-
tities that are references, which are also in our
database: streets, intersections, addresses (e.g., 127
Main Street), and other points (a catch-all category
containing other point-like entities such as busi-
nesses, parks, bridges, etc.)

An annotation example is shown in Figure 4,
in which the utterance contains references to two



type: intersection
streets: S Alcaniz ST; E Gregory 5T
lat_lon: (30.410,-87.211)

|

on'the corner of Alcaniz and |East Gregory Street:...

type: street

name: E Gregory ST
lat_lond: (30.418,-87.195)
lat_lon2: (30.410,-87.211)

type: street

name: 5 Alcaniz 5T
lat_lonl: (30.408,-87.209)
lat_lon2: (30.410,-87.211)

Figure 4: Sample annotations of referring expressions to
geospatial locations

streets and an intersection. Here the intersection re-
ferring expression spans two referring expressions to
streets, and each is annotated with a canonical name
as well as lat/lon coordinates. Note also that our
annotation schema allows us to annotate embedded
references (here the streets within the intersection).

5 Related Work

The SpatialML module for the Callisto annotator
(Mani et al., 2008) was designed for human anno-
tation of geospatial locations with ground truth by
looking up targets in a gazetteer. It does not, how-
ever, have a geographic visualization components
such as Google Earth and does not support GPS
track playback.

The TAME annotator (Leidner, 2004) is a simi-
lar tool, supporting hand annotation of toponym ref-
erences by gazetteer lookup. It too does not, as
far as we are aware, have a visualization compo-
nent nor GPS track information, likely because the
level of geospatial entities being looked at were at
the city/state/country level. The PURSUIT Corpus
mostly contains references to geospatial entities at
a sub-city level, which may introduce more uncer-
tainty as to the intended referent.

6 Conclusion and Future Work

In this paper, we have presented TESLA—a gen-
eral human annotation tool for geospatial language.
TESLA uses a GIS database, GPS tracks, and
Google Earth to allow a user to annotate refer-
ences to geospatial entities. We also discussed how
TESLA is being used to annotate a corpus of spoken
path descriptions.

Though currently we are only annotating PUR-
SUIT with location references, future plans in-
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clude extending TESLA to support the annotation
of movement, orientation, and path descriptions. We
also plan to use this corpus as test and training data
for algorithms to automatically annotate such infor-
mation.

Finally, the path descriptions in the PURSUIT
Corpus were all done from a first-person, ground-
level perspective. As TESLA allows us to replay the
actual routes from GPS tracks within Google Earth,
we believe we could use this tool to gather more spo-
ken descriptions of the paths from an aerial perspec-
tive from different subjects. This would give us sev-
eral more versions of descriptions of the same path
and allow the comparison of descriptions from the
two different perspectives.
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Abstract

Automatically detecting dialogue structure
within corpora of human-human dialogue is
the subject of increasing attention. In the do-
main of tutorial dialogue, automatic discovery
of dialogue structure is of particular interest
because these structures inherently represent
tutorial strategies or modes, the study of
which is key to the design of intelligent tutor-
ing systems that communicate with learners
through natural language. We propose a
methodology in which a corpus of human-
human tutorial dialogue is first manually an-
notated with dialogue acts. Dependent adja-
cency pairs of these acts are then identified
through * analysis, and hidden Markov mod-
eling is applied to the observed sequences to
induce a descriptive model of the dialogue
structure.

1 Introduction

Automatically learning dialogue structure from
corpora is an active area of research driven by a
recognition of the value offered by data-driven ap-
proaches (e.g., Bangalore et al., 2006). Dialogue
structure information is of particular importance
when the interaction is centered around a learning
task, such as in natural language tutoring, because
techniques that support empirical identification of
dialogue strategies can inform not only the design
of intelligent tutoring systems (Forbes-Riley et al.,
2007), but also contribute to our understanding of
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the cognitive and affective processes involved in
learning through tutoring (VanLehn et al., 2007).

Although traditional top-down approaches (e.g.,
Cade et al., 2008) and some empirical work on
analyzing the structure of tutorial dialogue
(Forbes-Riley et al., 2007) have yielded significant
results, the field is limited by the lack of an auto-
matic, data-driven approach to identifying dialogue
structure. An empirical approach to identifying
tutorial dialogue strategies, or modes, could ad-
dress this limitation by providing a mechanism for
describing in succinct probabilistic terms the tuto-
rial strategies that actually occur in a corpus.

Just as early work on dialogue act interpretation
utilized hidden Markov models (HMMs) to capture
linguistic structure (Stolcke ef al., 2000), we pro-
pose a system that uses HMMs to capture the
structure of tutorial dialogue implicit within se-
quences of already-tagged dialogue acts. This ap-
proach operates on the premise that at any given
point in the tutorial dialogue, the collaborative in-
teraction is in a dialogue mode that characterizes
the nature of the exchanges between tutor and stu-
dent. In our model, a dialogue mode is defined by
a probability distribution over the observed sym-
bols (e.g., dialogue acts and adjacency pairs).

Our previous work has noted some limitations
of first-order HMMs as applied to sequences of
individual dialogue acts (Boyer et al., in press).
Chief among these is that HMMs allow arbitrarily
frequent transitions between hidden states, which
does not conform well to human intuition about
how tutoring strategies are applied. Training an
HMM on a sequence of adjacency pairs rather than
individual dialogue acts is one way to generate a
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more descriptive model without increasing model
complexity more than is required to accommodate
the expanded set of observation symbols. To this
end, we apply the approach of Midgley et al
(2006) for empirically identifying significant adja-
cency pairs within dialogue, and proceed by treat-
ing adjacency pairs as atomic units for the
purposes of training the HMM.

2 Corpus Analysis

This analysis uses a corpus of human-human tuto-
rial dialogue collected in the domain of introduc-
tory computer science. Forty-three learners
interacted remotely with a tutor through a key-
board-to-keyboard remote learning environment
yielding 4,864 dialogue moves.

The tutoring corpus was manually tagged with
dialogue acts designed to capture the salient char-
acteristics of the tutoring process (Table 1).

Tag Act Example

Q Question Where should |
declare i?

EQ Evaluation Question How does that look?

S Statement You need a
closing brace.

G Grounding Ok.

EX  Extra-Domain You may use
your book.

PF  Positive Feedback Yes, that’s right.

LF Lukewarm Feedback Sort of.

NF Negative Feedback No, that’s not right.
Table 1. Dialogue Act Tags

The correspondence between utterances and dia-
logue act tags is one-to-one. Compound utterances
(i.e., a single utterance comprising more than one
dialogue act) were split by the primary annotator
prior to the inter-rater reliability study.'

The importance of adjacency pairs is well-
established in natural language dialogue (e.g.,
Schlegoff & Sacks, 1973), and adjacency pair
analysis has illuminated important phenomena in
tutoring as well (Forbes-Riley et al., 2007). For
the current corpus, bigram analysis of dialogue acts
yielded a set of commonly-occurring pairs. How-
ever, as noted in (Midgley ef al., 2006), in order to

! Details of the study procedure used to collect the corpus, as
well as Kappa statistics for inter-rater reliability, are reported
in (Boyer et al., 2008).
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establish that two dialogue acts are truly related as
an adjacency pair, it is important to determine
whether the presence of the first member of the
pair is associated with a significantly higher prob-
ability of the second member occurring. For this
analysis we utilize a y” test for independence of the
categorical variables act; and act;+; for all two-way
combinations of dialogue act tags. Only pairs in
which speaker(act;)#speaker(act;+;) were consid-
ered. Other dialogue acts were treated as atomic
elements in subsequent analysis, as discussed in
Section 3. Table 2 displays a list of the dependent
pairs sorted by descending (unadjusted) statistical
significance; the subscript indicates tutor (t) or stu-
dent (s).

P(acts1]  P(actis1] o

act; acti+y act;) Tact) val  p-val
EQs PF; 0.48 0.07 654 <0.0001
Gs Gt 0.27 0.03 380 <0.0001
EXs EXi 0.34 0.03 378 <0.0001
EQ PFs 0.18 0.01 322  <0.0001
EQ Ss 0.24 0.03 289 <0.0001
EQs LF: 0.13 0.01 265 <0.0001
Qt Ss 0.65 0.04 235 <0.0001
EQ LFs 0.07 0.00 219  <0.0001
Qs St 0.82 0.38 210 <0.0001
EQs NF; 0.08 0.01 207 <0.0001
EXt EXs 0.19 0.02 177  <0.0001
NFs Gt 0.29 0.03 172 <0.0001
EQ NFs 0.1 0.01 133  <0.0001
Ss Gt 0.16 0.03 95 <0.0001
Ss PF: 0.30 0.10 90 <0.0001
St Gs 0.07 0.04 36 <0.0001
PFs Gt 0.14 0.04 34 <0.0001
LFs Gt 0.22 0.04 30 <0.0001
St EQs 0.1 0.07 29 <0.0001
Gt EXs 0.07 0.03 14 0.002
St Qs 0.07 0.05 14 0.0002
Gt Gs 0.10 0.05 9 0.0027
EQ; EQs 0.13 0.08 8 0.0042

Table 2. Dependent Adjacency Pairs
3 HMM on Adjacency Pair Sequences

The keyboard-to-keyboard tutorial interaction re-
sulted in a sequence of utterances that were anno-
tated with dialogue acts. We have hypothesized
that a higher-level dialogue structure, namely the
tutorial dialogue mode, overlays the observed dia-
logue acts. To build an HMM model of this struc-



ture we treat dialogue mode as a hidden variable
and train a hidden Markov model to induce the
dialogue modes and their associated dialogue act
emission probability distributions.

An adjacency pair joining algorithm (Figure 1)
was applied to each sequence of dialogue acts.
This algorithm joins pairs of dialogue acts into
atomic units according to a priority determined by
the strength of the adjacency pair dependency.

Sort adjacency pair list L by descending statistical
significance
For each adjacency pair (acty, acty) in L
For each dialogue act sequence (a1, ay, ..., an)
in the corpus
Replace all pairs (ai=act1, ai+-1=actz) with a
new single act (actsacty)

Figure 1. Adjacency Pair Joining Algorithm

Figure 2 illustrates the application of the adja-
cency pair joining algorithm on a sequence of dia-
logue acts. Any dialogue acts that were not
grouped into adjacency pairs at the completion of
the algorithm are treated as atomic units in the
HMM analysis.

Original Dialogue Act Sequence:

Qs- St- LFi-St-St-Gs-EQs-LFi-St-St-Qs - St
After Adjacency Pair Joining Algorithm:

QsSt - LFt - St - StGs - EQsLFt - St - St - QsSt

Figure 2. DA Sequence Before/After Joining

The final set of observed symbols consists of 39
tags: 23 adjacency pairs (Table 2) plus all individ-
ual dialogue acts augmented with a tag for the
speaker (Table 1).

It was desirable to learn n, the best number of
hidden states, during modeling rather than specify-
ing this value a priori. To this end, we trained and
ten-fold cross-validated seven models (each featur-
ing randomly-initialized parameters) for each
number of hidden states n from 2 to 15, inclusive.?
The average log-likelihood was computed across
all seven models for each n, and this average log-

2 n=15 was chosen as an initial maximum number of states
because it comfortably exceeded our hypothesized range of 3
to 7 (informed by the tutoring literature). The Akaike Infor-
mation Criterion measure steadily worsened above n = 5, con-
firming no need to train models with n > 15.
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likelihood [/, was used to compute the Akaike In-
formation Criterion, a maximum-penalized likeli-
hood estimator that penalizes more complex
models (Scott, 2002). The best fit was obtained
with n=4 (Figure 3). The transition probability
distribution among hidden states is depicted in
Figure 4, with the size of the nodes indicating rela-
tive frequency of each hidden state; specifically,
State 0 accounts for 63% of the corpus, States 1
and 3 account for approximately 15% each, and
State 2 accounts for 7%.

S 0.64 |
PF, e State 0:
EQsPF;| 0.06 Tutor Lecture

State 1:
Tutor Evaluation

0.27

EXEX;
EXt State 2:
Extra-Domain
EXs & Grounding
EXEXq
G
QS
SsPF, State 3:
EQ¢PF; Student Questions
& Reflection

Gy
EQs

Figure 3. Dialogue Act Emission Probability
Distribution by Dialogue Mode®

4 Discussion and Future Work

This exploratory application of hidden Markov
models involves training an HMM on a mixed in-
put sequence consisting of both individual dialogue
acts and adjacency pairs. The best-fit HMM con-
sists of four hidden states whose emission symbol
probability distributions lend themselves to inter-
pretation as tutorial dialogue modes. For example,
State 0 consists primarily of tutor statements and
positive feedback, two of the most common dia-
logue acts in our corpus. The transition probabili-



0.835
0.740
0.105
0.164 0.596 0.216
0.77 3
0.288
0.095 0.113

Figure 4. Transition Probability Distribution®

ties also reveal that State 0 is highly stable; a self-
transition is most likely with probability 0.835.
State 3 is an interactive state featuring student re-
flection in the form of questions, statements, and
requests for feedback. The transition probabilities
show that nearly 60% of the time the dialogue
transitions from State 3 to State 0; this may indi-
cate that after establishing what the student does or
does not know in State 3, the tutoring switches to a
less collaborative “teaching” mode represented by
State 0.

Future evaluation of the HMM presented here
will include comparison with other types of
graphical models. Another important step is to
correlate the dialogue profile of each tutoring ses-
sion, as revealed by the HMM, to learning and af-
fective outcomes of the tutoring session. This type
of inquiry can lead directly to design recommenda-
tions for tutorial dialogue systems that aim to
maximize particular learner outcomes. In addition,
leveraging knowledge of the task state as well as
surface-level utterance content below the dialogue
act level are promising directions for refining the
descriptive and predictive power of these models.
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Abstract

We investigate natural language understand-
ing of partial speech recognition results to
equip a dialogue system with incremental lan-
guage processing capabilities for more realis-
tic human-computer conversations. We show
that relatively high accuracy can be achieved
in understanding of spontaneous utterances
before utterances are completed.

1 Introduction

Most spoken dialogue systems wait until the user
stops speaking before trying to understand and re-
act to what the user is saying. In particular, in a
typical dialogue system pipeline, it is only once the
user’s spoken utterance is complete that the results
of automatic speech recognition (ASR) are sent on
to natural language understanding (NLU) and dia-
logue management, which then triggers generation
and synthesis of the next system prompt. While
this style of interaction is adequate for some appli-
cations, it enforces a rigid pacing that can be un-
natural and inefficient for mixed-initiative dialogue.
To achieve more flexible turn-taking with human
users, for whom turn-taking and feedback at the sub-
utterance level is natural and common, the system
needs to engage in incremental processing, in which
interpretation components are activated, and in some
cases decisions are made, before the user utterance
is complete.

There is a growing body of work on incremen-
tal processing in dialogue systems. Some of this
work has demonstrated overall improvements in sys-
tem responsiveness and user satisfaction; e.g. (Aist
et al., 2007; Skantze and Schlangen, 2009). Several
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research groups, inspired by psycholinguistic mod-
els of human processing, have also been exploring
technical frameworks that allow diverse contextual
information to be brought to bear during incremen-
tal processing; e.g. (Kruijff et al., 2007; Aist et al.,
2007).

While this work often assumes or suggests it is
possible for systems to understand partial user ut-
terances, this premise has generally not been given
detailed quantitative study. The contribution of this
paper is to demonstrate and explore quantitatively
the extent to which one specific dialogue system can
anticipate what an utterance means, on the basis of
partial ASR results, before the utterance is complete.

2 NLU for spontaneous spoken utterances
in a dialogue system

For this initial effort, we chose to look at incremental
processing of natural language understanding in the
SASO-EN system (Traum et al., 2008), a complex
spoken dialog system for which we have a corpus
of user data that includes recorded speech files that
have been transcribed and annotated with a semantic
representation. The domain of this system is a nego-
tiation scenario involving the location of a medical
clinic in a foreign country. The system is intended as
a negotiation training tool, where users learn about
negotiation tactics in the context of the culture and
social norms of a particular community.

2.1 The natural language understanding task

The NLU module must take the output of ASR as
input, and produce domain-specific semantic frames
as output. These frames are intended to capture
much of the meaning of the utterance, although a

Proceedings of NAACL HLT 2009: Short Papers, pages 53-56,
Boulder, Colorado, June 2009. (©)2009 Association for Computational Linguistics



dialogue manager further enriches the frame rep-
resentations with pragmatic information (Traum,
2003). NLU output frames are attribute-value ma-
trices, where the attributes and values are linked to a
domain-specific ontology and task model.

Complicating the NLU task of is the relatively
high word error rate (0.54) in ASR of user speech
input, given conversational speech in a complex do-
main and an untrained broad user population.

The following example, where the user attempts
to address complaints about lack of power in the pro-
posed location for the clinic, illustrates an utterance-
frame pair.

e Utterance (speech): we are prepared to give
you guys generators for electricity downtown

e ASR (NLU input): we up apparently give you
guys generators for a letter city don town

e Frame (NLU output):
<s>.mood declarative
<s>.sem.agent kirk
<s>.sem.event deliver
<s>.sem.modal.possibility can
<s>.sem.speechact.type offer
<s>.sem.theme power—-generator
<s>.sem.type event

The original NLU component for this system was
described in (Leuski and Traum, 2008). For the pur-
poses of this experiment, we have developed a new
NLU module and tested on several different data
sets as described in the next section. Our approach
is to use maximum entropy models (Berger et al.,
1996) to learn a suitable mapping from features de-
rived from the words in the ASR output to semantic
frames. Given a set of examples of semantic frames
with corresponding ASR output, a classifier should
learn, for example, that when “generators” appears
in the output of ASR, the value power-generators is
likely to be present in the output frame. The specific
features used by the classifier are: each word in the
input string (bag-of-words representation of the in-
put), each bigram (consecutive words), each pair of
any two words in the input, and the number of words
in the input string.
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Figure 1: Length of utterances in the development set.

2.2 Data

Our corpus consists of 4,500 user utterances spread
across a number of different dialogue sessions. Ut-
terances that were out-of-domain (13.7% of the cor-
pus) were assigned a “garbage” frame, with no se-
mantic content. Approximately 10% of the utter-
ances were set aside for final testing, and another
10% was designated the development corpus for the
NLU module. The development and test sets were
chosen so that all the utterances in a session were
kept in the same set, but sessions were chosen at ran-
dom for inclusion in the development and test sets.
The training set contains 136 distinct frames,
each of which is composed of several attribute-value
pairs, called frame elements. Figure 1 shows the ut-
terance length distribution in the development set.

2.3 NLU results on complete ASR output

To evaluate NLU results, we look at precision, re-
call and f-score of frame elements. When the NLU
module is trained on complete ASR utterances in
the training set, and tested on complete ASR utter-
ances in the development set, f-score of frame ele-
ments is 0.76, with precision at 0.78 and recall at
0.74. To gain insight on what the upperbound on
the accuracy of the NLU module might be, we also
trained the classifier using features extracted from
gold-standard manual transcription (instead of ASR
output), and tested the accuracy of analyses of gold-
standard transcriptions (which would not be avail-
able at run-time in the dialogue system). Under
these ideal conditions, NLU f-score is 0.87. Training
on gold-standard transcriptions and testing on ASR
output produces results with a lower f-score, 0.74.



3 NLU on partial ASR results

Roughly half of the utterances in our training data
contain six words or more, and the average utter-
ance length is 5.9 words. Since the ASR module is
capable of sending partial results to the NLU mod-
ule even before the user has finished an utterance, in
principle the dialogue system can start understand-
ing and even responding to user input as soon as
enough words have been uttered to give the system
some indication of what the user means, or even
what the user will have said once the utterance is
completed. To measure the extent to which our NLU
module can predict the frame for an input utterance
when it sees only a partial ASR result with the first
n words, we examine two aspects of NLU with par-
tial ASR results. The first is correctness of the NLU
output with partial ASR results of varying lengths, if
we take the gold-standard manual annotation for the
entire utterance as the correct frame for any of the
partial ASR results for that utterance. The second is
stability: how similar the NLU output with partial
ASR results of varying lengths is to what the NLU
result would have been for the entire utterance.

3.1 Training the NLU module for analysis of
partial ASR results

The simplest way to perform NLU of partial ASR re-
sults is simply to process the partial utterances using
the NLU module trained on complete ASR output.
However, better results may be obtained by train-
ing separate NLU models for analysis of partial ut-
terances of different lengths. To train these sepa-
rate NLU models, we first ran the audio of the utter-
ances in the training data through our ASR module,
recording all partial results for each utterance. Then,
to train a model to analyze partial utterances con-
taining n words, we used only partial utterances in
the training set containing n words (unless the entire
utterance contained less than n words, in which case
we simply used the complete utterance). In some
cases, multiple partial ASR results for a single utter-
ance contained the same number of words, and we
used the last partial result with the appropriate num-
ber of words '. We trained separate NLU models for

At run-time, this can be closely approximated by taking

the partial utterance immediately preceding the first partial ut-
terance of length n + 1.
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Figure 2: Correctness for three NLU models on partial
ASR results up to n words.

n varying from one to ten.

3.2 Results

Figure 2 shows the f-score for frames obtained by
processing partial ASR results up to length n using
three NLU models. The dashed line is our baseline
NLU model, trained on complete utterances only
(model 1). The solid line shows the results obtained
with length-specific NLU models (model 2), and the
dotted line shows results for length-specific models
that also use features that capture dialogue context
(model 3). Models 1 and 2 are described in the previ-
ous sections. The additional features used in model
3 are unigram and bigram word features extracted
from the most recent system utterance.

As seen in Figure 2, there is a clear benefit to
training NLU models specifically tailored for partial
ASR results. Training a model on partial utterances
with four or five words allows for relatively high f-
score of frame elements (0.67 and 0.71, respectively,
compared to 0.58 and 0.66 when the same partial
ASR results are analyzed using model 1). Consider-
ing that half of the utterances are expected to have
more than five words (based on the length of the ut-
terances in the training set), allowing the system to
start processing user input when four or five-word
partial ASR results are available provides interesting
opportunities. Targeting partial results with seven
words or more is less productive, since the time sav-
ings are reduced, and the gain in accuracy is modest.

The context features used in model 3 did not pro-
vide substantial benefits in NLU accuracy. It is pos-
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Figure 3: Stability of NLU results for partial ASR results
up to length n.

sible that other ways of representing context or di-
alogue state may be more effective. This is an area
we are currently investigating.

Finally, figure 3 shows the stability of NLU re-
sults produced by model 2 for partial ASR utter-
ances of varying lengths. This is intended to be an
indication of how much the frame assigned to a par-
tial utterance differs from the ultimate NLU output
for the entire utterance. This ultimate NLU output
is the frame assigned by model 1 for the complete
utterance. Stability is then measured as the F-score
between the output of model 2 for a particular partial
utterance, and the output of model 1 for the corre-
sponding complete utterance. A stability F-score of
1.0 would mean that the frame produced for the par-
tial utterance is identical to the frame produced for
the entire utterance. Lower values indicate that the
frame assigned to a partial utterance is revised sig-
nificantly when the entire input is available. As ex-
pected, the frames produced by model 2 for partial
utterances with at least eight words match closely
the frames produced by model 1 for the complete ut-
terances. Although the frames for partial utterances
of length six are almost as accurate as the frames for
the complete utterances (figure 2), figure 3 indicates
that these frames are still often revised once the en-
tire input utterance is available.

4 Conclusion

We have presented experiments that show that it
is possible to obtain domain-specific semantic rep-
resentations of spontaneous speech utterances with
reasonable accuracy before automatic speech recog-
nition of the utterances is completed. This allows for
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interesting opportunities in dialogue systems, such
as agents that can interrupt the user, or even finish
the user’s sentence. Having an estimate of the cor-
rectness and stability of NLU results obtained with
partial utterances allows the dialogue system to es-
timate how likely its initial interpretation of an user
utterance is to be correct, or at least agree with its
ultimate interpretation. We are currently working on
the extensions to the NLU model that will allow for
the use of different types of context features, and in-
vestigating interesting ways in which agents can take
advantage of early interpretations.
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Abstract

Semi-supervised speaker clustering refers to
the use of our prior knowledge of speakers
in general to assist the unsupervised speaker
clustering process. In the form of an in-
dependent training set, the prior knowledge
helps us learn a speaker-discriminative fea-
ture transformation, a universal speaker prior
model, and a discriminative speaker subspace,
or equivalently a speaker-discriminative dis-
tance metric. The directional scattering pat-
terns of Gaussian mixture model mean su-
pervectors motivate us to perform discrimi-
nant analysis on the unit hypersphere rather
than in the Euclidean space, which leads to
a novel dimensionality reduction technique
called spherical discriminant analysis (SDA).
Our experiment results show that in the
SDA subspace, speaker clustering yields su-
perior performance than that in other reduced-
dimensional subspaces (e.g., PCA and LDA).

1 Introduction

Speaker clustering is a critical part of speaker di-
arization (a.k.a. speaker segmentation and cluster-
ing) (Barras et al., 2006; Tranter and Reynolds,
2006; Wooters and Huijbregts, 2007; Han et al.,
2008). Unlike speaker recognition, where we have
the training data of a set of known speakers and thus
recognition can be done supervised, speaker cluster-
ing is usually performed in a completely unsuper-
vised manner. The output of speaker clustering is the
internal labels relative to a dataset rather than real
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06-2-0001.
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speaker identities. An interesting question is: Can
we do semi-supervised speaker clustering? That is,
can we make use of any available information that
can be helpful to speaker clustering?

Our answer to this question is positive. Here,
semi-supervision refers to the use of our prior
knowledge of speakers in general to assist the un-
supervised speaker clustering process. In the form
of an independent training set, the prior knowledge
helps us learn a speaker-discriminative feature trans-
formation, a universal speaker prior model, and a
discriminative speaker subspace, or equivalently a
speaker-discriminative distance metric.

2 Semi-supervised Speaker Clustering

A general pipeline of speaker clustering consists
of four essential elements, namely feature extrac-
tion, utterance representation, distance metric, and
clustering. We incorporate our prior knowledge
of speakers into the various stages of this pipeline
through an independent training set.

2.1 Feature Extraction

The most popular speech features are spectrum-
based acoustic features such as mel-frequency cep-
stral coefficients (MFCCs) and perceptual linear pre-
dictive (PLP) coefficients. In order to account for
the dynamics of spectrum changes over time, the
basic acoustic features are often supplemented by
their first and second derivatives. We pursue a dif-
ferent avenue in which we augment the basic acous-
tic features of every frame with those of the neigh-
boring frames. Specifically, the acoustic features
of the current frame and those of the K frames
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to the left and K frames to the right are con-
catenated to form a high-dimensional feature vec-
tor. In the context-expanded feature vector space, we
learn a speaker-discriminative feature transforma-
tion by linear discriminant analysis (LDA) based on
the known speaker labels of the independent training
set. The resulting low-dimensional feature subspace
is expected to provide optimal speaker separability.

2.2 Utterance Representation

Deviating from the mainstream “bag of acoustic fea-
tures” representation where the extracted acoustic
features are represented by a statistical model such
as a Gaussian mixture model (GMM), we adopt the
GMM mean supervector representation which has
emerged in the speaker recognition area (Campbell
et al., 2006). Such representation is obtained by
maximum a posteriori (MAP) adapting a universal
background model (UBM), which has been finely
trained with all the data in the training set, to a
particular utterance. The component means of the
adapted GMM are stacked to form a column vector
conventionally called a GMM mean supervector. In
this way, we are allowed to represent an utterance
as a point in a high-dimensional space where tra-
ditional distance metrics and clustering techniques
can be naturally applied. The UBM, which can be
deemed as a universal speaker prior model inferred
from the independent training set, imposes generic
speaker constraints to the GMM mean supervector
space.

2.3 Distance Metric

In the GMM mean supervector space, a naturally
arising distance metric is the Euclidean distance
metric. However, it is observed that the supervec-
tors show strong directional scattering patterns. The
directions of the data points seem to be more indica-
tive than their magnitudes. This observation moti-
vates us to favor the cosine distance metric over the
Euclidean distance metric for speaker clustering.
Although the cosine distance metric can be used
in the GMM mean supervector space, it is optimal
only if the data points are uniformly spread in all di-
rections in the entire space. In a high-dimensional
space, most often the data lies in or near a low-
dimensional manifold or subspace. It is advanta-
geous to learn an optimal distance metric from the
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data directly.

The general cosine distance between two data
points x and y can be defined and manipulated as
follows.

1— _ xTAy (1)
(A2x)T (Al 2y)
V(AI2X)T(A172x)\/(A1/2y)T (A1/2y)
W) (WTy)
VIWT)T(WTx)/(WTy)T(WTy)

d(X, Y) =

The general cosine distance can be casted as the
cosine distance between two transformed data points
WTx and W'y where W7 = A/2. In this sense,
learning an optimal distance metric is equivalent to
learning an optimal linear subspace of the original
high-dimensional space.

3 Spherical Discriminant Analysis

Most existing linear subspace learning techniques
(e.g. PCA and LDA) are based on the Euclidean
distance metric. In the GMM mean supervector
space, we seek to perform discriminant analysis in
the cosine distance metric space. We coin the phrase
“spherical discriminant analysis” to denote discrim-
inant analysis on the unit hypersphere. We define
a projection from a d-dimensional hypersphere to a
d’'-dimensional hypersphere where d’ < d

wTx

- 2
W] @

y

We note that such a projection is nonlinear. How-
ever, under two mild conditions, this projection can
be linearized. One is that the objective function for
learning the projection only involves the cosine dis-
tance. The other is that only the cosine distance is
used in the projected space. In this case, the norm of
the projected vector y has no impact on the objective
function and distance computation in the projected
space. Thus, the denominator term of Equation 2
can be safely dropped, leading to a linear projection.

3.1 Formulation

The goal of SDA is to seek a linear transformation
W such that the average within-class cosine similar-
ity of the projected data set is maximized while the



average between-class cosine similarity of the pro-
jected data set is minimized. Assuming that there are
c classes, the average within-class cosine similarity
can be written in terms of the unknown projection
matrix W and the original data points x

C
=Y )
i=1
S = —— 3 Yy
| D;|| D] — \/ijyg'\/m
1 x]T WWTxy
a |D;|| D) Xj,%éDi \/X?WWTXJ‘\/)W

where | D;| denotes the number of data points in the
h class. Similarly, the average between-class co-
sine similarity can be written in terms of W and x

S5= ) Zzsmn (m#n) 4
m=1n=1
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where |D,,| and |D,| denote the number of data
points in the m‘* and n" classes, respectively.

The SDA criterion is to maximize Sy while min-
imizing Sp

W =arg mV%X(SW — Sp) 5)

Our SDA formulation is similar to the work of Ma
et al. (2007). However, we solve it efficiently in a
general dimensionality reduction framework known
as graph embedding (Yan et al., 2007).

3.2 Graph Embedding Solution

In graph embedding, a weighted graph with vertex
set X and similarity matrix S is used to characterize
certain statistical or geometrical properties of a data
set. A vertex in X represents a data point and an
entry s;; in .S represents the similarity between the
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data points x; and x;. For a specific dimensional-
ity reduction algorithm, there may exist two graphs.
The intrinsic graph {X, S®)} characterizes the data
properties that the algorithm aims to preserve and
the penalty graph {X, S} characterizes the data
properties that the algorithm aims to avoid. The goal
of graph embedding is to represent each vertex in X
as a low dimensional vector that preserves the simi-
larities in S. The objective function is

W=argminw 3, || Gci, W)= 0 WIP (17 —5;5) - (6)

where f(x, W) is a general projection with param-
eters . If we take the projection to be of the form
in Equation 2, the objective function becomes

wTx,

J
W]l

Wl
W, |

W=arg miny, Zwﬁj

\(lj—u ) (7)

It is shown that the solution to the graph embed-
ding problem of Equation 7 may be obtained by
a steepest descent algorithm (Fu et al., 2008). If
we expand the Lo norm terms of Equation 7, it is
straightforward to show that Equation 7 is equiva-
lent to Equation 5 provided that the graph weights
are set to proper values, as follows.
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That is, by assigning appropriate values to the
weights of the intrinsic and penalty graphs, the SDA
optimization problem in Equation 5 can be solved
within the elegant graph embedding framework.

4 Experiments

Our speaker clustering experiments are based on a
test set of 630 speakers and 19024 utterances se-
lected from the GALE database (Chu et al., 2008),
which contains about 1900 hours of broadcasting
news speech data collected from various TV pro-
grams. An independent training set of 498 speak-
ers and 18327 utterances is also selected from the
GALE database. In either data set, there are an aver-
age of 30-40 utterances per speaker and the average
duration of the utterances is about 3-4 seconds. Note
that there are no overlapping speakers in the two data



sets — speakers in the test set are not present in the
independent training set.

The acoustic features are 13 basic PLP features
with cepstrum mean subtraction. In computing the
LDA feature transformation using the independent
training set, Ky, and K i are both set to 4, and the di-
mensionality of the low-dimensional feature space is
set to 40. The entire independent training set is used
to train a UBM via the EM algorithm, and a GMM
mean supervector is obtained for every utterance in
the test set via MAP adaptation. The trained UBM
has 64 mixture components. Thus, the dimension of
the GMM mean supervectors is 2560.

We employ the hierarchical agglomerative clus-
tering technique with the “ward” linkage method.
Our experiments are carried out as follows. In each
experiment, we perform 4 cases, each of which is as-
sociated with a specific number of test speakers, i.e.,
5, 10, 20, and 50, respectively. In each case, the
corresponding number of speakers are drawn ran-
domly from the test set, and all the utterances from
the selected speakers are used for clustering. For
each case, 100 trials are run, each of which involves
a random draw of the test speakers, and the average
of the clustering accuracies across the 100 trials is
recorded.

First, we perform speaker clustering in the orig-
inal GMM mean supervector space using the Eu-
clidean distance metric and the cosine distance met-
ric, respectively. The results indicate that the cosine
distance metric consistently outperforms the Eu-
clidean distance metric. Next, we perform speaker
clustering in the reduced-dimensional subspaces us-
ing the eigenvoice (PCA) and fishervoice (LDA)
approaches, respectively. The results show that
the fishervoice approach significantly outperforms
the eigenvoice approach in all cases. Finally, we
perform speaker clustering in the SDA subspace.
The results demonstrate that in the SDA subspace,
speaker clustering yields superior performance than
that in other reduced-dimensional subspaces (e.g.,
PCA and LDA). Table 1 presents these results.

5 Conclusion

This paper proposes semi-supervised speaker clus-
tering in which we learn a speaker-discriminative
feature transformation, a universal speaker prior

60

| Metric | Subspace | 5 [ 10 | 20 | 50 |

Orig 85.0 | 82.6 | 78.1 | 69.4
Euc PCA 85.5 | 829 | 793 | 69.9
LDA 94.0 | 90.8 | 86.6 | 79.6
Cos Orig 90.7 | 86.5 | 82.2 | 77.7
SDA 98.0 | 94.7 | 90.0 | 85.9

Table 1: Average speaker clustering accuracies (unit:%).

model, and a speaker-discriminative distance metric
through an independent training set. Motivated by
the directional scattering patterns of the GMM mean
supervectors, we peroform discriminant analysis on
the unit hypersphere rather than in the Euclidean
space, leading to a novel dimensionality reduction
technique “SDA”. Our experiment results indicate
that in the SDA subspace, speaker clustering yields
superior performance than that in other reduced-
dimensional subspaces (e.g., PCA and LDA).
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Abstract

A stochastic approach based on Dynamic
Bayesian Networks (DBN5) is introduced for
spoken language understanding. DBN-based
models allow to infer and then to compose
semantic frame-based tree structures from
speech transcriptions. Experimental results on
the French MEDIA dialog corpus show the
appropriateness of the technique which both
lead to good tree identification results and can
provide the dialog system with n-best lists of
scored hypotheses.

1 Introduction

Recent developments in Spoken Dialog Systems
(SDSs) have renewed the interest for the extrac-
tion of rich and high-level semantics from users’
utterances. Shifting every SDS component from
hand-crafted to stochastic is foreseen as a good op-
tion to improve their overall performance by an in-
creased robustness to speech variabilities. For in-
stance stochastic methods are now efficient alter-
natives to rule-based techniques for Spoken Lan-
guage Understanding (SLU) (He and Young, 2005;
Lefevre, 2007).

The SLU module links up the automatic speech
recognition (ASR) module and the dialog manager.
From the user’s utterance analysis, it derives a repre-
sentation of its semantic content upon which the di-
alog manager can decide the next best action to per-
form, taking into account the current dialog context.
In this work, the overall objective is to increase the
relevancy of the semantic information used by the
system. Generally the internal meaning representa-
tion is based on flat concept sets obtained by either
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keyword spotting or conceptual decoding. In some
cases a dialog act can be added on top of the concept
set. Here we intend to consider an additional se-
mantic composition step which will capture the ab-
stract semantic structures conveyed by the basic con-
cept representation. A frame formalism is applied to
specify these nested structures. As such structures
do not rely on sequential constraints, pure left-right
branching semantic parser (such as (He and Young,
2005)) will not apply in this case.

To derive automatically such frame meaning rep-
resentations we propose a system based on a two
decoding step process using dynamic Bayesian net-
works (DBNs) (Bilmes and Zweig, 2002): first ba-
sic concepts are derived from the user’s utterance
transcriptions, then inferences are made on sequen-
tial semantic frame structures, considering all the
available previous annotation levels (words and con-
cepts). The inference process extracts all possible
sub-trees (branches) according to lower level infor-
mation (generation) and composes the hypothesized
branches into a single utterance-span tree (composi-
tion). A hand-craft rule-based approach is used to
derive the seed annotated training data. So both ap-
proaches are not competing and the stochastic ap-
proach is justified as only the DBN system is able
to provide n-best lists of tree hypotheses with confi-
dence scores to a stochastic dialog manager (such as
the very promising POMDP-based approaches).

The paper is organized as follows. The next sec-
tion presents the semantic frame annotation on the
MEDIA corpus. Then Section 3 introduces the DBN-
based models for semantic composition and finally
Section 4 reports on the experiments.
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LODGING
frame

Figure 1: Frames, FEs and relations associated to the se-
quence “staying in a hotel near the Festival de Cannes”

2 Semantic Frames on the MEDIA corpus

MEDIA is a French corpus of negotiation di-
alogs among users and a tourist information phone
server (Bonneau-Maynard et al., 2005). The corpus
contains 1,257 dialogs recorded using a Wizard of
Oz system. The semantic corpus is annotated with
concept-value pairs corresponding to word segments
with the addition of specifier tags representing some
relations between concepts. The annotation utilizes
83 basic concepts and 19 specifiers.

Amongst the available semantic representations,
the semantic frames (Lowe et al., 1997) are probably
the most suited to the task, mostly because of their
ability to represent negotiation dialogs. Semantic
frames are computational models describing com-
mon or abstract situations involving roles, the frame
elements (FEs). The FrameNet project (Fillmore et
al., 2003) provides a large frame database for En-
glish. As no such resource exists for French, we
elaborated a frame ontology to describe the semantic
knowledge of the MEDIA domain. The MEDIA on-
tology is composed of 21 frames and 86 FEs. All are
described by a set of manually defined patterns made
of lexical units and conceptual units (frame and FE
evoking words and concepts). Figure 1 gives the an-
notation of word sequence “staying in a hotel near
the Festival de Cannes”. The training data are auto-
matically annotated by a rule-based process. Pattern
matching triggers the instantiation of frames and
FEs which are composed using a set of logical rules.
Composition may involve creation, modification or
deletion of frame and FE instances. About 70 rules
are currently used. This process is task-oriented and
is progressively enriched with new rules to improve
its accuracy. A reference frame annotation for the
training corpus is established in this way and used
for learning the parameters of the stochastic models
introduced in the next section.
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Figure 3: 2-level decoding of frames and FEs

3 DBN-based Frame Models

The generative DBN models used in the system are
depicted on two time slices (two words) in figures 2
and 3. In practice, a regular pattern is repeated suffi-
ciently to fit the entire word sequence. Shaded nodes
are observed variables whereas empty nodes are hid-
den. Plain lines represent conditional dependencies
between variables and dashed lines indicate switch-
ing parents (variables modifying the conditional re-
lationship between others). An example of a switch-
ing parent is given by the trans nodes which in-
fluence the frame and FE nodes: when trans node
is null the frame or FE stays the same from slice to
slice, when trans is 1 a new frame or FE value is
predicted based on the values of its parent nodes in
the word sequence using frame (or FE) n-grams.

In the left DBN model of Figure 2 frames and FEs
are merged in a single compound variable. They
are factorized in the right model using two variables
jointly decoded. Figure 3 shows the 2-level model
where frames are first decoded then used as observed
values in the FE decoding step. Merging frames and
FEs into a variable reduces the decoding complex-
ity but leads to deterministic links between frames



and FEs. With their factorization, on the contrary, it
is possible to deal with the ambiguities in the frame
and FE links. During the decoding step, every com-
bination is tested, even not encountered in the train-
ing data, by means of a back-off technique. Due
to the increase in model complexity, a sub-optimal
beam search is applied for decoding. In this way,
the 2-level approach reduces the complexity of the
factored approach while preserving model general-
ization.

Because all variables are observed at training
time, the edge’s conditional probability tables are
directly derived from observation counts. To im-
prove their estimates, factored language models
(FLMs) are used along with generalized parallel
backoff (Bilmes and Kirchhoff, 2003). Several FLM
implementations of the joint distributions are used
in the DBN models, corresponding to the arrows in
Figures 2 and 3. In the FLMs given below, n is the
history length (n = 1 for bigrams), the uppercase
and lowercase letters F'FE, F, FE, C and W re-
spectively stand for frame/FE (one variable), frame,
FE, concept and word variables:

e Frame/FE compound variable:

P(FFE) Hk o P(fferlffer—1);
P(C|FFE) ~[[i_o Peklck—1, f fer);

P(W|C,FFE) ~T[\_, P
e Frame and FE variables, joint decoding:

P(F) =~ [Ii—o P(felfe-1):

P(FE|F) = [Ti—o P(fex|fex—1, fr);

P(C|FE,F) =[]y Plexlck-1, fer, fu):

P(W|C,FE,F) ~[}_, P

e Frame and FE variables, 2-level decoding:
— First stage: same as frame/FE compound variables
but only decoding frames
— Second stage: same as joint decodind but frames are
observed

F) = Tz P(filfr-1);
FE|F) [Theo P(fexlfen, fi):

~ [Ti—o Plexler—1, fr, fer);
Hk‘ 0

Variables with hat have observed values.

Due to the frame hierarchical representation,
some overlapping situations can occurred when de-
termining the frame and FE associated to a concept.
To address this difficulty, a tree-projection algorithm

(wr|wg—1, ¢k, ffex).

(wi|wi—1, ek, fer, fi)-

P(wy|wg_1, ks fr, fer)-
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is performed on the utterance tree-structured frame
annotation and allows to derive sub-branches associ-
ated to a concept (possibly more than one). Starting
from a leaf of the tree, a compound frame/FE class
is obtained by aggregating the father vertices (either
frames or FEs) as long as they are associated to the
same concept (or none). The edges are defined both
by the frame—FE attachments and the FE—frame
sub-frame relations.

Thereafter, either the branches are considered di-
rectly as compound classes or the frame and FE in-
terleaved components are separated to produce two
class sets. These compound classes are considered
in the decoding process then projected back after-
wards to recover the two types of frame—FE con-
nections. However, some links are lost because de-
coding is sequential. A set of manually defined rules
is used to retrieve the missing connections from the
set of hypothesized branches. Theses rules are sim-
ilar to those used in the semi-automatic annotation
of the training data but differ mostly because the
available information is different. For instance, the
frames cannot anymore be associated to a particular
word inside a concept but rather to the whole seg-
ment. The training corpus provides the set of frame
and FE class sequences on which the DBN parame-
ters are estimated.

4 Experiments and Results
The DBN-based composition systems were evalu-
ated on a test set of 225 speakers’ turns manually
annotated in terms of frames and FEs. The rule-
based system was used to perform a frame annota-
tion of the MEDIA data. On the test set, an aver-
age F-measure of 0.95 for frame identification con-
firms the good reliability of the process. The DBN
model parameters were trained on the training data
using jointly the manual transcriptions, the manual
concept annotations and the rule-based frame anno-
tations.

Experiments were carried out on the test set under
three conditions varying the input noise level:
e REF (reference): speaker turns manually tran-
scribed and annotated;
e SLU: concepts decoded from manual transcrip-
tions using a DBN-based SLU model comparable
to (Lefevre, 2007) (10.6% concept error rate);
o ASR+SLU: 1-best hypotheses of transcriptions



Inputs REF SLU ASR + SLU
DBN models Frames FE Links Frames FE Links Frames FE Links
frame/FEs p/r 0.91/0.93  0.91/0.86  0.93/0.98 | 0.87/0.82 0.91/0.83  0.93/0.98 | 0.86/0.80 0.90/0.86  0.92/0.98
(compound) F-m 0.89 0.86 0.92 0.81 0.82 0.92 0.78 0.84 0.92
frames and FEs p/T 0.92/0.92  0.92/0.85 0.94/0.98 | 0.88/0.81 0.92/00.83  0.93/0.97 | 0.87/0.79 0.90/0.86  0.94/0.97
(2 variables) F-m 0.90 0.86 0.94 0.80 0.83 0.91 0.78 0.84 0.93
frames then FEs  p/f 0.92/0.94 0.91/0.82  0.92/0.98 | 0.88/0.86 0.91/0.80  0.92/0.97 | 0.87/0.81 0.89/0.82  0.93/0.98
(2-1level) F-m 0.91 0.83 0.93 0.83 0.80 0.90 0.79 0.80 0.92

Table 1: Precision (p), Recall (f) and F-measure (F-m) on the MEDIA test set for the DBN-based frame composition

systems.

generated by an ASR system and concepts decoded
using them (14.8% word error rate, 24.3% concept
error rate).

All the experiments reported in the paper were per-
formed using GMTK (Bilmes and Zweig, 2002),
a general purpose graphical model toolkit and
SRILM (Stolcke, 2002), a language modeling
toolkit.

Table 1 is populated with the results on the test
set for the DBN-based frame composition systems
in terms of precision, recall and F-measure. For the
FE figures, only the reference FEs corresponding to
correctly identified frames are considered. Only the
frame and FE names are considered, neither their
constituents nor their order matter. Finally, results
are given for the sub-frame links between frames
and FEs. Table 1 shows that the performances of the
3 DBN-based systems are quite comparable. Any-
how the 2-level system can be considered the best
as besides its good F-measure results, it is also the
most efficient model in terms of decoding complex-
ity. The good results obtained for the sub-frame
links confirm that the DBN models combined with a
small rule set can be used to generate consistent hi-
erarchical structures. Moreover, as they can provide
hypotheses with confidence scores they can be used
in a multiple input/output context (lattices and n-best
lists) or in a validation process (evaluating and rank-
ing hypotheses from other systems).

5 Conclusion

This work investigates a stochastic process for gen-
erating and composing semantic frames using dy-
namic Bayesian networks. The proposed approach
offers a convenient way to automatically derive se-
mantic annotations of speech utterances based on
a complete frame and frame element hierarchical
structure. Experimental results, obtained on the ME-
DIA dialog corpus, show that the performance of the
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DBN-based models are definitely good enough to be
used in a dialog system in order to supply the dialog
manager with a rich and thorough representation of
the user’s request semantics. Though this can also
be obtained using a rule-based approach, the DBN
models alone are able to derive n-best lists of se-
mantic tree hypotheses with confidence scores. The
incidence of such outputs on the dialog manager de-
cision accuracy needs to be asserted.
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Abstract

For a robot working in an open environment,
a task-oriented language capability will not
be sufficient. In order to adapt to the en-
vironment, such a robot will have to learn
language dynamically. We developed a Sys-
tem for Noun Concepts Acquisition from ut-
terances about Images, SINCA in short. Itis
a language acquisition system without knowl-
edge of grammar and vocabulary, which learns
noun concepts from user utterances. We
recorded a video of a child’s daily life to
collect dialogue data that was spoken to and
around him. The child is a member of a fam-
ily consisting of the parents and his sister. We
evaluated the performance of SINCA using
the collected data. In this paper, we describe
the algorithms of SINCA and an evaluation
experiment. We work on Japanese language
acquisition, however our method can easily be
adapted to other languages.

Introduction

Kenji ARAKI
Graduate School of
Information Science and Technology
Hokkaido University
Sapporo, 060-0814, Japan
araki@media.eng.hokudai.ac.jp

ples consisting of sentences paired with their seman-
tic representations.

As mentioned above, researchers are interested in
making a robot learn language. Most studies seem
to be lacking in the ability to adapt to the real world.
In addition, they should be more independent from
language rules. We believe that it is necessary to
simulate human language ability in order to create a
complete natural language understanding system.

As the first step in our research, we devel-
oped a System for Noun Concepts Acquisition from
utterances about Images, called SINCA in short
(which means "evolution” in Japanese) (Uchida et
al., 2007). Itis a language acquisition system with-
out knowledge of grammar and vocabulary, which
learns noun concepts from a user’s input. SINCA
uses images as a meaning representation in order to
eliminate ambiguity of language. SINCA can only
acquire concrete nouns.

Currently, SINCA is for Japanese only. The lan-
guage acquisition method of this system is very gen-
eral and it is independent of language rules. SINCA
is expected to work successfully using any language.

There are several other studies about language ac"" tiS paper, we describe the algorithms of

quisition systems. Rogers et al. (1997) propose§|NCA and an experiment to test what kind of input
"Babbette”, which learns language rules from proWOUId be appropriate for our system. We would em-

vided examples. Levinson et al. (2005) describ@asize that we prepared a large video data of daily

their research with a robot which acquires Ianguag]ge of a family with young children.
from interaction with the real world. Kobayashi et
al. (2002) proposed a model for child vocabulary ac-
quisition based on an inductive logic programmingd-igure 1 shows the SINCA user interface. The situ-
framework. Thompson (1995) presented a lexication shown in Fig.1 is that the affection of SINCA
acquisition system that learns a mapping of words directed to an eraser by the user, and after the
to their semantic representation from training exanrecognition process, SINCA ask&KESHIGOMU?

The Algorithms of SINCA
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Data Base
PREVEEW

q

-z Kore-haKAPPU-tte iu-n-da-yo.

2. Input an Utterance

] . (This is a thing called a cup.)

3 Clc the Button KAPPU-ni gyunyu ireyoka.
Jr“

(Let's pour some milk into the cup.)

SINCA has already seen this object
before.

n

Strings indicated by boldface are labe

Figure 1: The SINCA Interface recognizing an eraser Figure 2: Examples of input data

(Eraser?).” ) ) o system development. ERSP Vision included in the
We describe SINCA' process in detail in the fol- g gp enables a robot or device to recognize 2D and
lowing subsections. 3D obijects in real world settings where lighting and
placement are not controlled. We use the ERSP vi-
sion for image processing. ERSP Vision informs the
A user input consists of an image paired with & sposystem whether the object in the present input image

ken utterance. appears in the previously input images or not.
First, a user chooses an obj&xivhich he or she

Iik_es and captu_res an ima_ge of it with a wep camerd 3 =ommon Parts
with 300,000 pixels effective sensor resolution. The
user has to try to capture the whole objécin the When a user inputs an image of an objériand
image. an utterance, the system extracts all sections of the
Next, a user imagines an utterance that an infastring matching section of previously input utter-
might be exposed to when listening to caregivergances accompanied by the image of the same object
while gazing at the objecD in the environment. O. We call these strings common parts. After this
The user enters the utterance on the keyboard apecess, the system deals with them as candidates
linguistic input. The linguistic input is written in for a label for the objedD.
Hiragana, which are Japanese phonetic characters, The system provides every common part with a
to avoid the linguistic input containing some directbasic score”. The basic score is based on frequency
meanings as in the case of Chin&smji ideograms. of appearance and the number of characters, and in-
This is also intended to standardize the transcrigticates how appropriate as a label the common part
tion. SINCA does not carry out morphological analis. The higher the score, the more appropriate the
ysis of the linguistic input, because we believe thagommon part is. The basic score is defined as fol-
infant capability for word segmentation is not per{ows:
fect (Jusczyk et al., 1999).
Figure 2 shows some example inputs.

2.1 Input

F
SCORE_axﬁfo 1)

2.2 Image Processing

The ERSP 3.1 Software Development Kjgrovides Where, « is a coefficient which reduces the basic
cutting edge technologies for vision, navigation, angcore if the common part has appeared with other
iThe Janan g e in italics in all follow objects tharO, F is frequency of appearance of the
ﬁgurese apanese words are written in italics in all fo OWII’lgcornrnon part Wlth the images ﬁj, PN iS the num-

2Evolution Robotics, Inc.:ERSP 3.1 Robotic Developmenper of use inputs with images @f, and L is the num-
Platform OEM Software by Evolution Robotics ber of characters of the common part.
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2.4 Output Acquired Label : WAN-CHAN (a doggy)

. . Previous Input : Acchi-niWAN-CHAN-ga iru-yo.
If the system finds a common part whose basic scofe (There is a doggy over there.)

exceeds a threshold, it outputs it as text. The reason
for doing this is the assumption that there is a highLabel Acquisition Rule Acchi-niy1-ga iru-yo.

possibility that such common parts are appropriate (There isy1 over there.)
as labels. Strings indicated by boldface are labe

Z

A user evaluates an output by choosing one of the

. Figure 3: An example of a label acquisition rule
following keywords: 9 P q

e Good : Itis appropriate as a label.

: 3 Evaluation Experiment
e Almost : It makes some sense but is not

proper for the label. We carried out an experiment to test what kinds of
input would be appropriate for SINCA. This section

describes the experiment.
Infants cannot understand these keywords com-

pletely, but they can get a sense of some meaningsl Experimental Procedure

from the tone of an adult's voice or facial expres- L
. Two types of linguistic input data were collected
sions. In our research, we use the keywords as.a . ) . ) .
. . . in two different ways: a questionnaire and a video
substitute for such information. The system recalcu- . . )
. recording. We had SINCA acquire labels for 10 im-

lates the basic score based on the keyword chosenfjli)é/es using the linauistic inout data. The followin
the user. Specifically, the system multiplies the basic g g P . 9

score by the coefficient dependent on the keyword. are the details about the data collection methods.

e Bad : It makes no sense.

2.5 Acquisition of the Noun Concepts 3.1.1 Questionnaire

After repeating these processes, if there is a com- 10 images were printed on the questionnaire, and

mon part whose score is more than 30.0 and whidh @sked "What would you say to a young”child if
has been rated as "Good”, the system acquires th€ OF She pays attention to these objects?". The re-

common part as the label f@. spondents are allowed to answer with whatever they
come up with. 31 people responded to this question-
2.6 Label Acquisition Rules naire, and 13 of them have children of their own.

Humans can use their newfound knowledge to lea¥¥fe collected 324 sentences, and the average mora
their native language effectively. This system imilength of them was 11.0.
tates humans’ way with "label acquisition rules”.

A label acquisition rule is like a template, whic
enables recursive learning for acquisition of noun We recorded a video of a child’s daily life to col-
concepts. The system generates label acquisitidect dialogue data that was spoken to and around
rules after acquisition of a label. When the systerhim. The child is a member of a family consisting
acquires a string S as a label for an object, the systeoii his parents and his sister.
picks up the previous linguistic inputs with the im- The recordings are intended to collect daily con-
ages of the object which contain the string S. Thenersation, therefore we did not set any tasks. The
the system replaces the string S in the linguistic intotal recording period comprised 125 days and we
puts with a variable4”. These abstracted sentencesecorded about 82 hours of video data. The first au-
are called label acquisition rules. An example of théhor watched about 26 hours of the video data, and
label acquisition rules is shown in Fig.3. wrote parents’ dictation indiragana We selected

If the rules match other parts of previoiusly input353 sentences for linguistic input data that were spo-
strings, the parts corresponding to thg Yariable ken when joint attention interactions between a par-
are extracted. The scores of these extracted stringst and a child were recognized. On average, their
are then increased. mora length was 9.8.

h3.1.2 Video recording
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3.2 Experimental Result Table 1: Variety of words

We_z input s_entences from the collected inputs one at Previousiva)  following(iz)
a time until SINCA acquired a noun concept for an "vigeo 19 42
image. SINCA was able to acquire labels for 10 im- Questionnaire 15 22

ages, with each type of linguistic input. When we
used the questionnaire data, SINCA needed on aver-  Sentence : Wi Wa ... Wa [ label| W ...
age 6.2 inputs to acquire one label, and SINCA ac-
quired 52 rules through the experiment. They cover
83.8% of the total number of inputs. When we usedut ready-made linguistic resources, lexical infor-
the video data, SINCA needed on average 5.3 inpufiation, or syntactic rules. Additionally, it targets
to acquire one label, and SINCA acquired 44 rulefnages of real world objects.
through the experiment. They cover 83.0% of the We collected linguistic input data in two ways.
total number of inputs. One method is videos of a family’s daily life. The
other method is a questionnaire. We had SINCA ac-
quire noun concepts using both video and question-
The experimental results indicate that using videnaire data. As a result, we have showed that spoken
data makes the acquisition of labels more efficientanguage is well suited to SINCA's algorithm for ac-
There are 3 factors that contribute to this. quiring noun concepts.

The first factor is the number of one-word sen- In the next step, we will focus on acquisition of
tences. There are 66 one-word sentences in tl€jectives.
video data (18.6% of the total). Therefore, the length
of the sentences from the video data tends to tis f
short. eferences

The second factor is the lack of particles. The redusczyk, P. W. Houston, D. M. and Newsome, M. 1999.
spondents of the questionnaire hardly ever omit par- The beginnings of word segmentation in english-
ticles. By contrast, of the 53 sentences which were €arning infants Cognitive Psychology39. pp.159—

Inpu.t, 23 sentences lack particles (42.'6% of the tq{obayashi, I. Furukawa, K. Ozaki, T. and Imai, M.
tal) in Vlde(_) data. Spoken Ianguagells m(?re likely 2002. A Computational Model for Children’s Lan-
to have omitted particles compared with written lan- §,,3ge Acquisition Using Inductive Logic Program-
guage. ming Progress in Discovery Scienc2281 pp.140—
The third factor is the variety of words. We ran- 155.
domly selected 100 sentences from both sets of linevinson S. E. Squire, K. Lin, R. S. and McClain, M.
guistic input data and checked the words adjacent to 2005. Automatic language acquisition by an au-
alabel. Table 1 shows the number of different words {0nOmous robotAAAI Spring Symposium on Devel-

that occur adjacent to a label. Because the respon—Oprnem"’II Robotics. .
Rogers, P. A. P. and Lefley, M. 199The baby project

de_nts_ of th_e questionnaire a_” 'Fry to explai_n SOME-" Machine Conversations. ed. Wilks, Y. Kluwer Aca-
thing in an image, they use similar expressions. demic Publishers.

When SINCA uses the video data, it can extracfhompson, C, A. 1997 Acquisition of a Lexicon from
labels more easily than using the questionnaire dataSemantic Representations of Sentendemceedings
because of the factors listed above. This means thatof the 33rd Annual Meeting of the Association for
SINCA is well suited for spoken language. If we Computational Linguistics. pp.335-337.
assume one application of SINCA is for communilJchida, Y. and Araki, K. 2007A System for Acquisition

cation robots, this result is promising. of Noun Conce_p'gs_ from Utterances for Images Using
the Label Acquisition RulesSpringer-Verlag Lecture

Notes in Artificial Intelligence (LNAI). pp.798-802.

3.3 Considerations

4 Conclusions and Future Work

In this paper, we described the algorithms of
SINCA. SINCA can acquire labels for images with-
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Abstract

We examine the capacity of Web and corpus
frequency methods to predict preferred count
classifiers for nouns in Malay. The observed
F-score for the Web model of 0.671 consid-
erably outperformed corpus-based frequency
and machine learning models. We expect that
this is a fruitful extension for Web—as—corpus
approaches to lexicons in languages other than
English, but further research is required in
other South-East and East Asian languages.

1 Introduction

The objective of this paper is to extend a Malay
lexicon with count classifier information for nomi-
nal types. This is done under the umbrella of deep
lexical acquisition: the process of automatically or
semi-automatically learning linguistic structures for
use in linguistically rich language resources such as
precision grammars or wordnets (Baldwin, 2007).

One might call Malay a “medium-density” lan-
guage: some NLP resources exist, but substantially
fewer than those for English, and they tend to be
of low complexity. Resources like the Web seem
promising for bootstrapping further resources, aided
in part by simple syntax and a Romanised ortho-
graphic system. The vast size of the Web has been
demonstrated to combat the data sparseness prob-
lem, for example, in Lapata and Keller (2004).

We examine using a similar “first gloss” strategy
to Lapata and Keller (akin to “first sense” in WSD,
in this case, identifying the most basic surface form
that a speaker would use to disambiguate between
possible classes), where the Web is used a corpus to
query a set of candidate surface forms, and the fre-
quencies are used to disambiguate the lexical prop-
erty. Due to the heterogeneity of the Web, we expect
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to observe a significant amount of blocking from In-
donesian, a language with which Malay is some-
what mutually intelligible (Gordon, 2005). Hence,
we contrast this approach with observing the cues
directly from a corpus strictly of Malay, as well as a
corpus-based supervised machine learning approach
which does not rely on a presupplied gloss.

2 Background
2.1 Count Classifiers

A count classifier (CL) is a noun that occurs in a
specifier phrase with one of a set of (usually nu-
meric) specifiers; the specifier phrase typically oc-
curs in apposition or as a genitive modifier (GEN) to
the head noun. In many languages, including many
South-East Asian, East Asian, and African families,
almost all nouns are uncountable and can only be
counted through specifier phrases. A Malay exam-
ple, where biji is the count classifier (CL) for fruit, is
given in (1).

(1) tiga biji pisang
three CL Dbanana
“three bananas”

Semantically, a lexical entry for a noun will in-
clude a default (sortal) count classifier which se-
lects for a particular semantic property of the lemma.
Usually this is a conceptual class (e.g. HUMAN or
ANIMAL) or a description of some relative dimen-
sional property (e.g. FLAT or LONG-AND-THIN).

Since each count classifier has a precise seman-
tics, using a classifier other than the default can co-
erce a given lemma into different semantics. For ex-
ample, raja “king” typically takes orang “person”
as a classifier, as in 2 orang raja *“2 kings”, but can
take on an animal reading with ekor “animal” in 2
ekor raja “2 kingfishers”. An unintended classifier

Proceedings of NAACL HLT 2009: Short Papers, pages 69-72,
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can lead to highly marked or infelicitious readings,
such as #2 biji raja “2 (chess) kings”.

Most research on count classifiers tends to discuss
generating a hierarchy or taxonomy of the classi-
fiers available in a given language (e.g. Bond and
Paik (1997) for Japanese and Korean, or Shirai et
al. (2008) cross-linguistically) or using language-
specific knowledge to predict tokens (e.g. Bond and
Paik (2000)) or both (e.g. Sornlertlamvanich et al.
(1994)).

2.2 Malay Data

Little work has been done on NLP for Malay, how-
ever, a stemmer (Adriani et al., 2007) and a prob-
abilistic parser for Indonesian (Gusmita and Manu-
rung, 2008) have been developed. The mutually in-
telligibility suggests that Malay resources could pre-
sumably be extended from these.

In our experiments, we make use of a Malay—
English translation dictionary, KAMI (Quah et al.,
2001), which annotates about 19K nominal lexical
entries for count classifiers. To limit very low fre-
quency entries, we cross-reference these with a cor-
pus of 1.2M tokens of Malay text, described in Bald-
win and Awab (2006). We further exclude the two
non-sortal count classifiers that are attested as de-
fault classifiers in the lexicon, as their distribution is
heavily skewed and not lexicalised.

In all, 2764 simplex common nouns are attested
at least once in the corpus data. We observe 2984
unique noun—to—default classifier assignments. Pol-
ysemy leads to an average of 1.08 count classifiers
assigned to a given wordform. The most difficult
exemplars to classify, and consequently the most in-
teresting ones, correspond to the dispreferred count
classifiers of the multi-class wordforms: direct as-
signment and frequency thresholding was observed
to perform poorly. Since this task is functionally
equivalent to the subcat learning problem, strategies
from that field might prove helpful (e.g. Korhonen
(2002)).

The final distribution of the most frequent classes
is as follows:

ekor OTHER
0.078 0.149

CL:
Freq:

orang buah  batang
0.389  0.292 0.092

Of the 49 classes, only four have a relative frequency
greater than 3% of the types: orang for people,
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batang for long, thin objects, ekor for animals, and
buah, the semantically empty classifier, for when no
other classifiers are suitable (e.g. for abstract nouns);
orang and buah account for almost 70% of the types.

3 Experiment

31

Lapata and Keller (2004) look at a set of generation
and analysis tasks in English, identify simple surface
cues, and query a Web search engine to approximate
those frequencies. They then use maximum likeli-
hood estimation or a variety of normalisation meth-
ods to choose an output.

For a given Malay noun, we attempt to select the
default count classifier, which is a generation task
under their framework, and semantically most simi-
lar to noun countability detection. Specifier phrases
almost always premodify nouns in Malay, so the set
of surface cues we chose was satu CL NOUN “one/a
NOUN”.!' This was observed to have greater cov-
erage than dua “two” and other non-numeral spec-
ifiers. 49 queries were performed for each head-
word, and maximum likelihood estimation was used
to select the predicted classifier (i.e. taking most fre-
quently observed cue, with a threshold of 0). Fre-
quencies from the same cues were also obtained
from the corpus of Baldwin and Awab (2006).

We contrasted this with a machine learning model
for Malay classifiers, designed to be language-
independent (Nicholson and Baldwin, 2008). A fea-
ture vector is constructed for each headword by con-
catenating context windows of four tokens to the left
and right of each instance of the headword in the cor-
pus (for eight word unigram features per instance).
These are then passed into two kinds of maximum
entropy model: one conditioned on all 49 classes,
and one cascaded into a suite of 49 separate binary
classifiers designed to predict each class separately.
Evaluation is via 10-fold stratified cross-validation.
A majority class baseline was also examined, where
every headword was assigned the orang class.

For the corpus-based methods, if the frequency of
every cue is 0, no prediction of classifier is made.
Similarly, the suite can predict a negative assign-

Methodology

!satu becomes cliticised to se- in this construction, so that
instead of cues like satu buah raja, satu orang raja, ..., we have
cues like sebuah raja, seorang raja, ....



Method Web Corpus Suite Entire Base
Prec. 736 908 652 570 420
Rec. 616  .119 379 548 389
Fg=1 .671 210 479 559 404

Table 1: Performance of the five systems.

Back-off Web Suite Entire orang buah
Prec. 736 671 .586 476 389
Rec. 616 421 561 441 360
Fz=1 671 517 573 458 374

Table 2: Performance of corpus frequency assignment
(Corpus in Table 1), backed-off to the other systems.

ment for each of the 49 classes. Consequently, pre-
cision is calculated as the fraction of correctly pre-
dicted instances to the number of examplars where
a prediction was made. Only the suite of classifiers
could natively handle multi-assignment of classes:
recall was calculated as the fraction of correctly pre-
dicted instances to all 2984 possible headword—class
assignments, despite the fact that four of the systems
could not make 220 of the classifications.

3.2 Results

The observed precision, recall, and F-scores of the
various systems are shown in Table 1. The best
F-score is observed for the Web frequency system,
which also had the highest recall. The best precision
was observed for the corpus frequency system, but
with very low recall — about 85% of the wordforms
could not be assigned to a class (the corresponding
figure for the Web system was about 9%). Conse-
quently, we attempted a number of back-off strate-
gies so as to improve the recall of this system.

The results for backing off the corpus frequency
system to the Web model, the two maximum entropy
models, and two baselines (the majority class, and
the semantically empty classifier) are shown in Ta-
ble 2. Using a Web back-off was nearly identical to
the basic Web system: most of the correct assign-
ments being made by the corpus frequency system
were also being captured through Web frequencies,
which indicates that these are the easier, high fre-
quency entries. Backing off to the machine learn-
ing models performed the same or slightly better
than using the machine learning model by itself. It
therefore seems that the most balanced corpus-based
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model should take this approach.

The fact that the Web frequency system had the
best performance belies the “noisiness” of the Web,
in that one expects to observe errors caused by
carelessness, laziness (e.g. using buah despite a
more specific classifier being available), or noise
(e.g. Indonesian count classifier attestation; more on
this below). While the corpus of “clean”, hand-
constructed data did have a precision improvement
over the Web system, the back-off demonstrates that
it was not substantially better over those entries that
could be classified from the corpus data.

4 Discussion

As with many classification tasks, the Web-based
model notably outperformed the corpus-based mod-
els when used to predict count classifiers of Malay
noun types, particularly in recall. In a type-wise lex-
icon, precision is probably the more salient evalua-
tion metric, as recall is more meaningful on tokens,
and a low-precision lexicon is often of little utility;
the Web system had at least comparable precision
for the entries able to be classified by the corpus-
based systems.

We expected that the heterogeneity of the Web,
particularly confusion caused by a preponderance of
Indonesian, would cause performance to drop, but
this was not the case. The Ethnologue estimates that
there are more speakers of Indonesian than Malay
(Gordon, 2005), and one would expect the Web dis-
tribution to reflect this. Also, there are systematic
differences in the way count classifiers are used in
the two languages, despite the intelligibility; com-
pare “five photographs”: lima keping foto in Malay
and lima lembar foto, lima foto in Indonesian.

While the use of count classifiers is obligatory in
Malay, it is optional in Indonesian for lower reg-
isters. Also, many classifiers that are available in
Malay are not used in Indonesian, and the small set
of Indonesian count classifiers that are not used in
Malay do not form part of the query set, so no confu-
sion results. Consequently, it seems that greater dif-
ficulty would arise when attempting to predict count
classifiers for Indonesian nouns, as their optional-
ity and blocking from Malay cognates would intro-
duce noise in cases where language identification
has not been used to generate the corpus (like the



Web) — hand-constructed corpora might be neces-
sary in that case. Furthermore, the Web system ben-
efits from a very simple surface form, namely se-
CL NOUN: languages that permit floating quantifica-
tion, like Japanese, or require classifiers for stative
verb modification, like Thai, would need many more
queries or lower-precision queries to capture most of
the cues available from the corpus. We intend to ex-
amine these phenomena in future work.

An important contrast is noted between the “un-
supervised” methods of the corpus-frequency sys-
tems and the “supervised” machine learning meth-
ods. One presumed advantage of unsupervised sys-
tems is the lack of pre-annotated training data re-
quired. In this case, a comparable time investment
by a lexicographer would be required to generate the
set of surface forms for the corpus-frequency mod-
els. The performance dictates that the glosses for the
Web system give the most value for lexicographer
input; however, for other languages or other lexical
properties, generating a set of high-precision, high-
recall glosses is often non-trivial. If the Web is not
used, having both training data and high-precision,
low-recall glosses is valuable.

5 Conclusion

We examine an approach for using Web and cor-
pus data to predict the preferred generation form for
counting nouns in Malay, and observed greater pre-
cision than machine learning methods that do not
require a presupplied gloss. Most Web—as—corpus
research tends to focus on English; as the Web in-
creases in multilinguality, it becomes an important
resource for medium- and low-density languages.
This task was quite simple, with glosses amenable to
Web approaches, and is promising for automatically
extending the coverage of a Malay lexicon. How-
ever, we expect that the Malay glosses will block
readings of Indonesian classifiers, and classifiers in
other languages will require different strategies; we
intend to examine this in future work.
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Abstract best suited for some particular task. For translation,
we take a different approach and investigate whether
competing analyzers might have complementary in-
ing output from identical statistical machine formfatlon: Our method is stralghtforward. We train
translation systems trained on alterative mor- WO identical SMT systems with two versions of
phological decompositions of the source lan- the same parallel corpus, each with a different mor-
guage. Combination is done by means of Min- phological decomposition of the source language.
imum Bayes Risk decoding over a shared N-  We combine their translation hypotheses perform-
best I|_st. When translating into English from ing Minimum Bayes Risk decoding over merged N-
two highly inflected languages such as Ara- ot jists. Results are reported in the NIST 2008
bic and Finnish we obtain significantimprove- . . .

; : Arabic-to-English MT task and an European Parlia-
ments over simply selecting the best morpho- - . . o .
logical decomposition. ment Flnnl_sh-_to_-Engllsh task, with significant gains

over each individual system.

We describe a simple strategy to achieve trans-
lation performance improvements by combin-

1 Introduction 1.1 Prior Work

Morphologically rich languages pose significaniSeveral earlier works investigate word segmenta-
challenges for natural language processing. The eyon and transformation schemes, which may include
tensive use of inflection, derivation, and composipart-Of-Speech or other information, to alleviate
tion leads to a huge vocabulary, and sparsity in modhe effect of morphological variation on translation
els estimated from data. Statistical machine translgnodels. With different training corpus sizes, they
tion (SMT) systems estimated from parallel text ar¢ocus on translatiofnto English from Arabic (Lee,
affected by this. This is particularly acute when ei2004: Habash and Sadat, 2006: Zollmann et al.,
ther the source or the target language, or both, agg06), Czech (Goldwater and McClosky, 2005; Tal-
morphologically complex. bot and Osborne, 2006), German (NieBen and Ney,

Owing to these difficulties and to the natural in-2004) or Catalan, Spanish and Serbian (Popovic
terest researchers take in complex linguistic pheznd Ney, 2004). Some address the generation
nomena, many approaches to morphological anaallenge when translatinfigpom English into Span-
ysis have been developed and evaluated. We fgh (Ueffing and Ney, 2003; de Gispert and Marifio,
CUs on applications to SMT in Section 1.1, but WQOOS) Unsupervised morph0|ogy |earning is pro-
note the recent general survey (Roark and Sprogpsed as a language-independent solution to reduce
2007) and the Morpho Challenge competitive evallithe problems of rich morphology in (Virpioja et al.,
ationg. Prior evaluations of morphological analyz-

ers have focused on determining which analyzer walere to earlier workshops. The combination scheme destrib
in this paper will be one of the evaluation tracks in the upicgm

1See hitp://www.cis.hut.fi/morphochallenge2009/ anddink workshop.
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Arabic wqrrt An tn$A ljnp tHDyryp JAMEp lljmEyp AIEAmp fY dwrthA AlvAnyp wAIXxmsyn
MADA D2 | w+ grrt >n tn$A ljnp tHDyryp JAmMEp I+ AljmEyp AIEAmp fy dwrthA AlvAnypw+ Alxmsyn
SAKHR | w+ qgrrt An tn$A ljnp tHDyryp JAmMEp I*I+ jmEyp Al+ EAmp fY dwrt +hA Al+ vAnyp w*Al+ xmsyn

| English | apreparatory committee of the whole of the general asseinbtybe established at its fifty-second sessjon

Table 1: Example of alternative segmentation schemes fivem g\rabic sentence, in Buckwalter transliteration.

2007). Factored models are introduced in (Koehwise remain attached in the MADA D2 scheme (Ta-
and Hoang, 2007) for better integration of morphoble 1).

syntactic information. Translation experiments are based on the NIST
Giménez and Marquez (2005) merge mulMTO8 Arabic-to-English translation task, includ-
tiple word alignments obtained from severaing all allowed parallel data as training material
linguistically-tagged versions of a Spanish-Englisl{~.150M English words, and 153M or 178M Arabic
corpus, but only standard tokens are used in decogrords for MADA-segmented and Sakhr-segmented
ing. Dyer et al. (2008) report improvements fromtext, respectively). In addition to the MTO8 set itself,
multiple Arabic segmentations in translation to Enwe take the NIST MT02 through MT05 evaluation
glish translation, but their goal was to demonstratgets and divide them into a development set (odd-
the value of lattice-based translation. From a modehumbered sentences) and a test set (even-numbered
ing perspective their approach is unwieldy: multiplesentences), each containin@k sentences.
analyses of the parallel text collections are merged The SMT system used iiFST, a hierarchical
to create a large, heterogeneous training set; a Sifhrase-hased system implemented with Weighted
gle set of models and alignments is produced; latticginjte-State Transducers (Iglesias et al., 2009). Two
translation is then performed using a single systefgentical systems are trained from each parallel cor-
to translate all morphological analyses. We find thgyys je. MADA-based and SAKHR-based. Both
similar gains can be obtained much more easily.  systems use the same standard features and share
The approach we take is Minimum Bayes Riskhe first-pass English language model, a 4-gram es-
(MBR) System Combination (Sim et al., 2007). N-timated over the parallel text and a 965 million word
best lists from multiple SMT systems are mergedsypset of monolingual data from the English Giga-
the posterior distributions over the individual listsyord Third Edition. Minimum Error Training pa-
are interpolated to form a new distribution over thggmeter estimation under IBM BLEU is performed
merged list. MBR hypotheses selection is then pegn the development set (mt02-05-tune), and the out-
formed using sentence-level BLEU score (Kumapt translation lattice is rescored with large language
and Byrne, 2004). Itis very likely that even greateimodels estimated using4.7B words of English
gains can be achieved by more complicated combjrewswire text, in the same fashion as (Iglesias et
nation schemes (Rosti et al., 2007), although signify|,, 2009). Finally, the first 1000-best hypotheses
icantly more effort in tuning would be required.  are rescored with MBR, taking the negative sentence
level BLEU score as the loss function to minimise.
For system combination, we obtain two sets of N-
For Arabic-to-English translation, we consider twdest lists of depth N=500, one from each system.
alternative segmentations of the Arabic words. W8oth lists are obtained after large-LM lattice rescor-
first use the MADA toolkit (Habash and Rambow,ing, i.e. prior to individual MBR. A joint MBR de-
2005). After tagging, we split word prefixes and sufcoding is then carried out on the aggregated 1000-
fixes according to scheme ‘D2’ (Habash and Saddgest list with equal weight assigned to the posterior
2006). Secondly, we take the segmentation genefistribution assigned to the hypotheses by each sys-
ated by Sakhr Software in Egypt using their Arabideém. Results are shown in Table 2.
Morphological Tagger, as an alternative segmenta- As shown, the scores obtained via MBR combi-
tion into subword units. This scheme generates moretion outperform significantly those achieved via
tokens as it segments all Arabic articles which othetMBR for the best-performing system (MADA). The

2 Arabic-to-English Translation

74



mt02-05- often oversegments morphemes that are rare or not
-tune -test| mt0O8 seen at all in the training data. Following the ap-
MADA-based 93.3 | 52.7| 43.7 proach in (Virpioja et al., 2007), we use the Morfes-
+MBR 53.7 | 53.3| 44.0 sor Categories-MAP algorithm (Creutz and Lagus,
SAKHR-based 52.7 | 52.8| 43.3 2005). It applies a hierarchical model with three sur-
+MBR 53.2 | 53.2| 43.8 face categories (prefix, stem and suffix), that allow
MBR-combined 54.6 | 54.6 | 45.6 the algorithm to treat out-of-vocabulary words in a

convenient manner. For instance, if we encounter a
Table 2: Arabic-to-English translation results. Lowernew name with a known suffix, it can usually sepa-
cased IBM BLEU reported. rate the suffix and leave the actual name intact.

_ _ Similarly to the Arabic-to-English task, we train
mixed case BLEU-4 for the MBR-combined systemyq jgentical HiIFST systems. In this case, whereas

onmt08 is 44.1. This is directly comparable to thegne s trained on Finnish morphs decomposed by
qﬁicial MTO8 Constrained Training Track evalua-pjorfessor (morph-based), the other is trained on
tion results’ standard, unprocessed Finnish (word-based). For
this task we use the EuParl parallel corpus . Portions
from Q4/2000 was reserved for testing and Septem-
Finnish is a highly-inflecting, agglutinative lan-ber 2000 for development, both containing around
guage. It has dozens of both inflectional an®,000 sentences. The training data comprised 23M
derivational suffixes, that are concatenated togeth&nglish words, and 17M or 27M Finnish tokens for
with only moderately small changes in the surword-based or morph-based text, respectively.
face forms. For instance, one can inflect the . .
Y Y . . ., The training set was also used to train the mor-
word "kauppa” (shop) into "kaupa+ssa+mme-+kin

(also in our shop) by glueing the suffixes to thephologlcal segmentation. The quality of the seg-

end. In addiion, Finnish has many compoundmemauon is evaluated in (Virpioja et al., 2007). A

. - recision of 78.72% and recall of 52.29% was mea-
words, sometimes consisting of several parts, su . ] .
y e . Sured for the segmentation boundaries with respect
as "ulko+maa+n+kauppa+politiikka” (foreign trade

. . _-to a linguistic reference segmentation. As the recall
policy). Due to these properties, the number of dif: 9 9

ferent word forms that can be observed is enormouIS not very high, the segmentation is more conserva-

Morfessor (Creutz and Lagus, 2007) is a methone than the linguistic reference. Table 4 shows an

. . . example for a phrase in the training data.
for modeling concatenative morphology in an un- P P g

supervised manner. It tries to find morpheme-like Results are shown in Table 3, where again signifi-
units, morphs, that are segments of the words. Irzant gains are achieved when simply combining out-
spired by the minimum description length principle put N-best lists via MBR. Only one reference was
Morfessor tries to find a concise lexicon of morphsvailable for scoring. In this case we did not ap-
that can effectively code the words in the trainply large-LM rescoring, as no large additional par-

ing data. Unlike other unsupervised methods (e.diamentary data was available. Individual MBR did

Goldsmith (2001)), there is no restrictions on howot yield gains for each of the systems.

many morphs a word can have. After training the

model, the most likely segmentation of new words

3 Finnish-to-English Translation

to morphs can be found using the Viterbi algorithm. devel | test

There exist a few different versions of Morfessor. Word-based 30.2 | 27.9
The baseline algorithm has been found to be very Morph-based 294 | 274
useful in automatic speech recognition of agglutina- MBR-combined 30.5| 28.9

tive languages (Kurimo et al., 2006). However, it N ] ]
Table 3: Finnish-to-English translation results. Lower-

2Full MTO8 results are available at http://www.nist.gov/ cased IBM BLEU reported.
speech/tests/mt/2008/doc/mtOficial _resultsv0.html
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Finnish | vaarallisten aineiden kuljetusten turvallisuusneuveosian

Morfessor | vaaray llistengTy ainesty idengyg kuljetussretensTy turvallisuupre neuvesTy NsyF antajas v
Linguistic | vaarallisten aineiden kuljetusten turvallis uus neuvota gm

| English | safety adviser for the transport of dangerous goods |

Table 4: Example of Morfessor Categories-MAP segmentati@hlinguistic segmentation for a Finnish phrase. Sub-
scripts show the morph categories given by Morfessor: s&h), prefix (PRE) and suffix (SUF).

4 Conclusions N. Habash and F. Sadat. 2006. Arabic preprocessing

) ) schemes for statistical machine translation. HInT-
We demonstrated that multiple morphological anal- \aacL: short Papers.

yses can be the basis for SMT system combinatiog |gjesias, A. de Gispert, E.R. Banga, and W. Byrne.
These results will be of interest to researchers devel- 2009.  Hierarchical phrase-based translation with
oping morphological analyzers, as it provides a new, weighted finite state transducers.Hh T-NAACL.

and potentially profitable way to evaluate competP. Koehn and H. Hoang. 2007. Factored translation mod-
ing analysers. The results should also interest SMT €ls. INEMNLP.

researchers. SMT system combination is an active Kumar and W. Byrne. 2004. Minimum Bayes-risk
area of research, but good gains from combination decoding for statistical machine translation. HoT-
usually require very different system architectures; NAACL.

hi b barri d lopi o . Kurimo, A. Puurula, E. Arisoy, V. Siivola, T. Hir-
this can be a barrier to developing competitive sys- simaki, J. Pylkkonen, T. Alumae, and M. Saraclar.

tems. We find that the same architecture trained on 2006, Unlimited vocabulary speech recognition for
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Abstract

This work focuses on generating children’s
HMM-based acoustic models for speech rec-
ognition from adult acoustic models. Collect-
ing children’s speech data is more costly
compared to adult's speech. The patent-
pending method developed in this work re-
quires only adult data to estimate synthetic
children’s acoustic models in any language
and works as follows: For a new language
where only adult data is available, an adult
male and an adult female model is trained. A
linear transformation from each male HMM
mean vector to its closest female mean vector
is estimated. This transform is then scaled to a
certain power and applied to the female model
to obtain a synthetic children’s model. In a
pronunciation verification task the method
yields 19% and 3.7% relative improvement on
native English and Spanish children’s data, re-
spectively, compared to the best adult model.
For Spanish data, the new model outperforms
the available real children’s data based model
by 13% relative.

Introduction

bpel | om khaci ogl u} @ osett ast one. com

availability of children’s speech data in many lan-
guages in the speech research community. Adult
speech data is usually easier to obtain. By under-
standing the characteristics of children’s spebeh t
unconditional need for children’s speech data can
be lessened by altering adult acoustic models such
that they are suitable for children’s speech.
Children’s speech has higher pitch and formants
than female speech. Further, female speech has
higher pitch and formants than male speech. Child-
ren’s speech is more variable than female speech,
and, as research has shown, female speech is more
variable than male speech (Lee et al., 1999). Given
this transitive chain of argumentation, the trans-
formation from a male to a female acoustic model
can be estimated for a language and applied (at a
certain adjustable degree) to the female model.
This process results in a synthetic children’s
speech model designed on the basis of the female
model. Therefore, for a new language an effective
synthetic children’s acoustic model can be derived
without the need of children’s data (Hagen et al.,
2008).

2 Related Work

Extensive research has been done in the field of
children’s speech analysis and recognition in the

Language learning is becoming more and mojgast few years. A detailed overview of children’s
important in the age of globalization. Dependingpeech characteristics can be found in (Lee et al.,
on their work or cultural situation some people argg99). The paper presents research results showing
confronted with various different languages on ghe higher variability in speech characteristics
daily basis. While it is very desirable to learn-la among children compared to adult speech. The
guages at any age, language learning, among othesperties of children’s speech that were re-

learning experiences, is comparably simpler fafearched were duration of vowels and sentences,
children than for adults and should therefore bgitch, and formant locations.

encouraged at early ages.
Even though the children’s language learning mafor children, properties as the formant locations
ket is highly important, comprising effectiveand higher variability of children’s speech need to
speech recognition tools for pronunciation assesse accounted for. The best solution for building
ment is relatively hard due to the special charactenildren’s speech models is to collect children’s
ristics of children’s speech and the limitedspeech data and to train models from scratch (Ha-
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gen et al.,, 2003, Cosi et al. 2005). Researcharggy mean vector in the female model. Information
have also tried to apply adult acoustic models ussed in the mapping process is the basic phoneme
ing speaker normalization techniques to recogniznd context. The resulting mean vector pairs are
children’s speech (Elenius et al., 2005, Potamianased as source and target features in the training
et al. 1997). Adult acoustic models were adaptaqatocess of the transformation matrix. During train-
towards children’s speech. A limited amount ofng the matrix is initialized as the identity matri
children’s speech data was available for adaptand the estimate of the mapping is refined by gra-
tion. In (Gustafson et al., 2002) children’s voiceslient descent. In a typical acoustic model theee ar
were transformed before being sent to the recogeveral hundred, sometimes thousands, of these
nizer using adult acoustic models. In (Claes et aimean vector pairs to train the transformation ma-
1997) children’s acoustic models were built basetix. The expression that needs to be minimized is:
on a VTL adaptation of cepstral parameters based T =argmin Z (Ax-y)?

on the third formant frequency. The method A (xy)pairs

showed to be effective for building children’syhere T is the error-minimizing transformation
speech models. matrix; X is @ male model's source vector anit

. . . , corresponding female model’s target vector.
3 Building Synthetic Children’s Models |, this optimization process the Matrxis initia-
from Adult Models

lized as the identity matrix. Each matrix enatyis

As mentioned in Section 1, research has shown CL .

that pitch and formants of children’s speech ardPdated (to the new valag) in the following way
higher than for female speech. Female speech Hasgradient descent:

higher pitch and formants than male speech. In ai'_ =a +k(AX_yi )x.

order to exploit these research results a transform . ' i ' ) ) .

tion from a male acoustic model to a female acoud€reA is thei-th line of matrixA andk deter-

tic model can be derived. This transformation wilmines the descent step siz&@ and incorporates
map a male model as close as possible to a femtile factor of 2 resulting from the differentiation)
model. The transformation can be adjusted ankhe gradient descent needs to be run multiple
applied to the female model. The resulting synthetimes over all vector pair§,y) for the matrix to

ic model can be tested on children’s data. converge to an acceptable approximation which is
Parameters that are subject to transformation @alled the transformation matrix

this process are the mean vectors of the HMM _ _ _

states. The transformation can be represented ad-a Synthetic Children’s Model Creation

square matrix in the dimension of the mean veqhe transformation matrix can be applied to the
tors. The transformation chosen in this approach fiémale model in order to create a new synthetic
therefore linear and is for example capable Qfcoustic model which should suit children’s speech
representing a vocal tract length adaptation asyjptter than adult acoustic models. It is unlikéigtt
was shown in (Pitz et al., 2005). Linear transfofthe transformation applied “as is” will result imet
mations (i.e. matrices) are also chosen in adapigest model possible, therefore the transformation
tion approaches as MAPLR and MLLR, whosean be altered (amplified or weakened) in order to
benefit has been shown to be additive to the bensfie|d the best results. An intuitive way to altet

of VTLN in speaker adaptation applications. Ampact of the transformation is taking the matFix
linear transform in the form of a matrix is then&o g g certain powep. Synthetic models can be
well suited due to its expressive power as well

i p
its mathematical manageabilty. Freated by applyin§” to the female modgl for

various value®. If children’s data is available for
evaluation purposes, the best valug afn be de-
termined. The powep is claimed to be language

The transformation matrix used in this approach iadependent. It might vary in nuances, but experi-
estimated by mapping the male to the female

acoustic model, such that each HMM state meamaking a matrix to the power pfis meant in the sense
vector in the male model is assigned a correspong-* _ 1 10 = Identity, T* =T

3.1 Transformation Matrix
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ments have shown that a value around 0.25 isVéhen speech is evaluated in a language learning

reasonable choice. system, the first step is utterance verification,
) _ meaning the task of evaluating if the user actually
3.3 Transformation Algorithm tried to produce the desired utterance. The Equal

The previous section presented the theoretick[Tor Rate (EER) on the utterance level is a means
means necessary for the synthetic children’s mod@ €valuating this performance. For each utterance
creation process. The precise, patent-pending alg? in- and out-of-grammar likelihood score is de-

rithm to create a synthetic children’s model in &rmined. The EER operating points, determined

new language is as follows (Hagen et al., 2008): by the cutting point of the two distributions (in-
rammar and out-of-grammar), are reported as an

1. Train a male and a female acoustic mOdQirror metric. Figure 1 shows the EER values of the

2. Estimate the transfori from the male gynthetic model applied to children’s data.
to the female model

3. Determine the powep by which the 2.8
transformT should be adjusted 2.5t

4. Apply T® to the female acoustic model _ear
to create the synthetic children’s model

Step 3, the determination of the powgrcan be
done in two different ways. If children’s test dat:
in the relevant language is available, various mo:
els based on differemt-values can be evaluated .|
and the best one chosen. If there is no childrer
data available in a new languagecan be esti- . . . ‘ . ‘ . . ‘
mated by evaluations in a language where there 0.05 0.1 045 0.2 0.25 0.3 0.35 0.3 0.45
enough male, female, and children’s speech dama e pem T e
available. The claim here is that the powes rel- '9ure 1. Synthetic model's EER performance de-

. . . .. pending on the power p used for model creation.
atively language independent and estimapinig a
different language is superior to a simple guess. It can be seen that the best performance is reached

_ at aboutp=0.25. The overview of the results is

4 Experiments given in Table 1.

The algorithm was tested on two languages: US
English and Spanish. For both languages suffici
male, female, and children’'s speech data w
ava_lilable (more than 20 hours) in order to trgin Female Model > 92%
Va|l,d acoust'l[g: modé-:‘lf and t? SlaveFrefelgen?ehC?”j- Synthetic Model 2 36%
ren’s acoustic models available. For English teSt _ ) : ,
data we used a corpus of 22 native speakers in E?Rae%:ell' EER numbers when using a real children’s
age range of 5 to 14. The number of utterancesm% el compared ,to a male, female, and synthetic

X i del for children’s data evaluation.
2,182. For Spanish test data the corpus is com-
prised of 19 speakers in the age range of 8 to IBe results show that the synthetic children’s mod-
years. The number of utterances is 2,598. el yields good classification results when applied
The transform from the male to the female modéb children’s data. The gold standard, the real
was estimated in English. The power pfwas children’s model application, results in the best
gradually increased and the transformation matrixER performance.

was adjusted. With this adjusted matii¥ a syn- If the same evaluation scenario is applied to Span-
thetic children’s model was built. This synthetidSh, & very similar picture evolves. Figure 2 shows
children’s model was evaluated on children’s tesh® EER results versus transformation popéor
data and the results were compared to the refereranish children’s data.

children’s model’'s and the female model’'s perfor-

mance.

equal error rate (in %

Equal Error Rate

t
g?eal Children’s Model 1.90%
Male Model 4.07%
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2.4 S T 5 Conclusion

2.35 | ] This work presented a new technique to create
children’s acoustic models from adult acoustic
models without the need for children’s training

data when applied to a new language. While it can
be assumed that the availability of children’s data

equal error rate (in %)

22| ] would improve the resulting acoustic models, the
approach is effective if children’s data is notiava
ey ] able. It will be interesting to see how performance

of this technique compares to adapting adult mod-
els by adaptation techniques, i.e. MLLR, when I[i-

e 0 mited amounts of children’s data are available.
Figure 2: Spanish synthetic model's EER perfor- TWO scenarios are possible: With increasing
mance depending on the power p used for model amount of children’s data speaker adaptation will
creation. draw even and/or be superior. The other possibility
. is that the presented technique yields better tesul

; ; . o r}‘tgsgardless how much real children’s data is availa-
for p is about0.27 This value is very similar to the ;2 jue to the higher variability and noise-

one found for US English, which supports, but Ce'bollution of children’s data.

tainly does not prove, the language independence
claim. Results for Spanish are given in Table 2. References

Equal Error Rate Claes, T., Dologlou, I, ten Bosch, L., Van Compdmo
Real Children’s mode 2 40% D. 1997.New Transformations of Cepstral Parame-
Male model 562% ters for Automatic Vocal Tract Length Normalization
Female model 2 17% in Speech Recognitiobth Europ. Conf. on Speech
Synthetic model 2 09% Comm. and Technology, Vol. 3: 1363-1366.

- - Cosi, P., Pellom, B. 200%alian children's speech rec-
Table 2: EER numbers for Spanish when using a  ognition for advanced interactive literacy tutors
real children’s model compared to a male, female,  proceedings Interspeech, Lisbon, Portugal.

and synthetic model for Spanish children’s data Elenjus, D. and Blomberg, M. 200&daptation and

evaluation. Normalization Experiments in Speech Recognition

o . . . for 4 to 8 Year old ChildrenProceedings Inters-
Similar to English, the Spanish synthetic model peech, Lisbon, Portugal,

per]‘orms better than the female model on chilgs,gafson, 3., Sjslander, K. 200vice transformations
ren's speech. Interestingly, the acoustic model fo improving childrenzs speech recognition in dpu
purely trained on children’s data performs worse |icly available dialogue systeniCSLP, Denver.
than the female and the synthetic model. It is nefagen, A., Pellom, B., and Cole, R. 20@hildren’s
clear why the children’s model does not outper- Speech Recognition with Application to Interactive
form the female and the synthetic model; an expla- Books and TutorsProceedings ASRU, USA.
nation could be diverse and variable training dateée. S., Potamianos, A., and Narayanan, S. 1999
that hurts classification performance. Acoustics of children's speech: Developmental
It can be seen that for US English and Spanish theShanges of temporal and spectral parametdr.
powerp used to adjust the transformation is abo Acoust. Soc. Am., Vol. 105(3):1455-1468.

l'Bitz, M., Ney, H. 2005.Vocal Tract Normalization
0.25 There_fore, _for a new language _Where only Equals Linear Transformation in Cepstral Space.
adult data is available, the transformation from th |EEg Trans. Speech & Audio Proc., 13(5): 930-944.
male to the female model can be estimated ap@tamianos, A., Narayanan, S., and Lee, S. 180f-
applied to the female model (after being adjusted matic Speech Recognition for ChildréProceedings
by p=0.25. The resulting synthetic model will Eurospeech, Rhodes, Greece.
work reasonably well and could be refined as sodtegen, A., Pellom, B., and Hacioglu, K. 2008ethod
as children’s data becomes available. for Creating a Speech ModalS Patent Pending.
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Detecting Pitch Accents at the Word, Syllable and Vowel Level

Andrew Rosenberg
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Abstract

The automatic identification of prosodic
events such as pitch accent in English has long
been a topic of interest to speech researchers,
with applications to a variety of spoken lan-
guage processing tasks. However, much re-
mains to be understood about the best meth-
ods for obtaining high accuracy detection. We
describe experiments examining the optimal
domain for accent analysis. Specifically, we
compare pitch accent identification at the syl-
lable, vowel or word level as domains for anal-
ysis of acoustic indicators of accent. Our re-
sults indicate that a word-based approach is
superior to syllable- or vowel-based detection,
achieving an accuracy of 84.2%.

1 Introduction

Prosody in a language like Standard American En-
glish can be used by speakers to convey semantic,
pragmatic and paralinguistic information. Words are
made intonationall prominent, or accented to convey
information such as contrast, focus, topic, and in-
formation status. The communicative implications
of accenting influence the interpretation of a word
or phrase. However, the acoustic excursions associ-
ated with accent are typically aligned with the lex-
ically stressed syllable of the accented word. This
disparity between the domains of acoustic proper-
ties and communicative impact has led to different
approaches to pitch accent detection, and to the use
of different domains of analysis.

In this paper, we compare automatic pitch accent
detection at the vowel, syllable, and word level to
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determine which approach is optimal. While lex-
ical and syntactic information has been shown to
contribute to the detection of pitch accent, we only
explore acoustic features. This decision allows us
to closely examine the indicators of accent that are
present in the speech signal in isolation from lin-
guistic effects that may indicate that a word or syl-
lable may be accented. The choice of domain for
automatic pitch accent prediction it also related to
how that prediction is to be used and impacts how
it can be evaluated in comparison with other re-
search efforts. While some downstream spoken lan-
guage processing tasks benefit by knowing which
syllable in a word is accented, such as clarifica-
tion of communication misunderstandings, such as
“I said unlock the door — not lock it!”, most appli-
cations care only about which word is intonation-
ally prominent. For the identification of contrast,
given/new status, or focus, only word-level informa-
tion is required. While the performance of nucleus-
or syllable-based predictions can be translated to
word predictions, such a translation is rarely per-
formed, making it difficult to compare performance
and thus determine which approach is best.

In this paper, we describe experiments in pitch ac-
cent detection comparing the use of vowel nuclei,
syllables and words as units of analysis. In Section
2, we discuss related work. We describe the ma-
terials in Section 3, the experiments themselves in
Section 4 and conclude in Section 5.

2 Related Work

Acoustic-based approaches to pitch accent detection
have explored prediction at the word, syllable, and
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vowel level, but have rarely compared prediction
accuracies across these different domains. An ex-
ception is the work of Ross and Ostendorf (1996),
who detect accent on the Boston University Radio
News Corpus (BURNC) at both the syllable and
word level. Using CART predictions as input to an
HMM, they detect pitch accents on syllables spoken
by a single speaker from BURNC with 87.7% accu-
racy, corresponding to 82.5% word-based accuracy,
using both lexical and acoustic features. In compar-
ing the discriminative usefulness of syllables vs. syl-
lable nuclei for accent detection, Tamburini (2003)
finds syllable nuclei (vowel) duration to be as useful
to full syllables. Rosenberg and Hirschberg (2007)
used an energy-based ensemble technique to detect
pitch accents with 84.1% accuracy on the read por-
tion of the Boston Directions Corpus, without us-
ing lexical information. Sridhar et al. (2008) ob-
tain 86.0% word-based accuracy using maximum
entropy models from acoustic and syntactic infor-
mation on the BURNC. Syllable-based detection
by Ananthakrishnan and Narayanan (2008) com-
bines acoustic, lexical and syntactic FSM models
to achieve a detection rate of 86.75%. Similar
suprasegmental features have also been explored in
work at SRI/ICSI which employs a hidden event
model to model intonational information for a va-
riety of tasks including punctuation and disfluency
detection (Baron et al., 2002). However, while
progress has been made in accent detection perfor-
mance in the past 15 years, with both word and syl-
lable accuracy at about 86%, these accuracies have
been achieved with different methods and some have
included lexico-syntactic as well as acoustic fea-
tures. It is still not clear which domain of acoustic
analysis provides the most accurate cues for accent
prediction. To address this issue, our work compares
accent detection at the syllable nucleus, full syllable,
and word levels, using a common modeling tech-
nique and a common corpus, to focus on the ques-
tion of which domain of acoustic analysis is most
useful for pitch accent prediction.

3 Boston University Radio News Corpus

Our experiments use 157.9 minutes (29,578 words)
from six speakers in the BURNC (Ostendorf et al.,
1995) recordings of professionally read radio news.
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This corpus has been prosodically annotated with
full ToBI labeling (Silverman et al., 1992), includ-
ing the presence and type of accents; these are an-
notated at the syllable level and 54.7% (16,178) of
words are accented. Time-aligned phone boundaries
generated by forced alignment are used to identify
vowel regions for analysis. There are 48,359 vow-
els in the corpus and 34.8 of these are accented. To
generate time-aligned syllable boundaries, we align
the forced-aligned phones with a syllabified lexicon
included with the corpus.

The use of BURNC for comparative accent pre-
diction in our three domains is not straightforward,
due to anomalies in the corpus. First, the lexicon
and forced-alignment output in BURNC use distinct
phonetic inventories; to align these, we have em-
ployed a minimum edit distance procedure where
aligning any two vowels incurs zero cost. This guar-
antees that, at a minimum the vowels will be aligned
correctly. Also, the number of syllables per word
in the lexicon does not always match the number
of vowels in the forced alignment. This leads to
114 syllables containing two forced-aligned vowels,
and 8 containing none. Instead of performing post
hoc correction of the syllabification results, we in-
clude all of the automatically identified syllables in
the data set. This syllabification approach generates
48,253 syllables, 16,781 (34.8%) bearing accent.

4 Pitch Accent Detection Experiments

We train logistic regression models to detect the
presence of pitch accent using acoustic features
drawn from each word, syllable and vowel, using
Weka (Witten et al., 1999). The features we use in-
cluded pitch (f0), energy and duration, which have
been shown to correlate with pitch accent in En-
glish. To model these, we calculate pitch and en-
ergy contours for each token using Praat (Boersma,
2001). Duration information is derived using the
vowel, syllable or word segmentation described in
Section 3. The feature vectors we construct include
features derived from both raw and speaker z-score
normalized! pitch and energy contours. The feature
vector used in all three analysis scenarios is com-

prised of minimum, maximum, mean, standard de-
!Z-score normalization:z,orm = =%, where x is a value

to normalize, pt and o are mean and standard deviation. These

are estimated from all pitch or intensity values for a speaker.




viation and the z-score of the maximum of these raw
and normalized acoustic contours. The duration of
the region in seconds is also included.

The results of ten-fold cross validation classifica-
tion experiments are shown in Table 1. Note that,
when running ten-fold cross validation on syllables
and vowels, we divide the folds by words, so that
each syllable within a word is a member of the
same fold. To allow for direct comparison of the
three approaches, we generate word-based results
from vowel- and syllable-based experiments. If any
syllable or vowel in a word is hypothesized as ac-
cented, the containing word is predicted to be ac-
cented. Vowel/syllable accuracies should be higher

Region | Accuracy (%) F-Measure
Vowel 68.5 +0.319 | 0.651 £ 0.00329

Syllable || 75.6 £0.125 | 0.756 £ 0.00188
Word 82.9£0.168 | 0.845 £ 0.00162

Table 1: Word-level accuracy and F-Measure

than word-based accuracies since the baseline is sig-
nificantly higher. However, we find that the F-
measure for detecting accent is consistently higher
for word-based results. A prediction of accented
on any component syllable is sufficient to generate
a correct word prediction.

Our results suggest, first of all, that there is dis-
criminative information beyond the syllable nucleus.
Syllable-based classification is significantly better
than vowel-based classification, whether we com-
pare accuracy or F-measure. It is possible that the
narrow region of analysis offered by syllable and
vowel-based analysis makes the aggregated features
more susceptible to the effects of noise. Moreover,
errors in the forced-alignment phone boundaries
and syllabification may negatively impact the per-
formance of vowel- and syllable-based approaches.
Until automatic phone alignment improves, word-
based prediction appears to be more reliable. An
automatic, acoustic syllable-nucleus detection ap-
proach may be able generate more discriminative re-
gions of analysis for pitch accent detection than the
forced-alignment and lexicon alignment technique
used here. This remains an area for future study.

However, if we accept that the feature represen-
tations accurately model the acoustic information
contained in the regions of analysis and that the
BURNC annotation is accurate, the most likely ex-

&3

planation for the superiority of word-based predic-
tion over syllable- or vowel-based strategiesis is that
the acoustic excursions correlated with accent occur
outside a word’s lexically stressed syllable. In par-
ticular, complex pitch accents in English are gener-
ally realized on multiple syllables. To examine this
possibility, we looked at the distribution of misses
from the three classification scenarios. The distribu-
tion of pitch accent types of missed detections using
evaluation of the three scenarios is shown in Table
2. In the ToBI framework, the complex pitch ac-
cents include L+H*, L*+H, H+!H* and their down-
stepped variants. As we suspected, larger units of
analysis lead to improved performance on complex
tones; x? analysis of the difference between the er-
ror distributions yields a x? of 42.108, p< 0.0001.
Since accenting is the perception of a word as
more prominent than surrounding words, features
that incorporate local contextual acoustic informa-
tion should improve detection accuracy at all lev-
els. To represent surrounding acoustic context in
feature vectors, we calculate the z-score of the max-
imum and mean pitch and energy over six regions.
Three of these are “short range” regions: one pre-
vious region, one following region, and both the
previous and following region. The other three are
“long range” regions. For words, these regions
are defined as two previous words, two following
words, and both two previous and two following
words. To give syllable- and vowel-based classifi-
cation scenarios access to a comparable amount of
acoustic context, the “long range” regions covered
ranges of three syllables or vowels. There are ap-
proximately 1.63 syllables/vowels per word in the
BURNC corpus; thus, on balance, a window of two
words is equivalent to one of three syllables. Du-
ration is also normalized relative to the duration of
regions within the contextual regions. Accuracy and
f-measure results from ten-fold cross validation ex-
periments are shown in Table 3. We find dramatic

Analysis Region || Accuracy (%) F-Measure
Vowel 77.44+0.264 | 0.774 £ 0.00370
Syllable 81.9+£0.197 | 0.829 £ 0.00195
Word 84.2+£0.247 | 0.858 £ 0.00276

Table 3: Word-level accuracy and F-Measure with Con-
textual Features

increases in the performance of vowel- and syllable-



Region H* L* Complex Total Misses
Vowel .6825 (3732) | .0686 (375) | .2489 (1361) 1.0 (5468)

Syllable || .7033 (2422) | .0851 (293) | .2117 (729) 1.0 (3444)
Word 7422 (2002) | .0610 (165) | .1986 (537) 1.0 (2704)

Table 2: Distribution of missed detections organized by H*, L* and complex pitch accents.

based performance when we include contextual fea-
tures. Vowel-based classification shows nearly 10%
absolute increase accuracy when translated to the
word level. The improvements in word-based clas-
sification, however, are less dramatic. It may be
that word-based analysis already incorporates much
the contextual information that is helpful for detect-
ing pitch accents. The feature representations in
each of these three experiments include a compara-
ble amount of acoustic context. This suggests that
the superiority of word-based detection is not sim-
ply due to the access to more contextual informa-
tion, but rather that there is discriminative informa-
tion outside the accent-bearing syllable.

5 Conclusion and Future Work

In this paper, we describe experiments comparing
the detection of pitch accents on three acoustic do-
mains — words, syllables and vowels — using acous-
tic features alone. To permit direct comparison be-
tween accent prediction in these three domains of
analysis, we generate word-, syllable-, and vowel-
based results directly, and then transfer syllable- and
nucleus-based predictions to word predictions.

Our experiments show that word-based accent
detection significantly outperforms syllable- and
vowel-based approaches. Extracting features that
incorporate acoustic information from surrounding
context improves performance in all three domains.
We find that there is, in fact, acoustic information
discriminative to pitch accent that is found within
accented words, outside the accent-bearing sylla-
ble. We achieve 84.2% word-based accuracy —
significantly below the 86.0% reported by Sridhar
et al. (2008) using syntactic and acoustic compo-
nents. However, our experiments use only acoustic
features, since we are concerned with comparing do-
mains of acoustic analysis within the larger task of
accent identification. Our 84.2% accuracy is signifi-
cantly higher than the 80.09% accuracy obtained by
the 10ms frame-based acoustic modeling described
in (Sridhar et al., 2008). Our aggregations of pitch
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and energy contours over a region of analysis appear
to be more helpful than short frame modeling.

In future work, we will explore a number of tech-
niques to transfer word based predictions to sylla-
bles. This will allow us to compare word-based de-
tection to published syllable-based results. Prelimi-
nary results suggest that word-based detection is su-
perior regardless of the domain of evaluation.
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Abstract

Most Spoken Dialog Systems are based on
speech grammars and frame/slot semantics.
The semantic descriptions of input utterances
are usually defined ad-hoc with no ability to
generalize beyond the target application do-
main or to learn from annotated corpora. The
approach we propose in this paper exploits
machine learning of frame semantics, bor-
rowing its theoretical model from computa-
tional linguistics. While traditional automatic
Semantic Role Labeling approaches on writ-
ten texts may not perform as well on spo-
ken dialogs, we show successful experiments
on such porting. Hence, we design and eval-
uate automatic FrameNet-based parsers both
for English written texts and for Italian dia-
log utterances. The results show that disflu-
encies of dialog data do not severely hurt per-
formance. Also, a small set of FrameNet-like
manual annotations is enough for realizing ac-
curate Semantic Role Labeling on the target
domains of typical Dialog Systems.

1 Introduction

Commercial services based on spoken dialog sys-
tems have consistently increased both in number and
in application scenarios (Gorin et al., 1997). De-
spite its success, current Spoken Language Under-
standing (SLU) technology is mainly based on sim-
ple conceptual annotation, where just very simple
semantic composition is attempted. In contrast, the
availability of richer semantic models as FrameNet
(Baker et al., 1998) is very appealing for the de-
sign of better dialog managers. The first step to en-
able the exploitation of frame semantics is to show
that accurate automatic semantic labelers can be de-
signed for processing conversational speech.

In this paper, we face the problem of perform-
ing shallow semantic analysis of speech transcrip-
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tions from real-world dialogs. In particular, we ap-
ply Support Vector Machines (SVMs) and Kernel
Methods to the design of a semantic role labeler
(SRL) based on FrameNet. Exploiting Tree Kernels
(Collins and Duffy, 2002; Moschitti et al., 2008), we
can quickly port our system to different languages
and domains. In the experiments, we compare
results achieved on the English FrameNet against
those achieved on a smaller Italian FrameNet-like
corpus of spoken dialog transcriptions. They show
that the system is robust enough to disfluencies and
noise, and that it can be easily ported to new do-
mains and languages.

In the remainder of the paper, Section 2 presents
our basic Semantic Role Labeling approach, Sec-
tion 3 describes the experiments on the English
FrameNet and on our Italian dialog corpus, and Sec-
tion 4 draws the conclusions.

2 FrameNet-based Semantic Role Labeling

Semantic frames represent prototypical events or
situations which individually define their own set
of actors, or frame participants. For example,
the COMMERCE_SCENARIO frame includes partic-
ipants as SELLER, BUYER, GOODS, and MONEY.
The task of FrameNet-based shallow semantic pars-
ing can be implemented as a combination of multi-
ple specialized semantic labelers as those in (Car-
reras and Marquez, 2005), one for each frame.
Therefore, the general semantic parsing work-flow
includes 4 main steps: (i) Target Word Detec-
tion, where the semantically relevant words bringing
predicative information (the frame rargets) are de-
tected, e.g. the verb fo purchase for the above exam-
ple; (ii) Frame Disambiguation, where the correct
frame for every target word (which may be ambigu-
ous) is determined, e.g. COMMERCE_SCENARIO;
(iii) Boundary Detection (BD), where the sequences
of words realizing the frame elements (or predicate
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arguments) are detected; and (iv) Role Classification
(RC) (or argument classification), which assigns se-
mantic labels to the frame elements detected in the
previous step, e.g. GOODS. Therefore, we imple-
ment the full task of FrameNet-based parsing by a
combination of multiple specialized SRL-like label-
ers, one for each frame (Coppola et al., 2008). For
the design of each single labeler, we use the state-of-
the-art strategy developed in (Pradhan et al., 2005;
Moschitti et al., 2008).

2.1 Standard versus Structural Features

In machine learning tasks, the manual engineering
of effective features is a complex and time con-
suming process. For this reason, our SVM-based
SRL approach exploits the combination of two dif-
ferent models. We first used Polynomial Kernels
over handcrafted, linguistically-motivated, “stan-
dard” SRL features (Gildea and Jurafsky, 2002;
Pradhan et al.,, 2005; Xue and Palmer, 2004).
Nonetheless, since we aim at modeling an SRL sys-
tem for a new language (Italian) and a new domain
(dialog transcriptions), the above features may re-
sult ineffective. Thus, to achieve independence on
the application domain, we exploited Tree Kernels
(Collins and Duffy, 2002) over automatic structural
features proposed in (Moschitti et al., 2005; Mos-
chitti et al., 2008). These are complementary to stan-
dard features and are obtained by applying Tree Ker-
nels (Collins and Duffy, 2002; Moschitti et al., 2008)
to basic tree structures expressing the syntactic rela-
tion between arguments and predicates.

3 Experiments

Our purpose is to show that an accurate automatic
FrameNet parser can be designed with reasonable
effort for Italian conversational speech. For this pur-
pose, we designed and evaluated both a semantic
parser for the English FrameNet (Section 3.1) and
one for a corpus of Italian spoken dialogs (Section
3.2). The accuracy of the latter and its comparison
against the former can provide evidence to sustain
out thesis or not.

3.1 Evaluation on the English FrameNet

In this experiment we trained and tested boundary
detectors (BD) and role classifiers (RC) as described
in Section 2. More in detail, (a) we trained 5 BDs
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according to the syntactic categories of the possi-
ble target predicates, namely nouns, verbs, adjec-
tives, adverbs and prepositions; (b) we trained 782
one-versus-all multi-role classifiers RC, one for each
available frame and predicate syntactic category, for
a total of 5,345 binary classifiers; and (c) we ap-
plied the above models for recognizing predicate ar-
guments and their associated semantic labels in sen-
tences, where the frame label and the target predi-
cate were considered as given.

3.1.1 Data Set

We exploited the FrameNet 1.3 data base. After
preprocessing and parsing the sentences with Char-
niak’s parser, we obtained 135,293 semantically-
annotated and syntactically-parsed sentences.

The above dataset was partitioned into three sub-
sets: 2% of data (2,782 sentences) for training the
BDs, 90% (121,798 sentences) for training RC, and
1% (1,345 sentences) as test set. The remaining data
were discarded. Accordingly, the number of pos-
itive and negative training examples for BD were:
2,764 positive and 37,497 negative examples for ver-
bal, 1,189 and 35,576 for nominal, 615 and 14,544
for adjectival, 0 and 40 for adverbial, and 7 and 177
for prepositional predicates (for a total of 4,575 and
87,834). For RC, the total numbers were 207,662
and 1,960,423, which divided by the number of role
types show the average number of 39 positive versus
367 negative examples per role label.

3.1.2 Results

We tested several kernels over standard fea-
tures (Gildea and Jurafsky, 2002; Pradhan et al.,
2005) and structured features (Moschitti et al.,
2008): the Polynomial Kernel (PK, with a degree of
3), the Tree Kernel (TK) and its combination with
the bag of word kernel on the tree leaves (TKL).
Also, the combinations PK+TK and PK+TKL were
tested.

The 4 rows of Table 1 report the performance of
different classification tasks. They show in turn: (1)
the “pure” performance of the BD classifiers, i.e.
considering correct the classification decisions also
when a correctly classified tree node does not ex-
actly correspond to its argument’s word boundaries.
Such mismatch frequently happens when the parse
tree (which is automatically generated) contains in-



PK TK PK+TK TKL PK+TKL
Eval sett. P R Fy P R Fy P R Fy P R Fy P R Fq
BD 887 675 767 | 949 652 773 | 915 .698 792 | 938 659 774 | 908 .701 .791
BD pj 850 647 735 | 919 631 748 | 875 .668 .758 | 906 .636 .747 | .868 .670 .757
BD+RC .654 498 565 | .697 479 568 | .680 519 .588 | .680 484 569 | .675 521 .588
BD+RCpj | .625 476 540 | .672 462 548 | .648 495 561 | 663 466 547 | .644 497 561

Table 1: Results on FrameNet dataset: Polynomial Kernel, two different Tree Kernels, and their combinations (see

Section 3.1.2) with 2% training for BD and 90% for RC.

correct node attachments; (2) the real performance
of the BD classification when actually “projected”
(“pi”) on the tree leaves, i.e. when matching not
only the constituent node as in 1, but also exactly
matching the selected words (leaves) with those in
the FrameNet gold standard. This also implies the
exact automatic syntactic analysis for the subtree;
(3) the same as in (1), with the argument role classi-
fication (RC) also performed (frame element labels
must also match); (4) the same as in (2), with RC
also performed. For each classification task, the Pre-
cision, Recall and F; measure achieved by means
of different kernel combinations are shown in the
columns of the table. Only for the best configuration
in Table 1 (PK+TK, results in bold) the amount of
training data for the BD model was increased from
2% to 90%, resulting in a popular splitting for this
task(Erk and Pado, 2006). Results are shown in Ta-
ble 2: the PK+TK kernel achieves 1.0 Precision,
0.732 Recall, and 0.847 F;. These figures can be
compared to 0.855 Precision, 0.669 Recall and 0.751
F; of the system described in (Erk and Pado, 2006)
and trained over the same amount of data. In con-
clusion, our best learning scheme is currently capa-
ble of tagging FrameNet data with exact boundaries
and role labels at 63% F;. Our next steps will be (1)
further improving the RC models using FrameNet-
specific information (such as Frame and role inheri-
tance), and (2) introducing an effective Frame clas-
sifier to automatically choose Frame labels.

Enhanced PK+TK
Eval Setting P R Py
BD (nodes) 1.0 732 .847
BD (words) 963 702 813
BD+RC (nodes) | .784 .571 .661
BD+RC (words) | .747 .545 .630

Table 2: Results on the FrameNet dataset. Best configu-
ration from Table 1, raised to 90% of training data for BD
and RC.
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Eval Setting P R 13 P R Fy
PK
BD - - - 900 .869 .884
BD+RC - - - 769 742 156
TK PK+TK
BD 887 856 871 | 905 .873 .889
BD+RC 765 738 751 | 774 747 760

Table 3: Experiment Results on the Italian dialog corpus
for different learning schemes and kernel combinations.

3.2 Evaluation on Italian Spoken Dialogs

In this section, we present the results of BD and RC
of our FrameNet parser on the smaller Italian spoken
dialog corpus. We assume here as well that the target
word (i.e. the predicate for which arguments have to
be extracted) along with the correct frame are given.

3.2.1 Data Set

The Italian dialog corpus includes 50 real human-
human dialogs recorded and manually transcribed at
the call center of the help-desk facility of an Ital-
ian Consortium for Information Systems. The di-
alogs are fluent and spontaneous conversations be-
tween a caller and an operator, concerning hard-
ware and software problems. The dialog turns con-
tain 1,677 annotated frame instances spanning 154
FrameNet frames and 20 new ad hoc frames spe-
cific for the domain. New frames mostly con-
cern data processing such as NAVIGATION, DIs-
PLAY_DATA, LOSE_DATA, CREATE_DATA. Being
intended as a reference resource, this dataset in-
cludes partially human-validated syntactic analysis,
i.e. lower branches corrected to fit arguments. We
divided such dataset into 90% training (1,521 frame
instances) and 10% testing (156 frame instances).
Each frame instance brings its own set of frame par-
ticipant (or predicate argument) instances.

For BD, the very same approach as in Section 3.1
was followed. For RC, we also followed the same
approach but, in order to cope with data sparse-



ness, we also attempted a different RC strategy by
merging data related to different syntactic predicates
within the same frame. So, within each frame, we
merged data related to verbal predicates, nominal
predicates, and so on. Due to the short space avail-
able, we will just report results for this latter ap-
proach, which performed sensitively better.

3.2.2 Results

The results are reported in Table 3. Each ta-
ble block shows Precision, Recall and F} for ei-
ther PK, TK, or PK+TK. The rows marked as BD
show the results for the task of marking the exact
constituent boundaries of every frame element (ar-
gument) found. The rows marked as BD+RC show
the results for the two-stage pipeline of both marking
the exact constituent boundaries and also assigning
the correct semantic label. A few observations hold.

First, the highest F} has been achieved using the
PK+TK combination. On this concern, we under-
line that kernel combinations always gave the best
performance in any experiment we run.

Second, we emphasize that the F of PK is sur-
prisingly high, since it exploits the set of standard
SRL feature (Gildea and Jurafsky, 2002; Pradhan
et al., 2005), originally developed for English and
left unmodified for Italian. Nonetheless, their per-
formance is comparable to the Tree Kernels and,
as we said, their combination improves the result.
Concerning the structured features exploited by Tree
Kernels, we note that they work as well without any
tuning when ported to Italian dialogs.

Finally, the achieved F7j is extremely good. In
fact, our corresponding result on the FrameNet cor-
pus (Table 2) is P=0.784, R=0.571, F1=0.661,
where the corpus contains much more data, its sen-
tences come from a standard written text (no dis-
fluencies are present) and it is in English language,
which is morphologically simpler than Italian. On
the other hand, the Italian corpus includes optimal
syntactic annotation which exactly fits the frame se-
mantics, and the number of frames is lower than in
the FrameNet experiment.

4 Conclusions

The good performance achieved for Italian dialogs
shows that FrameNet-based parsing is viable for la-
beling conversational speech in any language us-
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ing a few training data. Moreover, the approach
works well for very specific domains, like help-
desk/customer conversations. Nonetheless, addi-
tional tests based on fully automatic transcription
and syntactic parsing are needed. However, our cur-
rent results show that future research on complex
spoken dialog systems is enabled to exploit automat-
ically generated frame semantics, which is our very
direction.
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Abstract

Various knowledge sources are used for spo-
ken dialog systems such as task model, do-
main model, and agenda. An agenda graph is
one of the knowledge sources for a dialog
management to reflect a discourse structure.
This paper proposes a clustering and linking
method to automatically construct an agenda
graph from human-human dialogs. Prelimi-
nary evaluation shows our approach would be
helpful to reduce human efforts in designing
prior knowledge.

1 Introduction

Data-driven approaches have been long applied for spo-
ken language technologies. Although a data-driven ap-
proach requires time-consuming data annotation, the
training is done automatically and requires little human
supervision. These advantages have motivated the de-
velopment of data-driven dialog modelings (Williams
and Young, 2007, Lee et al., 2009). In general, the data-
driven approaches are more robust and portable than
traditional knowledge-based approaches. However, var-
ious knowledge sources are still used in many spoken
dialog systems that have been developed recently. These
knowledge sources contain task model, domain model,
and agenda which are powerful representation to reflect
the hierarchy of natural dialog control. In the spoken
dialog systems, these are manually designed for various
purposes including dialog modeling (Bohus and Rud-
nicky, 2003, Lee et al., 2008), search space reduction
(Young et al., 2007), domain knowledge (Roy and Sub-
ramaniam, 2006), and user simulation (Schatzmann et
al., 2007).

We have proposed an example-based dialog modeling
(EBDM) framework using an agenda graph as prior
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knowledge (Lee et al., 2008). This is one of the data-
driven dialog modeling techniques and the next system
action is determined by selecting the most similar dialog
examples in dialog example database. In the EBDM
framework for task-oriented dialogs, agenda graph is
manually designed to address two aspects of a dialog
management: (1) Keeping track of the dialog state with
a view to ensuring steady progress towards task comple-
tion, and (2) Supporting n-best recognition hypotheses
to improve the robustness of dialog manager. However,
manually building such graphs for various applications
may be labor intensive and time consuming. Thus, we
have tried to investigate how to build this graph auto-
matically. Consequently, we sought to solve the prob-
lem by automatically building the agenda graph using
clustering method from an annotated dialog corpus.

2 Related Work

Clustering techniques have been widely used to build
prior knowledge for spoken dialog systems. One of
them is automatic construction of domain model (or
topic structure) which is one of the important resources
to handle user’s queries in call centers. Traditional ap-
proach to building domain models is that the analysts
manually generate a domain model through inspection
of the call records. However, it has recently been pro-
posed to use an unsupervised technique to generate do-
main models automatically from call transcriptions (Roy
and Subramaniam, 2006). In addition, there has been
research on how to automatically learn models of task-
oriented discourse structure using dialog act and task
information (Bangalore et al., 2006). Discourse struc-
ture is necessary for dialog state-specific speech recog-
nition and language understanding to improve the
performance by predicting the next possible dialog
states. In addition, the discourse structure is essential to
determine whether the current utterance in the dialog is
part of the current subtask or starts a new task.
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Figure 1: Example of an agenda graph for building
guidance domain

More recently, it has been proposed stochastic dialog
management such as the framework of a partially ob-
servable Markov decision process (POMDP). This
framework is statistically data-driven and theoretically
principled dialog modeling. However, detailed dialog
states in the master space should be clustered into gen-
eral dialog states in summary space to scale up
POMDP-based dialog management for practical appli-
cations (Williams and Young, 2007). To address this
problem, an unsupervised automatic clustering of dialog
states has been introduced and investigated in POMDP-
based dialog manager (Lefevre and Mori, 2007).

In this paper, we are also interested in exploring me-
thods that would automatically construct the agenda
graph as prior knowledge for the EBDM framework.

3 Agenda Graph

In this section, we begin with a brief overview of
EBDM framework and agenda graph. The basic idea of
the EBDM is that the next system action is predicted by
finding semantically similar user utterance in the dialog
state space. The agenda graph was adapted to take into
account the robustness problem for practical applica-
tions. Agenda graph G is a simply a way of encoding
the domain-specific dialog control to complete the task.
G is represented by a directed acyclic graph (DAG)
(Figure 1). An agenda is one of the subtask flows, which
is a possible path from root node to terminal node. G is
composed of nodes (v) which correspond to possible
intermediate steps in the process of completing the spe-
cified task, and edges (€) which connect nodes. In other
words, v corresponds to dialog state to achieve domain-
specific subtask in its expected agenda. Each node in-
cludes three different components: (1) A precondition
that must be true before the subtask is executed; (2) A
description of the node that includes its label and iden-
tifier; and (3) Links to nodes that will be executed at the
subsequent turn. In this system, this graph is used to
rescore n-best ASR hypotheses and to interpret the dis-
course state such as new task, next task, and new sub-
task based on topological position on the graph. In the
agenda graph G, each node holds a set of relevant dialog
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Feature Types Features #Size
Word-level unigram 175
features bigram 573

trigram 1034

dialog act (DA) 9

Utterance-level main goal (MG) 16

features slot filling status 8
system act (SA) 26

Discourse-level previous DA 10
features previous MG 17
previous SA 27

Table 1: List of feature sets

examples which may appear in the corresponding dialog
states when a precondition of the node is true. To de-
termine the next system action, the dialog manager first
generates possible candidate nodes with n-best hypo-
theses by using a discourse interpretation algorithm
based on the agenda graph, and then selects the focus
node which is the most likely dialog state given the pre-
vious dialog state. Finally the best example in the focus
node is selected to determine appropriate system action.

Human efforts are required to manually design the
agenda graph to integrate it into the EBDM framework.
However, it is difficult to define all possible precondi-
tion rules and to assign the transition probabilities to
each link based only on the discretion of the system
developer. To solve these problems, we tried to con-
struct the agenda graph from the annotated dialog cor-
pus using clustering technique.

4 Clustering and Linking

4.1  Node Clustering

Each precondition has been manually defined to map
relevant dialog examples into each node. To avoid this,
the dialog examples are automatically grouped into the
closest cluster (or node) by a node clustering. In this
section, we explain a feature extraction and clustering
method for constructing the agenda graph.

4.1.1 Feature Extraction

Each dialog example should be converted into a feature
vector for a node clustering. To represent the feature
vectors, we first extract all n-grams which occur more
frequently than a threshold and do not contain any stop
word as word-level features. We also extract utterance-
level and discourse-level features from the annotated
dialog corpus to reflect semantic and contextual infor-
mation because a dialog state can be characterized using
semantic and contextual information derivable from the
annotations. The utterance is thus characterized by the
set of various features as shown in Table 1.



For a set of N dialog examples X={xi|i=1,..,N}, the
binary feature vectors are represented by using a set of
features from the dialog corpus. To calculate the dis-
tance of two feature vectors, we used a cosine measure
as a binary vector distance measure:

_ (Xi ‘Xj)

[ HHXJH
where x; and x; denoted two feature vectors. However,
each feature vector contains small number of non-zero
terms (<20 features) compared to the feature space
(>2000 features). Therefore, most pairs of utterances
share no common feature, and their distance is close to
1.0. To address this sparseness problem, the distance
between two utterances can be computed by checking
only the non-zero terms of corresponding feature vec-
tors (Liu, 2005).

d(x,x;)=1

4.1.2 Clustering

After extracting feature vectors from the dialog corpus,
we used K-means clustering algorithm which is the sim-
plest and most commonly used algorithm employing a
squared error criterion. At the initialization step, one
cluster mean is randomly selected in the data set and k-1
means are iteratively assigned by selecting the farthest
point from pre-selected centers as the following equa-
tion:
k-1
u, =arg max(Zd(x,ui ))

xeX i=1
where each cluster ¢ is represented as a mean vector uy.
At the assignment step, each example is assigned to the
nearest cluster ¢, by minimizing the distance of cluster
mean ug and dialog example x..

¢, =argmin(d(u,,x, )
1<k<K

The responsibilities r of each cluster cy are calcu-
lated for each example x; as the following rule:

ool pd(ux)
kt —
> ent-p-du,x )}
where f is the stiffness and usually assigned to 1.
During the update step, the means are recomputed us-

ing the current cluster membership by reflecting their
responsibilities:
_ ZI M X

B Zt N

Uy

4.2  Node Linking

From the node clustering step, node vy for cluster cy is
obtained from the dialog corpus and each node contains
similar dialog examples by the node clustering algo-
rithm. Next, at the node linking step, each node should
be connected with an appropriate transition probability
to build the agenda graph which is a DAG (Figure 2).
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Algorithm : NodeLinking(C)
Input: C=a set of clusters {c; | ,=C. k=1, ..., K}
Qutput: G(¥, E} = agenda graph (directed acyclic graph)
where each v, © Vis subtask node, each ¢, € E is its directed edges

V< GENERATENODES(C)
V<V U ¥ g0 Viermemat}
E<—INTRODUCEDGES(¥,C)
for i1 to K
dofor j<1 10 K

do fluv)=nxev,—>v)/nxev)
while all edges are visited

do e« FINDMINIMALEDGE(E)

if v,)<6 then B B-fe  (underweighted edge pruning)

10 else if ISCONNECTED(v; v) then E—E-{¢;}  (cycle deletion)
11 fori=1te K

(I R LT I N W R

12 do for j—1 to K
13 do oo, 1v.)= F v )/ fvam)
14 return GV, E)

Figure 2: Node Linking Algorithm

This linking information can come from the dialog cor-
pus because the task-oriented dialogs consist of sequen-
tial utterances to complete the tasks. Using sequences of
dialog examples obtained with the dialog corpus, rela-
tive frequencies of all outgoing edges are calculated to
weight directed edges:
n(xev, »>v,)
fv,v))=———"
n(xev;)
where n(XEVi) represents the number of dialog exam-
ples in v; and n(xev, —>VJ-) denotes the number of di-
alog examples having directed edge from v; to v;. Next
some edges are pruned when the weight falls below a
pre-defined threshold ¢, and the cycle paths are removed
by deleting minimal edge in cycle paths through a
depth-first traversal. Finally the transition probability
can be estimated by normalizing relative frequencies
with the remained edges.
(v, 1) = o)
S WIS

5 Experiment & Result

A spoken dialog system for intelligent robot was devel-
oped to provide information about building (e.g., room
number, room name, room type) and people (e.g., name,
phone number, e-mail address). If the user selects a
specific room to visit, then the robot takes the user to
the desired room. For this system, we collect a human-
human dialog corpus of about 880 user utterances from
214 dialogs which were based on a set of pre-defined 10
subjects relating to building guidance task. Then, we
designed an agenda graph and integrated it into the
EBDM framework. In addition, a simulated environ-
ment with a user simulator and an ASR channel (Jung et



al., 2008) was developed to evaluate our approach by
simulating a realistic scenario.

First we measured the clustering performance to veri-
fy our approach for constructing the agenda graph. We
used the manually clustered examples by a set of pre-
condition rules as the reference clusters. Table 2 shows
error rates when different feature sets are used for K-
means clustering in which K is equal to 10 because a
hand-crafted graph included 10 nodes. The error rate
was significantly reduced when using all feature sets.

Feature sets Error rate (%)

Word-level features 46.51
+Utterance-level features 34.63
+Discourse-level features 31.20

Table 2: Error rates for node clustering (K=10)

We also evaluated the dialog system performance
with the agenda graphs which are manually (HC-AG) or
automatically designed (AC-AG). We also used 10-best
recognition hypotheses with 20% word error rate
(WER) for a dialog management and 1000 simulated
dialogs for an automatic evaluation. In this result, al-
though the system with HC-AG slightly outperforms the
system with AC-AG, we believe that AC-AG can be
helpful to manage task-oriented dialogs with less human
costs for designing the hand-crafted agenda graph.

System TCR (%) AvgUserTurn
Using HC-AG 92.96 4.41
Using AC-AG 89.95 4.39

Table 3: Task completion rate (TCR) and average
user turn (AvgUserTurn) (WER=20%)

6 Conclusion & Discussion

In this paper, we address the problem of automatic
knowledge acquisition of agenda graph to structure
task-oriented dialogs. We view this problem as a first
step in clustering the dialog states, and then in linking
between each cluster based on the dialog corpus. The
experiment results show that our approach can be appli-
cable to easily build the agenda graph for prior know-
ledge.

There are several possible subjects for further re-
search on our approach. We can improve the clustering
performance by using a distance metric learning algo-
rithm to consider the correlation between features. We
can also discover hidden links in the graph by exploring
new dialog flows with random walks.
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Abstract

The paper presents a novel sentence pair ex-
traction algorithm for comparable data, where
alarge set of candidate sentence pairs is scored
directly at the sentence-level. The sentence-
level extraction relies on a very efficient im-
plementation of a simple symmetric scoring
function: a computation speed-up by a fac-
tor of 30 is reported. On Spanish-English
data, the extraction algorithm finds the highest
scoring sentence pairs from closeltdrillion
candidate pairs without search errors. Sig-
nificant improvements in BLEU are reported
by including the extracted sentence pairs into
the training of a phrase-based SMT (Statistical
Machine Translation) system.

Introduction

The paper presents a simple sentence-level tran

ful to improve the selection accuracy, the current pa-
per demonstrates that they are not necessary to ob-
tain parallel sentence pairs. For some data, e.g. the
Portuguese-English Reuters data used in the experi-
ments in Section 3, document-level information may
not even be available.

In this paper, sentence pairs are extracted by a sim-
ple model that is based on the so-called IBM Model-
1 (Brown et al.,, 1993). The Moddl-is trained

on some parallel data available for a language pair,
i.e. the data used to train the baseline systems in
Section 3. The scoring function used in this pa-
per is inspired by phrase-based SMT. Typically, a
phrase-based SMT system includes a feature that
scores phrase pairs using lexical weights (Koehn et
al., 2003) which are computed for two directions:
source to target and target to source. Here, a sen-
tence pair is scored as a phrase pair that covers all
fhe source and target words. The scoring function
(S,T) is defined as follows:

lation pair extraction algorithm from comparable®
monolingual news data. It differs from similar
algorithms that select translation correspondences
explicitly at the document level (Fung and Che-
ung, 2004; Resnik and Smith, 2003; Snover et
al., 2008; Munteanu and Marcu, 2005; Quirk et
al., 2007; Utiyama and Isahara, 2003). In these
publications, the authors use Information-Retrieval
(IR) techniques to match document pairs that are
likely translations of each other. More complex
sentence-level models are then used to extract par-
allel sentence pairs (or fragments). From a com-
putational perspective, the document-level filtering
steps are needed to reduce the number of candidate
sentence pairs. While IR techniques might be use-
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Here,S = s{ is the source sentence of lengttand lication date of the current source sentertteThe

T = tl is the target sentence of length p(s|T) extraction algorithm is guaranteed to find the highest
is the Modeld probability assigned to the sourcescoring sentence paifs$,7’) among alll’ € ©. In
word s given the target senten@® p(¢|.S) is defined order to make this processing pipeline feasible, the
accordingly. p(s|t) andp(t|s) are word translation scoring function in Eq. 1 needs to be computed very
probabilities obtained by two parallel Modéltrain-  efficiently. That efficiency is based on the decompo-
ing steps on the same data, but swapping the rogtion of the scoring functions intd+ J terms (r's

of source and target language. They are smootheahd o’s) where source and target terms are treated
to avoid0.0 entries; there is no special NULL-word differently. While the scoring function computation
model and stop words are kept. Thg(-) is applied is symmetric, the processing is organized according
to turn the sentence-level probabilities into scoreshe source language files: all the source sentences
These log-probabilities are normalized with respecdire processed one-by-one with respect to their indi-

to the source and target sentence length: this waydual candidate seiS:

the scorep(S,T") can be used across all sentence
pairs considered, and a single manually set thresh- ¢
old ¢ is used to select all those sentence pairs whose
score is above it. For computational reasons, the
sumo(S,T) is computed over the following terms:
7(t;,S) wherel <i < I ando(s;,T), where

1< j< J. Thet's ando’s represent partial score
contributions for a given source or target position.
Note thato(S,7") < 0 since the terms(-,S) < 0
ando(-,T) < 0.

Section 2 presents an efficient implementation of e
the scoring function in Eq. 1. Its effectiveness is
demonstrated in Section 3. Finally, Section 4 dis-
cusses future work and extensions of the current al-
gorithm.

2 Sentence-Level Processing

We process the comparable data at the sentence-
level: for each language and all the documents in
the comparable data, we distribute sentences over a
list of files : one file for each news feefl (for the
Spanish Gigaword data, there a&reews feeds) and
publication datel . The Gigaword data comes anno-
tated with sentence-level boundaries, and all docu-
ment boundaries are discarded. This way, the Span-
ish data consists of abo@t thousand files and the
English data consists of aboif thousand files (for e
details, see Table 2). For a given source sentéhce
the search algorithm computes the highest scoring
sentence paip(S,T) over a set of candidate trans-
lationsT' € O, where|©| can be in the hundreds

of thousands of sentence. consists of all target
sentences that have been published from the same
news feedf within a 7 day window from the pub-
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Caching for target term (¢, .S): For each tar-

get wordt that occurs in a candidate translation
T, the Modeld based probability(¢]S) can be
cached: its value is independent of the other
words in7T". The same word in different tar-

get sentences is processed with respect to the
same source sentenéeand p(t|S) has to be
computed only once.

Array access for source termss(s,T'): For a
given source sentence we compute the scor-
ing function o(S,7T) over a set of target sen-
tencesT” € ©. The computation of the source
termo(s,T') is based on translation probabil-
ities p(s|t) . For each source worg, we can
retrieve all target words for which p(s|t) > 0
justonce We store those wordsalong with
their probabilities in an array the size of the tar-
get vocabulary. Words that do not have an
entry in the lexicon have @& entry in that ar-
ray. We keep a separate array for each source
position. This way, we reduce the probability
access to a simple array look-up. Generating
the full array presentation requires less tt5én
milliseconds per source sentence on average.

Early-Stopping: Two loops compute the scor-
ing function (S, T') exhaustively for each sen-
tence pair(S,T'): 1) a loop over all the target
position termsr(¢;,.S), and 2) a loop over all
source position terms(s;,7") . Once the cur-
rent partial sum is lower than the best score
0(S, Tpest) computed so far, the computation
can be safely discarded a§l;, S),0(s;,T) <



Table 1. Effect of the implementation techniques on &able 2. Corpus statistics for comparable data. Any
full search that computeg .S, T') exhaustively for all sen- document-level information is ignored.

tence pairgS, T) for a givensS. ‘ ‘ Spanish ‘ English ‘
Implementation Technique| Speed Date-Feed Filed 24,005 53,373
[secs/sent] Sentences 19.4 million | 47.9 million
Baseline 33.95 Words 601.5 million 1.36 billion
+ Array access source terms 19.66 ‘ ‘ Portuguese ‘ English ‘
+ Cache for target terms 3.83 Date-Feed Files 351 355
: Early stopplngt_ igg Sentences 366.0 thousand| 5.3 million
requency sorting . Words 11.6 million 171.1 million

0 and adding additional terms can only lower q he additional
that partial sum further. Agency (XIN). We do not use the additional news

feed present in the English data. Table 1 demon-
e Frequency-Sorting: Here, we aim at making strates the effectiveness of the implementation tech-

the early pruning step more efficient. Sourceliques in Section 2. Here, the average extraction
and target words are sorted according to théme per source sentence is reported for one of the
source and target vocabulary frequency: les84,000 source language files. This file contaiis3
frequent words occur at the beginning of a sensentences. Here, the size of the target candidate set
tence. These words are likely to contribute® is 61 736 sentences. All the techniques presented
terms with high partial scores. As a result, thgesult in some improvement. The baseline uses only

early-stopping step fires earlier and becometi€e length-based filtering and the coverage filtering
more effective. without caching the coverage decisions (Munteanu

and Marcu, 2005). Caching the target word proba-
e Sentence-level filter: The word-overlap filter bilities results in the biggest reduction. The results
in (Munteanu and Marcu, 2005) has been imare representative: finding the highest scoring target
plemented: for a sentence péff, T') to be con-  sentencd’ for a given source sentenéetakes about
sidered parallel the ratio of the lengths of thel second on average. Singé million source sen-
two sentences has to be smaller than two. Adences are processed, and the workload is distributed
ditionally, at least half of the words in each senover roughly120 processors, overall processing time
tence have to have a translation in the other seBums to less thad days. Here, the total number of
tence based on the word-based lexicon. Herganslation pairs considered is closelttrillion.
the implementation of the coverage restriction The effect of including additional sentence pairs
is tightly integrated into the above implemen-ziong with selection statistics is presented in Ta-
tation: the decision whether a target word igyje 3. Translation results are presented for a standard
covered can be cached. Likewise, source Worﬂhrase-based SMT system. Here, both languages
coverage can be decided by a simple arrayse 3 test set with a single reference. Including about
look-up. 1.4 million sentence pairs extracted from the Giga-
word data, we obtain a statistically significant im-
provement fromd2.3 to 45.6 in BLEU (Papineni et
al., 2002). The baseline system has been trained
The parallel sentence extraction algorithm presentezh about1.8 million sentence pairs from Europarl
in this paper is tested in detail on the largeand FBIS parallel data. We also present results for
scale Spanish-English Gigaword data (Graff, 2006 Portuguese-English system: the baseline has been
Graff, 2007). The Spanish data comes frdn trained on Europarl and JRC data. Parallel sentence
news feeds: Agence France-Presse (AFP), Assogairs are extracted from comparable Reuters news
ated Press Worldstream (APW), and Xinhua Newdata published ir2006. The corpus statistics for

3 Experiments
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Table 3: Spanish-English and Portuguese-English extratég)nS will be ‘light-weight' such that they can be

tion results. computed efficiently in an incremental way at the
‘ Data Source\ #candidates* Zrain pairs\ Blew ‘ sgntence-level. T!’]IS way, we will be able to main-
- - tain our search-driven extraction approach. We are
Span|§h-EngI|sh9 — 41 also re-implementing IR-based techniques to pre-
Bas'elme ) 0 1,825,709 | 42.3 | gelect translation pairs at the document-level, to
+ Gigaword | 955.5 - 10 1,372,124 | 45.6 gauge the effect of this additional filtering step. We
Portuguese-Englisi = —5.0 hope that a purely sentence-level processing might

Baseline - 2,221,891 | 45.3 | result in a more productive pair extraction in future.
+ Reuters 0§ 32.8 - 10° 48,500 | 48.5
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Abstract

When linear classifiers cannot successfully
classify data, we often add combination fea-
tures, which are products of several original
features. The searching for effective combi-
nation features, namely feature engineering,
requires domain-specific knowledge and hard
work. We present herein an efficient algorithm
for learning an L, regularized logistic regres-
sion model with combination features. We
propose to use the grafting algorithm with ef-
ficient computation of gradients. This enables
us to find optimal weights efficiently without
enumerating all combination features. By us-
ing L, regularization, the result we obtain is
very compact and achieves very efficient in-
ference. In experiments with NLP tasks, we
show that the proposed method can extract ef-
fective combination features, and achieve high
performance with very few features.

1 Introduction

A linear classifier is a fundamental tool for many
NLP applications, including logistic regression
models (LR), in that its score is based on a lin-
ear combination of features and their weights,. Al-
though a linear classifier is very simple, it can
achieve high performance on many NLP tasks,
partly because many problems are described with
very high-dimensional data, and high dimensional
weight vectors are effective in discriminating among
examples.

However, when an original problem cannot be
handled linearly, combination features are often
added to the feature set, where combination features
are products of several original features. Examples
of combination features are, word pairs in docu-
ment classification, or part-of-speech pairs of head

97

and modifier words in a dependency analysis task.
However, the task of determining effective combina-
tion features, namely feature engineering, requires
domain-specific knowledge and hard work.

Such a non-linear phenomenon can be implic-
itly captured by using the kernel trick. However,
its computational cost is very high, not only during
training but also at inference time. Moreover, the
model is not interpretable, in that effective features
are not represented explicitly. Many kernels meth-
ods assume an Lo regularizer, in that many features
are equally relevant to the tasks (Ng, 2004).

There have been several studies to find efficient
ways to obtain (combination) features. In the con-
text of boosting, Kudo (2004) have proposed a
method to extract complex features that is similar
to the item set mining algorithm. In the context of
L1 regularization. Dudik (2007), Gao (2006), and
Tsuda (2007) have also proposed methods by which
effective features are extracted from huge sets of fea-
ture candidates. However, their methods are still
very computationally expensive, and we cannot di-
rectly apply this kind of method to a large-scale NLP
problem.

In the present paper, we propose a novel algorithm
for learning of an L regularized LR with combina-
tion features. In our algorithm, we can exclusively
extract effective combination features without enu-
merating all of the candidate features. Our method
relies on a grafting algorithm (Perkins and Theeiler,
2003), which incrementally adds features like boost-
ing, but it can converge to the global optimum.

We use L; regularization because we can obtain
a sparse parameter vector, for which many of the
parameter values are exactly zero. In other words,
learning with L regularization naturally has an in-
trinsic effect of feature selection, which results in an

Proceedings of NAACL HLT 2009: Short Papers, pages 97-100,
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efficient and interpretable inference with almost the
same performance as Lo regularization (Gao et al.,
2007).

The heart of our algorithm is a way to find a
feature that has the largest gradient value of likeli-
hood from among the huge set of candidates. To
solve this problem, we propose an example-wise al-
gorithm with filtering. This algorithm is very simple
and easy to implement, but effective in practice.

We applied the proposed methods to NLP tasks,
and found that our methods can achieve the same
high performance as kernel methods, whereas the
number of active combination features is relatively
small, such as several thousands.

2 Preliminaries

2.1 Logistic Regression Model

In this paper, we consider a multi-class logistic re-
gression model (LR). For an input x, and an output
label y € %, we define a feature vector ¢(x,y) €
R™.

Then in LR, the probability for a label y, given an
input x, is defined as follows:

1

plylz;w) = Zww) P (w"é(z,y)), (1)

where w € R™ is a weight vector! correspond-
ing to each input dimension, and Z(z,w) =
>y exp(w’ ¢(x,y)) is the partition function.

We estimate the parameter w by a maximum like-

lihood estimation (MLE) with L; regularization us-
ing training examples {(x1,41),- .-, (Tn,Yn) }:

w* = argmin— L(w) + C’Z lwi| (2)

> log p(yilas; w)

i=1...n

L(w) =

where C' > 0 is the trade-off parameter between the
likelihood term and the regularization term. This es-
timation is a convex optimization problem.

2.2 Grafting

To maximize the effect of L; regularization, we use
the grafting algorithm (Perkins and Theeiler, 2003);
namely, we begin with the empty feature set, and
incrementally add effective features to the current
problem. Note that although this is similar to the

'A bias term b is often considered by adding an additional
dimension to ¢(z, y)
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boosting algorithm for learning, the obtained result
is always optimal. We explain the grafting algorithm
here again for the sake of clarity.

The grafting algorithm is summarized in Algo-
rithm 1.

In this algorithm we retain two variables; w stores
the current weight vector, and H stores the set of
features with a non-zero weight. Initially, we set
w = 0, and H = {}. At each iteration, the fea-
ture is selected that has the largest absolute value of

the gradient of the likelihood. Let v = 2 be
the gradient value of the likelihood of a feature k.
By following the definition, the value vy, can be cal-

culated as follows,
v = Z iy Or(T4, ), 3)
%Y

where a; 4y = I(y; = y) — p(yilas; w) and I(a) is 1
if a is true and O otherwise.

Then, we add k* = arg maxy, |vg| to H and opti-
mize (2) with regard to H only. The solution w that
is obtained is used in the next search. The iteration
is continued until |v}| < C.

We briefly explain why we can find the optimal
weight by this algorithm. Suppose that we optimize
(2) with all features, and initialize the weights us-
ing the results obtained from the grafting algorithm.
Since all gradients of likelihoods satisfy |v;| < C,
and the regularization term pushes the weight toward
0 by C, any changes of the weight vector cannot in-
crease the objective value in (2). Since (2) is the
convex optimization problem, the local optimum is
always the global optimum, and therefore this is the
global optimum for (2)

The point is that, given an efficient method to esti-
mate v; without the enumeration of all features, we
can solve the optimization in time proportional to the
active feature, regardless of the number of candidate
features. We will discuss this in the next section.

3 Extraction of Combination Features

This section presents an algorithm to compute, for
combination features, the feature v; that has the
largest absolute value of the gradient.

We propose an element-wise extraction method,
where we make use of the sparseness of the training
data.

In this paper, we assume that the values of the
combination features are less than or equal to the
original ones. This assumption is typical; for exam-
ple, it is made in the case where we use binary values
for original and combination features.



Algorithm 1 Grafting

Input: training data (z;,y;) (¢ = 1,--- ,n) and
parameter C'
H={},w=0
loop
v = agﬁf," ) (L(w) is the log likelihood term)

k* = arg max|vg| (The result of Algorithm 2)
k

if |vi<| < C then break
H=HUE*
Optimize w with regards to H
end loop
Output w and H

First, we sort the examples in the order of their
2y |ciy| values. Then, we look at the examples one
by one. Let us assume that  examples have been
examined so far. Let us define

t = > oiydlaiy) (4)
i<y
t = Z Oé;y(ls(fl,'i, y) t+ = Z Oé:y(ﬁ(l'i, y)
i>ry >y
where a;, = min(e,y,0) and o, = max(a,0).

Then, 7simple calculus shows that the gradient
value for a combination feature k, vy, for which
the original features are k1 and k2, is bounded be-
low/above thus;

e+t < v <tp+t) S
te +max(t), ty) < vp <ty +min(tf, 6).

Intuitively, the upper bound of (5) is the case where
the combination feature fires only for the examples
with o, > 0, and the lower bound of (5is the case
where the combination feature fires only for the ex-
amples with o; , < 0. The second inequality arises
from the fact that the value of a combination feature
is equal to or less than the values of its original fea-
tures. Therefore, we examine (5) and check whether
or not |vg| will be larger than C'. If not, we can re-
move the feature safely.

Since the examples are sorted in the order of their
>y |y, the bound will become tighter quickly.
Therefore, many combination features are filtered
out in the early steps. In experiments, the weights
for the original features are optimized first, and then
the weights for combination features are optimized.
This significantly reduces the number of candidates
for combination features.
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Algorithm 2 Algorithm to return the feature that has
the largest gradient value.

Input: training data (z;,y;) and its o, value
(t=1,...,n,y = 1,...,|%]), and the param-
eter C'. Examples are sorted with respect to their
>y laiy| values.
tt = Z?:l Zy maX(ai,gp O)¢($7 y)
t =31 2, min(ey, 0)é(z,y)
t =0, H = {} // Active Combination Feature
fori=1tonandy € % do
for all combination features k in z; do
if |vg| > C (Check by using Eq.(5) ) then
Vg 1= U + Gy Pk (24, Y)
H=HUE
end if
end for
tt:=tT — max(a;y, 0)o(xi,y)
t™ =t —min(wy,0)o(zi,y)
end for
Output: arg maxyec Vg

Algorithm 2 presents the details of the overall al-
gorithm for the extraction of effective combination
features. Note that many candidate features will be
removed just before adding.

4 Experiments

To measure the effectiveness of the proposed
method (called L;-Comb), we conducted experi-
ments on the dependency analysis task, and the doc-
ument classification task. In all experiments, the pa-
rameter C' was tuned using the development data set.

In the first experiment, we performed Japanese
dependency analysis. We used the Kyoto Text Cor-
pus (Version 3.0), Jan. 1, 3-8 as the training data,
Jan. 10 as the development data, and Jan. 9 as the
test data so that the result could be compared to those
from previous studies (Sassano, 2004)2. We used the
shift-reduce dependency algorithm (Sassano, 2004).
The number of training events was 11, 3332, each of
which consisted of two word positions as inputs, and
y = {0,1} as an output indicating the dependency
relation. For the training data, the number of orig-
inal features was 78570, and the number of combi-
nation features of degrees 2 and 3 was 5787361, and
169430335, respectively. Note that we need not see
all of them using our algorithm.

2The data set is different from that in the CoNLL shared
task. This data set is more difficult.



Table 1: The performance of the Japanese dependency
task on the Test set. The active features column shows
the number of nonzero weight features.

DEP. TRAIN ACTIVE
Acc. (%) TIME (S) FEAT.
L;-COMB 89.03 605 78002
L{-ORIG 88.50 35 29166
SVM 3-POLY 88.72 35720 (KERNEL)
Lo-COMB3 89.52 22197 91477782
AVE. PERCE. 87.23 5 45089

In all experiments, combination features of de-
grees 2 and 3 (the products of two or three original
features) were used.

We compared our methods using LR with Ly
regularization using original features (L1-Original),
SVM with a 3rd-polynomial Kernel, LR with Lo
regularization using combination features with up to
3 combinations (L2-Comb3), and an averaged per-
ceptron with original features (Ave. Perceptron).

Table 1 shows the result of the Japanese depen-
dency task. The accuracy result indicates that the
accuracy was improved with automatically extracted
combination features. In the column of active fea-
tures, the number of active features is listed. This
indicates that L regularization automatically selects
very few effective features. Note that, in training,
L1-Comb used around 100 MB, while L,-Comb3
used more than 30 GB. The most time consuming
part for L1-Comb was the optimization of the Li-
LR problem.

Examples of extracted combination features in-
clude POS pairs of head and modifiers, such as
Head/Noun-Modifier/Noun, and combinations of
distance features with the POS of head.

For the second experiment, we performed the
document classification task using the Tech-TC-300
data set (Davidov et al., 2004)3. We used the tf-idf
scores as feature values. We did not filter out any
words beforehand. The Tech-TC-300 data set con-
sists of 295 binary classification tasks. We divided
each document set into a training and a test set. The
ratio of the test set to the training set was 1 : 4. The
average number of features for tasks was 25, 389.

Table 2 shows the results for L;-LR with combi-
nation features and SVM with linear kernel*. The
results indicate that the combination features are ef-
fective.

*http://techtc.cs.technion.ac.il/techtc300/techtc300.html
4SVM with polynomial kernel did not achieve significant
improvement
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Table 2: Document classification results for the Tech-TC-
300 data set. The column F5 shows the average of Fb
scores for each method of classification.

1P
L1-CoMB 0.949
L1-ORIG 0.917
SVM (LINEAR KERNEL) 0.896

5 Conclusion

We have presented a method to extract effective
combination features for the L; regularized logis-
tic regression model. We have shown that a simple
filtering technique is effective for enumerating effec-
tive combination features in the grafting algorithm,
even for large-scale problems. Experimental results
show that a L, regularized logistic regression model
with combination features can achieve comparable
or better results than those from other methods, and
its result is very compact and easy to interpret. We
plan to extend our method to include more complex
features, and apply it to structured output learning.
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Abstract

Voice Search applications provide a very con-
venient and direct access to a broad variety
of services and information. However, due to
the vast amount of information available and
the open nature of the spoken queries, these
applications still suffer from recognition er-
rors. Thispaper exploresthe utilization of per-
sonalization features for the post-processing
of recognition results in the form of n-best
lists. Personalization is carried out from three
different angles: short-term, long-term and
Web-based, and a large variety of features are
proposed for use in a log-linear classification
framework.

Experimental results on data obtained from a
commercially deployed Voice Search system
show that the combination of the proposed
features leads to a substantial sentence error
rate reduction. In addition, it is shown that
personalization features which are very dif-
ferent in nature can successfully complement
each other.

1 Introduction

Search engines are a powerful mechanism to find
specific content through the use of queries. In recent
years, due to the vast amount of information avail-
able, there has been significant research on the use of
recommender algorithms to select what information
will be presented to the user. These systems try to
predict what content auser may want based not only
on the user's query but on the user's past queries,
history of clicked results, and preferences. In (Tee-
van et al., 1996) it was observed that a significant
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percent of the queries made by a user in a search
engine are associated to a repeated search. Recom-
mender systems like (Das et a., 2007) and (Dou et
a., 2007) take advantage of this fact to refine the
search results and improve the search experience.

In this paper, we explore the use of personaliza
tion in the context of voice searches rather than web
queries. Specifically, we focus on datafrom amulti-
modal cellphone-based business search application
(Acero et al., 2008). In such an application, repeated
gueries can be a powerful tool for personalization.
These can be classified into short and long-term rep-
etitions. Short-term repetitions are typically caused
by a speech recognition error, which produces anin-
correct search result and makes the user repeat or
reformul ate the query. On the other hand, long-term
repetitions, asin text-based search applications, oc-
cur when the user needs to access some information
that was accessed previoudly, for example, the exact
location of apet clinic.

This paper proposes severa different user per-
sonalization methods for increasing the recognition
accuracy in Voice Search applications. The pro-
posed personalization methods are based on extract-
ing short-term, long-term and Web-based features
from the user’s history. In recent years, other user
personalization methods like deriving personalized
pronunciations have proven successful in the context
of mobile applications (Deligne et al., 2002).

Therest of this paper isorganized asfollows: Sec-
tion 2 describes the classification method used for
rescoring the recognition hypotheses. Section 3 de-
scribes the proposed personalization methods. Sec-
tion 4 describes the experiments carried out. Finally,

Proceedings of NAACL HLT 2009: Short Papers, pages 101-104,
Boulder, Colorado, June 2009. (©)2009 Association for Computational Linguistics



conclusions from this work are drawn in section 5.

2 Rescoring procedure

2.1 Log linear classification

Our work will proceed by using a log-linear clas-
sifier similar to the maximum entropy approach of
(Berger and Della Pietra, 1996) to predict which
word sequence W appearing on an n-best list N is
most likely to be correct. Thisis estimated as

exp(32; Aifi(W,N))
Swren exp(3; Aifi( W/, N))

The feature functions f;(1W, N) can represent ar-
bitrary attributes of W and N. This can be seen
to be the same as a maximum entropy formulation
where the classis defined as the word sequence (thus
alowing potentialy infinite values) but with sums
restricted as a computational convenience to only
those class values (word strings) appearing on the n-
best list. The models were estimated with a widely
available toolkit (Mahajan, 2007).

P(W|N) = «y

2.2 Feature extraction

Given the use of alog-linear classifier, the crux of
our work liesin the specific features used. Asabase-
line, we take the hypothesis rank, which results in
the 1-best accuracy of the decoder. Additional fea-
tures were obtained from the personalization meth-
ods described in the following section.

3 Personalization methods

3.1 Short-term personalization

Short-term personalization aims at modeling the re-
pair/repetition behavior of the user. Short-term fea-
tures are a mechanism suitable for representing neg-
ative evidence: if the user repeats a utterance it nor-
mally means that the hypotheses in the previous n-
best lists are not correct. For this reason, if a hy-
pothesis is contained in a preceding n-best list, that
hypothesis should be weighted negatively during the
rescoring.

A straightforward method for identifying likely
repetitions consists of using a fixed size time win-
dow and considering all the user queries within that
window as part of the same repetition round. Once
an appropriate window size has been determined,
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the proposed short-term features can be extracted for
each hypothesis using a binary tree like the one de-
picted in figure 1, where feature values are in the
leaves of the tree.

Does arecent (60s) n-best
list contain the hypothesis
we are scoring?

AR

seenzll. — Did the user click
seen & chched = on that hypothesis?

seen & clicked = 0
\Y&e

N(/
seen =0

seen =0
seen & clicked =1 | |seen & clicked = 0
seen & clicked = 1

seen & clicked = 0

Figure 1: Short-term feature extraction (note that over-
lines mean “do not”).

Given these features, we expect “seen and not
clicked” to have a negative weight while “seen and
clicked” should have a positive weight.

3.2 Long-term personalization

L ong-term personalization consists of using the user
history (i.e. recognition hypotheses that were con-
firmed by the user in the past) to predict which
recognition results are more likely. The assumption
here is that recognition hypotheses in the n-best list
that match or “resemble’ those in the user history are
more likely to be correct. Thefollowing list enumer-
ates the long-term features proposed in this work:

e User history (occurrences): number of times
the hypothesis appears in the user history.

e User history (alone): 1 if the hypothesis ap-
pears in the user history and no other compet-
ing hypothesis does, otherwise 0.

e User history (most clicked): 1 if the hypothe-
Sis appears in the user history and was clicked
more times than any other competing hypothe-
Sis.

e User history (most recent): 1 if the hypothe-
sis appears in the user history and was clicked



more recently than any other competing hy-
pothesis.

e User history (edit distance): minimum edit dis-
tance between the hypothesis and the closest
query in the user history, normalized by the
number of words.

e User history (words in common): maximum
number of words in common between the hy-
pothesis and each of the queriesin the user his-
tory, normalized by the number of wordsin the
hypothesis.

e User history (plura/singular): 1 if either the
plural or singular version of the hypothesis ap-
pears in the user history, otherwise 0.

e Globa history: 1 if the hypothesis has ever
been clicked by any user, otherwise 0.

e Global history (alone): 1if the hypothesisisthe
only onein the n-best that has ever been clicked
by any user, otherwise 0.

Note that the last two features proposed make
use of the “global history” which comprises all the
queries made by any user.

3.3 LiveSearch-based features

Typically, users ask for businesses that exist, and if
abusiness exists it probably appears in a Web docu-
ment indexed by Live Search (Live Search, 2006). It
is reasonable to assume that the relevance of a given
business is connected to the number of times it ap-
pearsin the indexed Web documents, and in this sec-
tion we derive such features.

For the scoring process, an application has been
built that makes automated queries to Live Search,
and for each hypothesis in the n-best list obtains the
number of Web documents in which it appears. De-
noting by z the number of Web documents in which
the hypothesis (the exact sequence of words, e.g.
“tandoor indian restaurant”) appears, the following
features are proposed:

o Logarithm of the absolute count: log(x).

e Search results rank: sort the hypotheses in the
n-best list by their relative value of « and use
the rank as afeature.
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e Relative relevance (1): 1 if the hypothesis was
not found and there is another hypothesis in the
n-best list that was found more than 100 times,
otherwise 0.

o Relative relevance (11): 1 if the the hypothesis
appears fewer than 10 times and there is an-
other hypothesis in the n-best list that appears
more than 100 times, otherwise 0.

4 Experiments

4,1 Data

The data used for the experiments comprises 22473
orthographically transcribed business utterances ex-
tracted from acommercially deployed large vocabu-
lary directory assistance system.

For each of the transcribed utterances two n-best
lists were produced, one from the commercialy de-
ployed system and other from an enhanced decoder
with alower sentence error rate (SER). In the exper-
iments, due to their lower oracle error rate, n-bests
from the enhanced decoder were used for doing the
rescoring. However, these n-bests do not correspond
to the listings shown in the user’s device screen (i.e.
do not match the user interaction) so are not suit-
able for identifying repetitions. For this reason, the
short term features were computed by comparing a
hypothesis from the enhanced decoder with the orig-
inal n-best list from theimmediate past. Notethat all
other features were computed solely with reference
to the n-bests from the enhanced decoder.

A rescoring subset was made from the original
dataset using only those utterances in which the n-
best lists contain the correct hypothesis (in any po-
sition) and have more than one hypothesis. For all
other utterances, rescoring cannot have any effect.
The size of the rescoring subset is 43.86% the size
of the original dataset for atotal of 9858 utterances.
These utterances were chronologically partitioned
into a training set containing two thirds and a test
set with the rest.

4.2 Results

The baseline system for the evaluation of the pro-
posed features consist of a ME classifier trained on
only one feature, the hypothesis rank. The resulting
sentence error rate (SER) of this classifier is that of
the best single path, and it is 24.73%. To evaluate



the contribution of each of the features proposed in
section 3, a different ME classifier was trained us-
ing that feature in addition to the baseline feature.
Finally, another ME classifier was trained on all the
features together.

Table 1 summarizes the Sentence Error Rate
(SER) for each of the proposed features in isolation
and all together respect to the basdline. “UH” stands
for user history.

| Features | SER |
Hypothesis rank (baseline) 24.73%
base + repet. (seen) 24.48%
base + repet. (seen & clicked) 24.32%
base + repet. (seen & clicked) 24.73%
base + UH (occurrences) 23.76%
base + UH (alone) 23.79%
base + UH (most clicked) 23.73%
base + UH (most recent) 23.88%
base + UH (edit distance) 23.76%
base + UH (words in common) 24.60%
base + UH (plural/singular) 24.76%
base + GH 24.63%
base + GH (alone) 24.66%
base + Live Search (absolute count) | 24.35%
base + Live Search (rank) 24.85%
base + Live Search (relative 1) 23.51%
base + Live Search (relative 1) 23.69%
base + all 21.54%

Table 1: Sentence Error Rate (SER) for each of the fea-
turesin isolation and for the combination of all of them.

5 Conclusions

The proposed features reduce the SER of the base-
line system by 3.19% absolute on the rescoring set,
and by 1.40% absolute on the whole set of tran-
scribed utterances.

Repetition based features are moderately useful;
by incorporating them into the rescoring it is possi-
ble to reduce the SER from 24.73% to 24.32%. Al-
though repetitions cover a large percentage of the
data, it is believed that inconsistencies in the user
interaction (the right listing is displayed but not con-
firmed by the user) prevented further improvement.

Asexpected, long-term personalization based fea-
tures contribute to improve the classification accu-
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racy. The UH (occurrences) feature by itself is able
to reduce the SER in about a 1%.

Live Search has shown a very good potential for
feature extraction. In this respect it is interesting to
note that aright design of the features seems critical
to take full advantage of it. The relative number of
counts of one hypothesis respect to other hypotheses
inthe n-best list is moreinformative than an absolute
or ranked count. A simple feature using this kind of
information, like Live Search (relative I), can reduce
the SER in more than 1% respect to the basdline.

Finaly, it has been shown that personalization
based features can complement each other very well.
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Abstract

We present an experiment aimed at under-
standing how to optimally use acoustic and
prosodic information to predict a speaker’s
level of certainty. With a corpus of utterances
where we can isolate a single word or phrase
that is responsible for the speaker’s level of
certainty we use different sets of sub-utterance
prosodic features to train models for predict-
ing an utterance’s perceived level of certainty.
Our results suggest that using prosodic fea-
tures of the word or phrase responsible for the
level of certainty and of its surrounding con-
text improves the prediction accuracy without
increasing the total number of features when
compared to using only features taken from
the utterance as a whole.

1 Introduction

Prosody is a fundamental part of human-to-human
spoken communication; it can affect the syntac-
tic and semantic interpretation of an utterance
(Hirschberg, 2003) and it can be used by speakers
to convey their emotional state. In recent years, re-
searchers have found prosodic features to be useful
in automatically detecting emotions such as annoy-
ance and frustration (Ang et al., 2002) and in dis-
tinguishing positive from negative emotional states
(Lee and Narayanan, 2005).

In this paper, we address the problem of predict-
ing the perceived level of certainty of a spoken ut-
terance. Specifically, we have a corpus of utter-
ances where it is possible to isolate a single word
or phrase responsible for the speaker’s level of cer-
tainty. With this corpus we investigate whether us-
ing prosodic features of the word or phrase causing
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uncertainty and of its surrounding context improves
the prediction accuracy when compared to using fea-
tures taken only from the utterance as a whole.

This work goes beyond existing research by look-
ing at the predictive power of prosodic features ex-
tracted from salient sub-utterance segments. Pre-
vious work on uncertainty has examined the pre-
dictive power of utterance- and intonational phrase-
level prosodic features (Liscombe et al., 2005) as
well as the relative strengths of correlations between
level of certainty and sub-utterance prosodic fea-
tures (Pon-Barry, 2008). Our results suggest that
we can do a better job at predicting an utterance’s
perceived level of certainty by using prosodic fea-
tures extracted from the whole utterance plus ones
extracted from salient pieces of the utterance, with-
out increasing the total number of features, than by
using only features from the whole utterance.

This work is relevant to spoken language applica-
tions in which the system knows specific words or
phrases that are likely to cause uncertainty. For ex-
ample, this would occur in a tutorial dialogue system
when the speaker answers a direct question (Pon-
Barry et al., 2006; Forbes-Riley et al., 2008), or in
language (foreign or ESL) learning systems and lit-
eracy systems (Alwan et al., 2007) when new vocab-
ulary is being introduced.

2 Previous Work

Researchers have examined certainty in spoken lan-
guage using data from tutorial dialogue systems
(Liscombe et al., 2005) and data from an uncertainty
corpus (Pon-Barry, 2008).

Liscombe et al. (2005) trained a decision tree
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classifier on utterance-level and intonational phrase-
level prosodic features to distinguish between cer-
tain, uncertain, and neutral utterances. They
achieved 76% accuracy, compared to a 66% accu-
racy baseline (choosing the most common class).

We have collected a corpus of utterances spoken
under varying levels of certainty (Pon-Barry, 2008).
The utterances were elicited by giving adult native
English speakers a written sentence containing one
or more gaps, then displaying multiple options for
filling in the gaps and telling the speakers to read
the sentence aloud with the gaps filled in according
to domain-specific criteria. We elicited utterances
in two domains: (1) using public transportation in
Boston, and (2) choosing vocabulary words to com-
plete a sentence. An example is shown below.

Q: How can I get from Harvard to the Silver Line?
A: Take the red line to
a. South Station
b. Downtown Crossing

The term ‘context’ refers to the fixed part of the re-
sponse ( “Take the red line to ” 1in this exam-
ple) and the term ‘target word’ refers to the word or
phrase chosen to fill in the gap.

The corpus contains 600 utterances from 20
speakers. Each utterance was annotated for level
of certainty, on a S-point scale, by five human
judges who listened to the utterances out of context.
The average inter-annotator agreement (Kappa) was
0.45. We refer to the average of the five ratings as
the ‘perceived level of certainty’ (the quantity we at-
tempt to predict in this paper).

We computed correlations between perceived
level of certainty and prosodic features extracted
from the whole utterance, the context, and the tar-
get word. Pauses preceding the target word were
considered part of the target word; all segmenta-
tion was done manually. Because the speakers had
unlimited time to read over the context before see-
ing the target words, the target word is considered
to be the source of the speaker’s confidence or un-
certainty; it corresponds to the decision that the
speaker had to make. Our correlation results sug-
gest that while some prosodic cues to level of cer-
tainty were strongest in the whole utterance, others
were strongest in the context or the target word. In
this paper, we extend this past work by testing the
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prediction accuracy of models trained on different
subsets of these prosodic features.

3 Prediction Experiments

In our experiments we used 480 of the 600 utter-
ances in the corpus, those which contained exactly
one gap. (Some had two or three gaps.) We ex-
tracted the following 20 prosodic feature-types from
each whole utterance, context, and target word (a to-
tal of 60 features) using WaveSurfer' and Praat”.

Pitch: minf0, maxf0, meanf0, stdevf0, rangef0, rel-
ative position minf0, relative position maxf0,
absolute slope (Hz), absolute slope (semitones)

Intensity: minRMS, maxRMS, meanRMS, stdev-
RMS, relative position minRMS, relative posi-
tion maxRMS

Temporal: total silence, percent silence, total dura-
tion, speaking duration, speaking rate

These features are comparable to those used in Lis-
combe et al.’s (2005) prediction experiments. The
pitch and intensity features were represented as
z-scores normalized by speaker; the temporal fea-
tures were not normalized.

Next, we created a ‘combination’ set of 20 fea-
tures based on our correlation results. Figure 1 il-
lustrates how the combination set was created: for
each prosodic feature-type (each row in the table) we
chose either the whole utterance feature, the context
feature, or the target word feature, whichever one
had the strongest correlation with perceived level of
certainty. The selected features (highlighted in Fig-
ure 1) are listed below.

Whole Utterance: total silence, total duration,
speaking duration, relative position maxf0, rel-
ative position maxRMS, absolute slope (Hz),
absolute slope (semitones)

Context: minf0, maxf0, meanf0, stdevf0, rangefO,
minRMS, maxRMS, meanRMS, relative posi-
tion minRMS

Target Word: percent silence, speaking rate, rela-
tive position minf0, stdevRMS

"http://www.speech.kth.se/wavesurfer/
2http://www.fon.hum.uva.nl/praat/



Feature-type Whole Utterance  Context  Target Word
min f0 0.107 0.119 0.041
max f0 —0.073 —0.153 —0.045
mean f0 0.033 0.070 —0.004
stdev {0 —0.035 —0.047 —0.043
range f0 —0.128 —0.211 —0.075
rel. position min f0 0.042 0.022 0.046
rel. position max f0 0.015 0.008 0.001
abs. slope f0 (Hz) 0.275 0.180 0.191
abs. slope f0 (Semi) 0.160 0.147 0.002
min RMS 0.101 0.172 0.027
max RMS —0.091 —0.110 —0.034
mean RMS —0.012 0.039 —0.031
stdev RMS —0.002 —0.003 —0.019
rel. position min RMS 0.101 0.172 0.027
rel. position max RMS —0.039 —0.028 —0.007
total silence —0.643 —0.507 —0.495
percent silence —0.455 —0.225 —0.532
total duration —0.592 —0.502 —0.590
speaking duration —0.430 —0.390 —0.386
speaking rate 0.090 0.014 0.136

Figure 1: The Combination feature set (highlighted in ta-
ble) was produced by selecting either the whole utterance
feature, the context feature, or the target word feature
for each prosodic feature-type, whichever one was most
strongly correlated with perceived level of certainty.

To compare the prediction accuracies of different
subsets of features, we fit five linear regression mod-
els to the feature sets. The five subsets are: (A)
whole utterance features only, (B) target word fea-
tures only, (C) context features only, (D) all fea-
tures, and (E) the combination feature set. We di-
vided the data into 20 folds (one fold per speaker)
and performed a 20-fold cross-validation for each
set of features. Each experiment fits a model us-
ing data from 19 speakers and tests on the remain-
ing speaker. Thus, when we test our models, we are
testing the ability to classify utterances of an unseen
speaker.

Table 1 shows the accuracies of the models
trained on the five subsets of features. The num-
bers reported are averages of the 20 cross-validation
accuracies. We report results for two cases: 5 pre-
diction classes and 3 prediction classes. We first
computed the prediction accuracy over five classes
(the regression output was rounded to the nearest
integer). Next, in order to compare our results to
those of Liscombe et al. (2005), we recoded the
5-class results into 3-class results, following Pon-
Barry (2008), in the way that maximized inter-
annotator agreement. The naive baseline numbers
are the accuracies that would be achieved by always
choosing the most common class.
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4 Discussion

Assuming that the target word is responsible for the
speaker’s level of certainty, it is not surprising that
the target word feature set (B) yields higher accura-
cies than the context feature set (C). It is also not sur-
prising that the set of all features (D) yields higher
accuracies than sets (A), (B), and (C).

The key comparison to notice is that the combi-
nation feature set (E), with only 20 features, yields
higher average accuracies than the utterance fea-
ture set (A): a difference of 6.42% for 5 classes
and 5.83% for 3 classes. This suggests that using a
combination of features from the context and target
word in addition to features from the whole utter-
ance leads to better prediction of the perceived level
of certainty than using features from only the whole
utterance.

One might argue that these differences are just
due to noise. To address this issue, we compared
the prediction accuracies of sets (A) and (E) per fold.
This is illustrated in Figure 2. Each fold in our cross-
validation corresponds to a different speaker, so the
folds are not identically distributed and we do not
expect each fold to yield the same prediction accu-
racy. That means that we should compare predic-
tions of the two feature sets within folds rather than
between folds. Figure 2 shows the correlations be-
tween the predicted and perceived levels of certainty
for the models trained on sets (A) and (E). The com-
bination set (E) predictions were more strongly cor-
related than whole utterance set (A) predictions in
16 out of 20 folds. This result supports our claim
that using a combination of features from the con-
text and target word in addition to features from the
whole utterance leads to better prediction of level of
certainty.

Our best prediction accuracy for the 3 class case,
74.79%, was slightly lower than the accuracy re-
ported by Liscombe et al. (2005), 76.42%. However,
our difference from the naive baseline was 18.54%
where Liscombe et al.’s was 10.42%. Liscombe et
al. randomly divided their data into training and test
sets, so it is unclear whether they tested on seen or
unseen speakers. Further, they ran one experiment
rather than a cross-validation, so their reported ac-
curacy may not be indicative of the entire data set.

We also trained support vector models on these
subsets of features. The main result was the same:



Table 1: Average prediction accuracies for the linear regression models trained on five subsets of prosodic features.
The models trained on the Combination feature set and the All feature set perform better than the other three models

in both the 3- and 5-class settings.

Feature Set Num Features

Accuracy (5 classes) Accuracy (3 classes)

Naive Baseline N/A 31.46% 56.25%
(A) Utterance 20 39.00% 68.96%
(B) Target Word 20 43.13% 68.96%
(C) Context 20 37.71% 67.50%
(D) All 60 48.54% 74.58%
(E) Combination 20 45.42% 74.79%
T Acknowledgments
0.8 1 OO o 0n%R [ ] . . .
£ Ox 00% xR QQQQQ % This work was supported by a National Defense Sci-
§ o6 X TXXQ B ence and Engineering Graduate Fellowship.
.% 0.4 = O Combination
] X Utterance
£ ool " References
0 Abeer Alwan, Yijian Bai, Matthew Black, et al. 2007. A

0 2 4 6 8 10 12 14 16 18 20
Fold

Figure 2: Correlations with perceived level of certainty
per fold for the Combination (O) and the Utterance (X)
feature set predictions, sorted by the size of the difference.
In 16 of the 20 experiments, the correlation coefficients
for the Combination feature set are greater than those of
the Utterance feature set.

the set of all features (D) and the combination set
(E) had better prediction accuracies than the utter-
ance feature set (A). In addition, the combination set
(E) had the best prediction accuracies (of all models)
in both the 3- and 5-class settings. The raw accura-
cies were approximately 5% lower than those of the
linear regression models.

5 Conclusion and Future Work

The results of our experiments suggest a better pre-
dictive model of level of certainty for systems where
words or phrases likely to cause uncertainty are
known ahead of time. Without increasing the total
number of features, combining select prosodic fea-
tures from the target word, the surrounding context
and the whole utterance leads to better prediction of
level of certainty than using features from the whole
utterance only. In the near future, we plan to exper-
iment with prediction models of the speaker’s self-
reported level of certainty.
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Abstract

We present a novel two-stage technique for de-
tecting speech disfluencies based on Integer
Linear Programming (ILP). In the first stage
we use state-of-the-art models for speech dis-
fluency detection, in particular, hidden-event
language models, maximum entropy models
and conditional random fields. During testing
each model proposes possible disfluency la-
bels which are then assessed in the presence of
local and global constraints using ILP. Our ex-
perimental results show that by using ILP we
can improve the performance of our models
with negligible cost in processing time. The
less training data is available the larger the im-
provement due to ILP.

1 Introduction

Speech disfluencies (also known as speech repairs)
occur frequently in spontaneous speech and can pose
difficulties to natural language processing (NLP)
since most NLP tools (e.g. parsers, part-of-speech
taggers, information extraction modules) are tradi-
tionally trained on written language. Speech dis-
fluencies can be divided into three intervals, the
reparandum, the editing term and the correction
(Heeman and Allen, 1999; Liu et al., 2006).

(it was) * (you know) it was set

In the above example, “it was” is the reparandum,
“you know” is the editing term and the remaining
sentence is the correction. The asterisk marks the in-
terruption point at which the speaker halts the origi-
nal utterance in order to start the repair. The edit-
ing term is optional and consists of one or more
filled pauses (e.g. uh, uh-huh) or discourse mark-
ers (e.g. you know, so). Some researchers include
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editing terms in the definition of disfluencies. Here
we focus only on detecting repetitions (the speaker
repeats some part of the utterance), revisions (the
speaker modifies the original utterance) or restarts
(the speaker abandons an utterance and starts over).
We also deal with complex disfluencies, i.e. a series
of disfluencies in succession (“I think I think uh I
believe that...”).

In previous work many different approaches to
detecting speech disfluencies have been proposed.
Different types of features have been used, e.g. lexi-
cal features only, acoustic and prosodic features only
or a combination of both (Liu et al., 2006). Fur-
thermore, a number of studies have been conducted
on human transcriptions while other efforts have
focused on detecting disfluencies from the speech
recognition output.

In this paper we propose a novel framework for
speech disfluency detection based on Integer Lin-
ear Programming (ILP). With Linear Programming
(LP) problems the goal is to optimize a linear ob-
jective function subject to linear equality and linear
inequality constraints. When some or all the vari-
ables of the objective function and the constraints
are non-negative integers, LP becomes ILP. ILP has
recently attracted much attention in NLP. It has been
applied to several problems including sentence com-
pression (Clarke and Lapata, 2008) and relation ex-
traction (Roth and Yih, 2004). Some of these meth-
ods (e.g. (Roth and Yih, 2004)) follow the two-stage
approach of first hypothesizing a list of possible an-
swers using a classifier and then selecting the best
answer by applying ILP. We have adopted this two-
stage approach and applied it to speech disfluency
detection.

In the first stage we use state-of-the-art tech-
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niques for speech disfluency detection, in particular,
Hidden-Event Language Models (HELMs) (Stolcke
and Shriberg, 1996), Maximum Entropy (ME) mod-
els (Ratnaparkhi, 1998) and Conditional Random
Fields (CRFs) (Lafferty et al., 2001). Nevertheless,
any other classification method could be used in-
stead. During testing each classifier proposes pos-
sible labels which are then assessed in the presence
of local and global constraints using ILP. ILP makes
the final decision taking into account both the con-
straints and the output of the classifier.

In the following we use the Switchboard corpus
and only lexical features for training our 3 classi-
fiers. Then we apply ILP to the output of each clas-
sifier. Our goal is not to investigate the best set
of features or achieve the best possible results. In
that case we could also use prosodic features as they
have been shown to improve performance. Our tar-
get is to show that by using ILP we can improve with
negligible cost in processing time the performance
of state-of-the-art techniques, especially when not
much training data is available.

The novelty of our work lies in the two follow-
ing areas: First, we propose a novel approach for
detecting disfluencies with improvements over state-
of-the-art models (HELMs, ME models and CRFs)
that use similar lexical features. Although the two-
stage approach is not unique, as discussed above,
the formulation of the ILP objective function and
constraints for disfluency detection is entirely novel.
Second, we compare our models using the tasks of
both detecting the interruption point and finding the
beginning of the reparandum. In previous work (Liu
et al., 2006) Hidden Markov Models (combination
of decision trees and HELMs) and ME models were
trained to detect the interruption points and then
heuristic rules were applied to find the correct on-
set of the reparandum in contrast to CRFs that were
trained to detect both points at the same time.

The structure of the paper is as follows: In sec-
tion 2 we describe our data set. In section 3 we de-
scribe our approach in detail. Then in section 4 we
present our experiments and provide results. Finally
in section 5 we present our conclusion and propose
future work.

2 Data Set

We use Switchboard (LDC catalog LDC99T42),
which is traditionally used for speech disfluency ex-
periments. We transformed the Switchboard annota-
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tions into the following format:

I BE was IE one IP I was right

BE (beginning of edit) is the point where the
reparandum starts and IP is the interruption point
(the point before the repair starts). In the above ex-
ample the beginning of the reparandum is the first
occurrence of “I”, the interruption point appears af-
ter “one” and every word between BE and IP is
tagged as IE (inside edit). Sometimes BE and IP
occur at the same point, e.g. “I BE-IP I think”.

The number of occurrences of BE and IP in our
training set are 34387 and 39031 respectively, in our
development set 3146 and 3499, and in our test set
6394 and 7413.

3 Methodology

In the first stage we train our classifier. Any clas-
sifier can be used as long as it provides more than
one possible answer (i.e. tag) for each word in the
utterance. Valid tags are BE, BE-IP, IP, IE or O. The
O tag indicates that the word is outside the disflu-
ent part of the utterance. ILP will be applied to the
output of the classifier during testing.

Let N be the number of words of each utter-
ance and ¢ the location of the word in the utterance
(i=1,...,N). Also, let Cpg(7) be a binary variable (1
or 0) for the BE tag. Its value will be determined
by ILP. If it is 1 then the word will be tagged as
BE. In the same way, we use Cpp_1p(i), Crp(i),
C1r(i), Co(i) for tags BE-IP, IP, IE and O respec-
tively. Let Ppg(i) be the probability given by the
classifier that the word is tagged as BE. In the same
way, let PBEfIP(i)’ P[p(i), P[E(i), Po(l) be the
probabilities for tags BE-IP, IP, IE and O respec-
tively. Given the above definitions, the ILP problem
formulation can be as follows:

mCLI[Zg\;l[PBE(i)CBE(i) + Ppr—1p(1)CE—1p (%)
+Prp(i)Crp(i) + Prp(i)Cre(i) + Po(i)Co(i)]]

(D
subject to:
Cpe(i) + Cpe—1p(1) + Crp(i) + Cre(i) )
+Co() =1 Vie(l,..N)

Cpe(1) +Cpe_1p(1) + Co(1) =1 3)
Cpr—1P(N)+Crp(N)+Co(N) =1 4
OBE(i)—CBE_]P(i—l)—O]P(i—l) (5)

“Coli—1)<0 Vi€ (2,..,N)
1 - Cpr(i)—Cpr(i—1)>0 Vie(2,..,N) (6)



Equation 1 is the linear objective function that we
want to maximize, i.e. the overall probability of the
utterance. Equation 2 says that each word can have
one tag only. Equation 3 denotes that the first word is
either BE, BE-IP or O. Equation 4 says that the last
word is either BE-IP, IP or O. For example the last
word cannot be BE because then we would expect to
see an IP. Equation 5 defines the transitions that are
allowed between tags as described in Table 1 (first
row). Equation 5 says that if we have a word tagged
as BE it means that the previous word was tagged as
BE-IP or IP or O. It could not have been tagged as
IE because IE must be followed by an IP before a
new disfluency starts. Also, it could not have been
BE because then we would expect to see an IP. From
Table 1 we can easily define 4 more equations for the
rest of the tags. Finally, equation 6 denotes that we
cannot transition from BE to BE (we need an IP in
between).

We also formulate some additional rules that
describe common disfluency patterns. First, let us
have an example of a long-context rule. If we have
the sequence of words “he was the one um you know
she was the one”, we expect this to be tagged as “he
BE was IE the IE one IP um O you O know O she O
was O the O one O”, if we do not take into account
the context in which this pattern occurs. We incor-
porate this rule into our ILP problem formulation as
follows: Let (wy,...,wyn) be a sequence of N words
where both wy and wy_7 are personal pronouns,
the word sequence ws,wy,ws is the same as the
sequence wy—_g,WN—5,WN—4 and all the words in
between (ws,...,wn—_g) are filled pauses or discourse
markers. Then the probabilities given by the classi-
fier are modified as follows: Ppp(2)=Ppg(2)+thl,
P]E(3):P]E(3)+th2, P[E(4):P]E(4)+th3 and
Prp(5)=Prp(5)+th4, where thl, th2, th3 and th4
are empirically set thresholds (between 0.5 and 1,
using the development set of the corpus).

Now, here is an example of a short-context rule.
If we have the same word appear 3 times in a row
(““do do do”) we expect this to be tagged as “do BE-
IP do IP do O”. To incorporate this rule into our ILP
problem formulation we can modify the probabili-
ties given by the classifier accordingly.

In total we have used 7 rules that deal with short-
context and 5 rules that deal with long-context de-
pendencies. From now on we will refer to the model
that uses all rules (general ILP formulation and all
pattern-based rules) as ILP and to the model that
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From Tag To Tag
BE-IP or IP or O BE
BE-IP or IP or O BE-IP

BE or BE-IP or IP or IE 1P
BE or BE-IP or IP or IE 1IE
BE-IP or IP or O O

Table 1: Possible transitions between tags.

uses only the general ILP constraints and the short-
context pattern-based rules as ILP-. In all rules, we
can skip editing terms (see example above).

4 Experiments

For HELMs we use the SRI Statistical Language
Modeling Toolkit. Each utterance is a sequence of
word and Part-of-Speech (POS) pairs fed into the
toolkit: i /prp BE was/vbd IE one/cd IP
i/prp was/vbd right/jj. We report results
with 4-grams. For ME we use the OpenNLP Max-
Ent toolkit and for CRFs the toolkit CRF++ (both
available from sourceforge). We experimented
with different sets of features and we achieved the
best results with the following setup (7 is the loca-
tion of the word or POS in the sentence): Our word
features are <wz>, <wi+1>, <wi,1, wl->, <U]i, ’LUZ'+1>,
<wi_2, Wi—1, wi>, <wi, Wi+41, wi+2>. Our POS fea-
tures have the same structure as the word features.
For ILP we use the 1p_solve software also avail-
able from sourceforge.

For evaluating the performance of our models we
use standard metrics proposed in the literature, i.e.
F-score and NIST Error Rate. We report results for
BE and IP. F-score is the harmonic mean of preci-
sion and recall (we equally weight precision and re-
call). Precision is computed as the ratio of the cor-
rectly identified tags X to all the tags X detected by
the model (where X is BE or IP). Recall is the ra-
tio of the correctly identified tags X to all the tags
X that appear in the reference utterance. The NIST
Error Rate measures the average number of incor-
rectly identified tags per reference tag, i.e. the sum
of insertions, deletions and substitutions divided by
the total number of reference tags (Liu et al., 2006).
To calculate the level of statistical significance we
always use the Wilcoxon signed-rank test.

Table 2 presents comparative results between our
models. The ILP and ILP- models lead to signif-
icant improvements compared to the plain models
for HELMs and ME (p<10~8, plain models vs. ILP
and ILP-). With CRFs the improvement is smaller,



BE 1P
F-score Error F-score Error
4gram 60.3 54.8 67.0 50.7
4gram ILP 76.0 38.1 79.0 38.0
4gram ILP- 73.9 39.5 77.9 38.3
ME 63.8 52.6 72.8 44.3
ME ILP 77.9 36.3 80.8 354
ME ILP- 75.6 37.2 81.0 33.7
CRF 78.6 34.3 82.0 31.7
CRF ILP 80.1 34.5 82.5 33.3
CRF ILP- 79.8 335 834 30.5

Table 2: Comparative results between our models.

25% 50% 75% 100%
4gram 59.8 56.6 562 548
4gram ILP | 40.2 389 382 380
4gram ILP- | 42.1 40.7 398 395
ME 61.6 569 547 526
ME ILP 385 377 365 363
ME ILP- 39.7 387 376 372
CRF 403 371 355 343
CRF ILP 371 362 352 345
CRF ILP- 366 355 344 335

Table 3: Error rate variation for BE depending on the
training set size.

p<0.03 (CRF vs. CRF with ILP), not significant
(CRF vs. CRF with ILP-), p<0.0008 (CRF with ILP
vs. CRF with ILP-). HELMs and ME models ben-
efit more from the ILP model than the ILP- model
(ME only for the BE tag) whereas ILP- appears to
perform better than ILP for CRFs.

Table 3 shows the effect of the training set size on
the error rates only for BE due to space restrictions.
The trend is similar for IP. The test set is always the
same. Both ILP and ILP- perform better than the
plain models. This is true even when the ILP and
ILP- models are trained with less data (HELMs and
ME models only). Note that HELM (or ME) with
ILP or ILP- trained on 25% of the data performs bet-
ter than plain HELM (or ME) trained on 100% of the
data (p<10~®). This is very important because col-
lecting and annotating data is expensive and time-
consuming. Furthermore, for CRFs in particular the
training process takes long especially for large data
sets. In our experiments CRFs took about 400 iter-
ations to converge (approx. 136 min for the whole
training set) whereas ME models took approx. 48
min for the same number of iterations and training
set size. Also, ME models trained with 100 iter-
ations (approx. 11 min) performed better than ME
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models trained with 400 iterations. The cost of ap-
plying ILP is negligible since the process is fast and
applied during testing.

5 Conclusion

We presented a novel two-stage technique for de-
tecting speech disfluencies based on ILP. In the first
stage we trained HELMs, ME models and CRFs.
During testing each classifier proposed possible la-
bels which were then assessed in the presence of lo-
cal and global constraints using ILP. We showed that
ILP can improve the performance of state-of-the-art
classifiers with negligible cost in processing time,
especially when not much training data is available.
The improvement is significant for HELMs and ME
models. In future work we will experiment with
acoustic and prosodic features and detect disfluen-
cies from the speech recognition output.
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Abstract

Contrastive summarization is the problem of
jointly generating summaries for two entities
in order to highlight their differences. In this
paper we present an investigation into con-
trastive summarization through an implemen-
tation and evaluation of a contrastive opinion
summarizer in the consumer reviews domain.

1 Introduction

Automatic summarization has historically focused
on summarizing events, a task embodied in the
series of Document Understanding Conferences'.
However, there has also been work on entity-centric
summarization, which aims to produce summaries
from text collections that are relevant to a particu-
lar entity of interest, e.g., product, person, company,
etc. A well-known example of this is from the opin-
ion mining community where there has been a num-
ber of studies on summarizing the expressed senti-
ment towards entities (cf. Hu and Liu (2006)). An-
other recent example of entity-centric summariza-
tion is the work of Filippova et al. (2009) to produce
company-specific financial report summaries.

In this study we investigate a variation of entity-
centric summarization where the goal is not to sum-
marize information about a single entity, but pairs
of entities. Specifically, our aim is to jointly gen-
erate two summaries that highlight differences be-
tween the entities — a task we call contrastive sum-
marization. An obvious application comes from the
consumer reviews domain, where a person consider-
ing a purchase wishes to see the differences in opin-
ion about the top candidates without reading all the
reviews for each product. Other applications include

"http://duc.nist.gov/
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contrasting financial news about related companies
or comparing platforms of political candidates.

Contrastive summarization has many points of
comparison in the NLP, IR and Data-Mining liter-
ature. Jindal and Liu (2006) introduce techniques
to find and analyze explicit comparison sentences,
but this assumes that such sentences exist. In con-
trastive summarization, there is no assumption that
two entities have been explicitly compared. The
goal is to automatically generate the comparisons
based on the data. In the IR community, Sun et
al. (2006) explores retrieval systems that align query
results to highlight points of commonality and dif-
ference. In contrast, we attempt to identify con-
trasts from the data, and then generate summaries
that highlight them. The novelty detection task of
determining whether a new text in a collection con-
tains information distinct from that already gathered
is also related (Soboroff and Harman, 2005). The
primary difference here is that contrastive summa-
rization aims to extract information from one col-
lection not present in the other in addition to infor-
mation present in both collections that highlights a
difference between the entities.

This paper describes a contrastive summarization
experiment where the goal is to generate contrasting
opinion summaries of two products based on con-
sumer reviews of each. We look at model design
choices, describe an implementation of a contrastive
summarizer, and provide an evaluation demonstrat-
ing a significant improvement in the usefulness of
contrastive summaries versus summaries generated
by single-product opinion summarizers.

2 Single-Product Opinion Summarization

As input we assume a set of relevant text excerpts
(typically sentences), " = {t1, ..., ty}, which con-
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tain opinions about some product of interest. The
goal of opinion summarization® is to select some
number of text excerpts to form a summary S of
the product so that S is representative of the aver-
age opinion and speaks to its important aspects (also
proportional to opinion), which we can formalize as:

S = argmax L(S5)
SCT

s.t. LENGTH(S) < K

where L is some score over possible summaries that
embodies what a user might desire in an opinion
summary, LENGTH(.S) is the length of the summary
and K is a pre-specified length constraint.

We assume the existence of standard sentiment
analysis tools to provide the information used in the
scoring function L. First, we assume the tools can
assign a sentiment score from -1 (negative) to 1 (pos-
itive) to an arbitrary span of text. Second, we as-
sume that we can extract a set of aspects that the text
is discussing (e.g, “The sound was crystal clear” is
about the aspect sound quality). We refer the reader
to abundance of literature on sentiment analysis for
more details on how such tools can be constructed
(cf. Pang and Lee (2008)). For this study, we use
the tools described and evaluated in Lerman et al.
(2009). We note however, that the subject of this
discussion is not the tools themselves, but their use.

The single product opinion summarizer we con-
sider is the Sentiment Aspect Match model (SAM)
described and evaluated in (Lerman et al., 2009).
Underlying SAM is the assumption that opinions
can be described by a bag-of-aspects generative pro-
cess where each aspect is generated independently
and the sentiment associated with the aspect is gen-
erated conditioned on its identity,

p(t) = ]I pla)p(sent(ar)la)

a€A:

where A; is a set of aspects that are mentioned in
text excerpt ¢, p(a) is the probability of seeing aspect
a, and SENT(a;) € [—1,1] is the sentiment associ-
ated with aspect a in ¢. The SAM model sets p(a)
through the maximum likelihood estimates over 7'
and assumes p(SENT(a;)|a) is normally distributed
with a mean and variance also estimated from 7". We

2We focus on text-only opinion summaries as opposed to
those based on numeric ratings (Hu and Liu, 2006).
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denote SAM(T') as the model learned using the entire
set of candidate text excerpts 7.

The SAM summarizer scores each potential sum-
mary, S, by learning another model SAM(S) based
on the text excerpts used to construct .S. We can then
measure the distance between a model learned over
the full set 7" and a summary .S by summing the KL-
divergence between their learned probability distri-
butions. In our case we have 1 + |Ap| distributions
—p(a), and p(-|a) for all a € Ar. We then define L:

L(S) = —KL(sAM(T), sam(S5))

That is, the SAM summarizer prefers summaries
whose induced model is close to the model induced
for all the opinions about the product of interest.
Thus, a good summary should (1) mention aspects in
roughly the same proportion that they are mentioned
in the full set of opinions and (2) mention aspects
with sentiment also in proportion to what is observed
in the full opinion set. A high scoring summary is
found by initializing a summary with random sen-
tences and hill-climbing by replacing sentences one
at a time until convergence.

We chose to use the SAM model for our exper-
iment for two reasons. First, Lerman et al. (2009)
showed that among a set of different opinion sum-
marizers, SAM was rated highest in a user study.
Secondly, as we will show in the next section, the
SAM summarization model can be naturally ex-
tended to produce contrastive summaries.

3 Constrastive Summarization

When jointly generating pairs of summaries, we at-
tempt to highlight differences between two products.
These differences can take multiple forms. Clearly,
two products can have different prevailing sentiment
scores with respect to an aspect (e.g. “Product X has
great image quality” vs “Product Y’s image quality
is terrible””). Reviews of different products can also
emphasize different aspects. Perhaps one product’s
screen is particularly good or bad, but another’s is
not particularly noteworthy — or perhaps the other
product simply doesn’t have a screen. Regardless of
sentiment, reviews of the first product will empha-
size the screen quality aspect more than those of the
second, indicating that our summary should as well.



Figure 1: (a) Non-joint model: Generates summaries for
two products independently. (b) Joint model: Summaries
attempt to look like text they are drawn from, but contrast
each-other. (c) Joint model: Like (b), except summaries
contrast text that the other summary is drawn from.

As input to our contrastive summarizer we assume
two products, call them x and y as well as two corre-
sponding candidate sets of opinions, 7}, and T}, re-
spectively. As output, a contrastive summarizer will
produce two summaries — S, for product x and S,
for product y — so that the summaries highlight the
differences in opinion between the two products.

What might a contrastive summarizer look like on
a high-level? Figure 1 presents some options. The
first example (1a) shows a system where each sum-
mary is generated independently, i.e., running the
SAM model on each product separately without re-
gard to the other. This procedure may provide some
useful contrastive information, but any such infor-
mation will be present incidentally. To make the
summaries specifically contrast each other, we can
modify our system by explicitly modeling the fact
that we want summaries S;, and S, to contrast. In
the SAM model this is trivial as we can simply add a
term to the scoring function £ that attempts to maxi-
mize the KL-divergence between the two summaries
induced models SAM(.S,;) and SAM(SS,).

This approach is graphically depicted in figure 1b,
where the system attempts to produce summaries
that are maximally similar to the opinion set they are
drawn from and minimally similar from each other.
However, some obvious degenerate solutions arise
if we chose to model our system this way. Consider
two products, x and y, for which all opinions dis-
cuss two aspects a and b with identical frequency
and sentiment polarity. Furthermore, several opin-
ions of x and y discuss an aspect ¢, but with oppo-
site sentiment polarity. Suppose we have to build
contrastive summaries and only have enough space
to cover a single aspect. The highest scoring con-
trastive pair of summaries would consist of one for z
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that mentions a exclusively, and one for y that men-
tions b exclusively — these summaries each mention
a promiment aspect of their product, and have no
overlap with each other. However, they provide a
false contrast because they each attempt to contrast
the other summary, rather than the other product.
Better would be for both to cover aspect c.

To remedy this, we reward summaries that in-
stead have a high KL-divergence with respect to the
other product’s full model SAM(T") as depicted in
Figure 1c. Under this setup, the degenerate solution
described above is no longer appealing, as both sum-
maries have the same KL-divergence with respect to
the other product as they do to their own product.
The fact that the summaries themselves are dissim-
ilar is irrelevant. Comparing the summaries only to
the products’ full language models prevents us from
rewarding summaries that convey a false contrast be-
tween the products under comparison. Specifically,
we now optimize the following joint summary score:

L(Sz,5y) = —KL(SAM

Note that we could additionally model divergence
between the two summaries (i.e., merging models in
figures 1b and c), but such modeling is redundant.
Furthermore, by not explicitly modeling divergence
between the two summaries we simplify the search
space as each summary can be constructed without
knowledge of the content of the second summary.

4 The Experiment

Our experiments focused on consumer electronics.
In this setting an entity to be summarized is one spe-
cific product and T is a set of segmented user re-
views about that product. We gathered reviews for
56 electronics products from several sources such as
CNet, Epinions, and PriceGrabber. The products
covered 15 categories of electronics products, in-
cluding MP3 players, digital cameras, laptops, GPS
systems, and more. Each had at least four reviews,
and the mean number of reviews per product was 70.

We manually grouped the products into cate-
gories (MP3 players, cameras, printers, GPS sys-



System ‘ As Received Consolidated System ‘ 2+ raters  All 3 raters
SAM 1.85 +o0s 1.82 1005 SAM 0.8 0.2
SAM + contrastive 1.76 + o005 1.68 + o005 SAM + contrastive 2.0 0.6

Table 1: Mean rater scores for contrastive summaries by
system. Scores range from 0-3 and lower is better.

tems, headphones, computers, and others), and gen-
erated contrastive summaries for each pair of prod-
ucts in the same category using 2 different algo-
rithms: (1) The SAM algorithm for each product in-
dividually (figure 1a) and (2) The SAM algorithm
with our adaptation for contrastive summarization
(figure 1c). Summaries were generated using K =
650, which typically consisted of 4 text excerpts of
roughly 160 characters. This allowed us to compare
different summaries without worrying about the ef-
fects of summary length on the ratings. In all, we
gathered 178 contrastive summaries (89 per system)
to be evaluated by raters and each summary was
evaluated by 3 random raters resulting in 534 rat-
ings. The raters were 55 everyday internet users
that signed-up for the experiment and were assigned
roughly 10 random ratings each. Raters were shown
two products and their contrastive summaries, and
were asked to list 1-3 differences between the prod-
ucts as seen in the two summaries. They were also
asked to read the products’ reviews to help ensure
that the differences observed were not simply arti-
facts of the summarizer but in fact are reflected in
actual opinions. Finally, raters were asked to rate
the helpfulness of the summaries in identifying these
distinctions, rating each with an integer score from
0 (Cextremely useful”) to 3 (’not useful”).

Upon examining the results, we found that raters
had a hard time finding a meaningful distinction be-
tween the two middle ratings of 1 and 2 (“useful”
and “somewhat useful””). We therefore present two
sets of results: one with the scores as received from
raters, and another with all 1 and 2 votes consol-
idated into a single class of votes with numerical
score 1.5. Table 1 gives the average scores per sys-
tem, lower scores indicating superior performance.

5 Analysis and Conclusions

The scores indicate that the addition of the con-
trastive term to the SAM model improves helpful-
ness, however both models roughly have average
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Table 2: Average number of points of contrast per com-
parison observed by multiple raters, by system. Raters
were asked to list up to 3. Higher is better.

scores in the somewhat-useful to useful range. The
difference becomes more pronounced when look-
ing at the consolidated scores. The natural question
arises: does the relatively small increase in helpful-
ness reflect that the contrastive summarizer is doing
a poor job? Or does it indicate that users only find
slightly more utility in contrastive information in
this domain? We inspected comments left by raters
in an attempt to answer this. Roughly 80% of raters
were able to find at least two points of contrast in
summaries generated by the SAM+contrastive ver-
sus 40% for summaries generated by the simple
SAM model. We then examined the consistency
of rater comments, i.e., to what degree did differ-
ent raters identify the same points of contrast from a
specific comparison? We report the results in table 2.
Note that by this metric in particular, the contrastive
summarizer outperforms its the single-product sum-
marizer by significant margins and provides a strong
argument that the contrastive model is doing its job.

Acknowledgements: The Google sentiment analy-
sis team for insightful discussions and suggestions.
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Abstract (or categoriey that are relevant to the document at
hand, which can be used to enrich the content of the

This paper presents a method for automatic .
paper P document with relevant external knowledge.

topic identification using a graph-centrality al-
gorithm applied to an encyclopedic graph de- ) . .
rived from Wikipedia. When tested onadata 2 Dynamic Ranking of Topic Relevance

set with manually assigned topics, the system . .
is found to signhé?cantl?/ improSe over a Zim- Our method is based on the premise that external

pler baseline that does not make use of the ex-  €ncyclopedic knowledge can be used to identify rel-

ternal encyclopedic knowledge. evant topics for a given document.
The method consists of two main steps. In the first
1 Introduction step, we build a knowledge graph of encyclopedic

_ , concepts based on Wikipedia, where the nodes in the
Document topics have been used for a long time By, 551 are represented by the entities and categories
librarians to improve the retrieval of a documentpat are defined in this encyclopedia. The edges be-
and to provide background or associated informatiogyeen the nodes are represented by their relation of
for browsing by users. They can also assist searchyoyimity inside the Wikipedia articles. The graph
background information gathering and contextualy pyiit once and then it is stored offline, so that it

ization tasks, and enhanced relevancy measures. .4 pe efficiently use for the identification of topics
The goal of the work described in this paper is tG, new documents.

automatically find topics that are relevant to aninput |, the second step, for each input document, we

document. We refer to this task as "topic identificay; qt jgentify the important encyclopedic concepts in
tion” (Medelyan and Witten, 2008). For inStanCe g eyt and thus create links between the content of
starting with a document on “United States in thgne gocument and the external encyclopedic graph.
Cold War,” we want to identify relevant topics, SuCheyt e run a biased graph centrality algorithm on
as “history,” “Global Conflicts,”*Soviet Union,” and e entire graph, so that all the nodes in the exter-

SO for_th. V_V_e Propose an unsuper_vised method f(?{al knowledge repository are ranked based on their
topic identification, based on a biased graph ceng|evance to the input document.

trality algorithm applied to a large knowledge graph
built from Wikipedia. 2.1 Wikipedia

The task of topic identification goes beyond key- ... . ) S . .
word extraction, since relevant topics may not bé/\/lklpedla (http://en.wikipedia.org) is a free online

necessarily mentioned in the document, and instegtﬁ'CyCIOped'a’ representing the outcome of a contin-

have to be obtained from some repositories of exious collabqratlve effort of a !arge number_of vol-
unteer contributors. The basic entry is article,

ternal knowledge. The task is also different from hich defines an entitv or an event. and consists of a
text classification, since the topics are either n i : Ity vent, :

known in advance or are provided in the form o ypertext document with hyperlinks to other pages

a controlled vocabulary with thousands of entriesv,vIthln or outside Wikipedia. In addition to arti-

and thu§ no Qla_SSiﬁC_f'J‘_tion_ can be_perfo_rmed. .In- Throughout the paper, we use the terms “topic” and “cate-
stead, with topic identification, we aim to find topicsgory” interchangeably.
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cles, Wikipedia also includes a large number of ca2.3 Biased Ranking of the Wikipedia Graph

egories, which represent topics that are relevant @tarting with the graph of encyclopedic knowledge,
a given article (the July 2008 version of Wikipediagnq knowing the nodes that belong to the input doc-
includes more than 350,000 such categories). ument, we want to rank all the nodes in the graph
We use the entire English Wikipedia to build ansp that we obtain a score that indicates their impor-
encyclopedic graph for use in the topic identificationance relative to the given document. We can do this
process. The nodes in the graph are represented iy using a graph-ranking algorithisiased toward
all the article and category pages in Wikipedia, anthe nodes belonging to the input document.
the edges between the nodes are represented by theigraph-based ranking algorithms such as PageR-
relation of proximity inside the articles. The graphank are essentially a way of deciding the importance
contains 5.8 million nOdES, and 65.5 million edges.of a vertex within a graph, based on g|oba| informa-
tion recursively drawn from the entire graph. One
2.2 Wikify! formulation is in terms of a random walk through a
directed graph. A “random surfer” visits nodes of
In order to automatically Identlfy the important eN-the graph, and has some probabmty of Jumpmg to
cyclopedic concepts in an input text, we use the Unsome other random node of the graph. The rank of
supervised system Wikify! (Mihalcea and Csomaig node is an indication of the probability that one
2007), which identifies the concepts in the text thaould find the surfer at that node at any given time.
are likely to be highly relevant for the input docu- Formally, letG = (V, E) be a directed graph with
ment, and links them to Wikipedia concepts. the set of vertice¥” and set of edgeg, whereFE is
Wikify! works in three steps, namely: (1) candi-a subset of” x V. For a given verte¥, let In(V;)
date extraction, (2) keyword ranking, and (3) worde the set of vertices that point to it (predecessors),
sense disambiguation. The candidate extraction stapd letOut(V;) be the set of vertices that verték
parses the input document and extracts all the popeints to (successors). The PageRank score of a ver-
sible n-grams that are also present in the vocabulatgx V; is defined as follows (Brin and Page, 1998):
used in the encyclopedic graph (i.e., anchor texts for SV)=(1-d) +dx 3 S(V;)
links inside Wikipedia or article or category titles). ' jeln(V;) !

Next, the ranking step assigns a numeric value t@here d is a damping factor usually set to 0.85.
each candidate, reflecting the likelihood that a given | 3 "random surfer” interpretation of the ranking
candidate is a valuable keyword_. Wikify! uses drocess, thél — d) portion represents the proba-
“keyphraseness” measure to estimate the probabiiity that a surfer navigating the graph will jump
ity of a term ¥ to be selected as a keyword intg a given node from any other node at random, and
a document by counting the number of documenige summation portion indicates that the process will
where the term was already selected as a keywogghter the node via edges directly connected to it. Us-
count(Dyey) divided by the total number of docu- jhg 3 method inspired by earlier work (Haveliwala,
ments where the term appearedint(Dy ). These 2002), we modify the formula so that tHé — d)
counts are CO"eCted from a.” the Wlklpedla artiCIeS.Component aISO accounts for the importance Of the

concepts found in the input document, and it is sup-

1
[Out(V;)]

Pk A ~ count(Dyey) " pressed for all the nodes that are not found in the
eywor ~ “count(Dw) input document.

_ _ _ _ _ S(Vi):(l—d)*Bias(Vi)—&-d*‘ > |OTl(V])‘S(VJ)
Finally, a simple word sense disambiguation J€In(Vi)

method is applied, which identifies the most IikelywhereBmS(x/;) is only defined for those nodes ini-
article in Wikipedia to which a concept should betia|ly identified in the input document:

linked to. The algorithm is based on statistical meth- , £V

ods that identify the frequency of meanings in text, Bias(Vi) = S V)

combined with symbolic methods that attempt to jelnitalNodeSet

maximize the overlap between the current documeand O for all other nodes in the graph.
and the candidate Wikipedia articles. See (Mihalcenital NodeSet is the set of nodes belonging
and Csomai, 2007) for more details. to the input document.
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Note thatf(V;) can vary in complexity from a de- articles linked to by the original documénand (3)
fault value of 1 to a complex knowledge-based edoth. Second, the dynamic ranking process can be
timation. In our implementation, we use a combitun through propagation on an encyclopedic graph
nation of the “keyphraseness” score assigned to thieat includes (1) all the articles from Wikipedia; (2)
node V; and its distance from the “Fundamentalall the categories from Wikipedia; or (3) all the arti-

category in Wikipedia. cles and the categories from Wikipedia.
Figures 1 and 2 show the precision and recall for
3 Experiments the various settingsBias and Propagate indicate

the selections made for the two parameters, which
We run two experiments, aimed at measuring the retan be set to eithedrticles, Categories, or Both.
evancy of the automatically identified topics with re-
spect to a manually annotated gold standard data set. o.s

In the first experiment, the identification of the o1

BiasArticles- PropCategories——
BiasCategories- PropArticles PropCategories«-
BiasArticles BiasCategories- PropCategoriesk

Bl.b

important concepts in the input text (used to bias the .,/ Bachrides Bastategores. brophcicess -
topic ranking process) is performed manually, by the .| | e s

BiasAvrticles BiasCategories- PropArticles PropCategories
BiasCategories- PropCategories+-
Baseline—s—

Wikipedia users. In the second experiment, the ideng

tification of these important concepts is done auto$

matically with the Wikify! system. In both experi-

ments, the ranking of the concepts from the encyclo- %%

pedic graph is performed using the dynamic ranking 0%

process described in Section 2. 0.02
We use a data set consisting of 150 articles from o

Wikipedia, which have been explicitly removed

from the encyclopedic graph. All the articles in

this data set include manual annotations of the rele<igure 1: Precision for manual input text annotations.

vant categories, as assigned by the Wikipedia users,

against which we can measure the quality of the au-

‘:\.‘}é
01 L\
R,

0.08

Pre

20 40 60 80 100
Top N topics returned

tomatic topic assignments. The 150 articles have ° e
been randomly selected while following the con- *® T
straint that they each contain at least three article * e e
links and at least three category links. Our task is sz 1;3:1’* e

to rediscover the relevant categories for each page.
Note that the task is non-trivial, since there are moré
than 350,000 categories to choose from. We eval-
uate the quality of our system through the standard
measures of precision and recall.

BiasArticles- PropCategories——
BiasCategories- PropArticles PropCategories«-
BiasArticles BiasCategories- PropCategories+
BiasArticles- PropArticles PropCategories @
BiasArticles BiasCategories- PropArticles-#---
BiasCategories- PropArticles-
BiasArticles- PropArticles-—
BiasArticles BiasCategories- PropArticles PropCategories
BiasCategories- PropCategories-
Baseline——

3.1 Manual Annotation of the Input Text 0 2 10 80 80 100

Top N topics returned

In this first experiment, the articles in the gold stan-

dard data set also include manual annotations of the Figure 2: Recall for manual input text annotations.
important concepts in the text, i.e., the links to other ] ] )
Wikipedia articles as created by the Wikipedia users. AS S€enin the figures, the best results are obtained
Thus, in this experiment we only measure the accdor a setting where both the initial bias and the prop-

racy of the dynamic topic ranking process, withouf‘_‘gation include aII_ the available nodes,_ i.e., both ar-
interference from the Wikify! system. ticles and categories. Although the primary task is

There are two main parameters that can be set gdpe identification of the categories, the addition of
ing a system run. First, the set of initial nodes use e article links improves the system performance.

as bias in the ranking can include: (1) the initial se 2These should not be confused with the categories included

of arti_cl_es Ii.nk(?d to by the original _dOCl_—'menF (Viain the document itself, which represent the gold standard anno-
the Wikipedia links); (2) the categories listed in theations and are not used at any point.
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To place results in perspective, we also calculate a o35
baseline (labeled as “Baseline” in the plots), which 0 B it
selects by default all the categories listed in the arti- gt

cles linked to by the original document. 025 il

. . 0.2
3.2 Automatic Annotation of the Input Text

oe®

Jo***"KeyRatio= 0.01——

Recall

0.15

The second experiment is similar to the first one, ex- o eyRalo= 007
cept that rather than using the manual annotations 01| #/¥", (eyRalo- 005+
of the important concepts in the input document, 4 f: KeyRalo= 016+
we use instead the Wikify! system that automat- keyRatio=0.32 -«

. . e . A 0 Baseline keyRatio= 0.04
ically identifies these important concepts by using 0 2 " 60 % 100

the method briefly described in Section 2.2. The ar- Top N topics returned
ticle links identified by Wikify! are treated in the
same way as the human anchor annotations from the-igure 4. Recall for automatic input text annotations

previous experiment. In this experiment, we havénan 350,000). Additional experiments performed
an additional parameter, which consists of the peggainst a set of documents from a source other than

centage of links selected by Wikify! out of the totalwyjkipedia are reported in (Coursey et al., 2009).
number of words in the document. We refer to this

parameter as keyRatio. The higher the keyRatio, t#e Conclusions

more terms are added, but also the higher the potef- 4 ic paper, we presented an unsupervised system

tial of noise due to mis-disambiguation. for automatic topic identification, which relies on a

Figures 3 and 4 show the effect of varying theo'ased raph centrality algorithm applied on a graph
value of the keyRatio parameter on the precision ang ;,, fro?n Vli)/ikipedia. C))/ur%xperimepr)]?s demons%ra’ltoe

recall of the system. Note thatin this experiment, Whhe usefulness of external encyclopedic knowledge
only use the best setting for the other two paramete]rgr the task of topic identification

as identified in the previous experiment, namely an
initial bias and a propagation step that include alhcknowledgments

available nodes, i.e., both articles and categories. )
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Abstract

This paper proposes an approach for bilingual
dictionary extraction from comparable corpora.
The proposed approach is based on the obser-
vation that a word and its translation share
similar dependency relations. Experimental re-
sults using 250 randomly selected translation
pairs prove that the proposed approach signifi-
cantly outperforms the traditional context-
based approach that uses bag-of-words around
translation candidates.

1 Introduction

Bilingual dictionary plays an important role in many
natural language processing tasks. For example, ma-
chine translation uses bilingual dictionary to reinforce
word and phrase alignment (Och and Ney, 2003), cross-
language information retrieval uses bilingual dictionary
for query translation (Grefenstette, 1998). The direct
way of bilingual dictionary acquisition is aligning trans-
lation candidates using parallel corpora (Wu, 1994). But
for some languages, collecting parallel corpora is not
easy. Therefore, many researchers paid attention to bi-
lingual dictionary extraction from comparable corpora
(Fung, 2000; Chiao and Zweigenbaum, 2002; Daille and
Morin, 2008; Robitaille et al., 2006; Morin et al., 2007;
Otero, 2008), in which texts are not exact translation of
each other but share common features.

Context-based approach, which is based on the ob-
servation that a term and its translation appear in similar
lexical contexts (Daille and Morin, 2008), is the most
popular approach for extracting bilingual dictionary
from comparable corpora and has shown its effective-
ness in terminology extraction (Fung, 2000; Chiao and
Zweigenbaum, 2002; Robitaille et al., 2006; Morin et al.,
2007). But it only concerns about the lexical context
around translation candidates in a restricted window.
Besides, in comparable corpora, some words may appear
in similar context even if they are not translation of each
other. For example, using a Chinese-English comparable
corpus from Wikipedia and following the definition in
(Fung, 1995), we get context heterogeneity vector of
three words (see Table 1). The Euclidean distance be-
tween the vector of “Z3F*(economics)’ and ‘econom-
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ics” is 0.084. But the Euclidean distance between the
vector of ‘Z25F2%° and ‘medicine’ is 0.075. In such
case, the incorrect dictionary entry ‘%t 3% 2%/medicine’

will be extracted by context-based approach.

Table 1. Context heterogeneity vector of words.

Word Context Heterogeneity Vector
22 % 4 (economics) (0.185, 0.006)
economics (0.101, 0.013)
medicine (0.113,0.028)

To solve this problem, we investigate a comparable
corpora from Wikipedia and find the following phe-
nomenon: if we preprocessed the corpora with a de-
pendency syntactic analyzer, a word in source language
shares similar head and modifiers with its translation in
target language, no matter whether they occur in similar
context or not. We call this phenomenon as dependency
heterogeneity. Based on this observation, we propose an
approach to extract bilingual dictionary from compara-
ble corpora. Not like only using bag-of-words around
translation candidates in context-based approach, the
proposed approach utilizes the syntactic analysis of
comparable corpora to recognize the meaning of transla-
tion candidates. Besides, the lexical information used in
the proposed approach does not restrict in a small win-
dow, but comes from the entire sentence.

We did experiments with 250 randomly selected
translation pairs. Results show that compared with the
approach based on context heterogeneity, the proposed
approach improves the accuracy of dictionary extraction
significantly.

2 Related Work

In previous work about dictionary extraction from com-
parable corpora, using context similarity is the most
popular one.

At first, Fung (1995) utilized context heterogeneity
for bilingual dictionary extraction. Our proposed ap-
proach borrows Fung’s idea but extends context hetero-
geneity to dependency heterogeneity, in order to utilize
rich syntactic information other than bag-of-words.

After that, researchers extended context heterogeneity
vector to context vector with the aid of an existing bilin-
gual dictionary (Fung, 2000; Chiao and Zweigenbaum,
2002; Robitaille et al., 2006; Morin et al., 2007; Daille
and Morin, 2008). In these works, dictionary extraction
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is fulfilled by comparing the similarity between the con-
text vectors of words in target language and the context
vectors of words in source language using an external
dictionary. The main difference between these works
and our approach is still our usage of syntactic depend-
ency other than bag-of-words. In addition, except for a
morphological analyzer and a dependency parser, our
approach does not need other external resources, such as
the external dictionary. Because of the well-developed
morphological and syntactic analysis research in recent
years, the requirement of analyzers will not bring too
much burden to the proposed approach.

Besides of using window-based contexts, there were
also some works utilizing syntactic information for bi-
lingual dictionary extraction. Otero (2007) extracted
lexico-syntactic templates from parallel corpora first,
and then used them as seeds to calculate similarity be-
tween translation candidates. Otero (2008) defined syn-
tactic rules to get lexico-syntactic contexts of words, and
then used an external bilingual dictionary to fulfill simi-
larity calculation between the lexico-syntactic context
vectors of translation candidates. Our approach differs
from these works in two ways: (1) both the above works
defined syntactic rules or templates by hand to get syn-
tactic information. Our approach uses data-driven syn-
tactic analyzers for acquiring dependency relations
automatically. Therefore, it is easier to adapt our ap-
proach to other language pairs. (2) the types of depend-
encies used for similarity calculation in our approach are
different from Otero’s work. Otero (2007; 2008) only
considered about the modification dependency among
nouns, prepositions and verbs, such as the adjective
modifier of nouns and the object of verbs. But our ap-
proach not only uses modifiers of translation candidates,
but also considers about their heads.

3 Dependency Heterogeneity of Words in
Comparable Corpora

Dependency heterogeneity means a word and its trans-
lation share similar modifiers and head in comparable
corpora. Namely, the modifiers and head of unrelated
words are different even if they occur in similar context.

Table 2. Frequently used modifiers (words are not ranked).

%32 (economics) economics medicine
HOW/micro keynesian physiology
7% M/macro new Chinese
}&:/computation institutional || traditional
Finew positive biology
Bif/politics classical internal
K2 /university labor science
& L JRIclassicists development clinical
& /Eldevelopment engineering || veterinary
i /theory finance western
SIziiE/demonstration || international || agriculture
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For example, Table 2 collects the most frequently
used 10 modifiers of the words listed in Table 1. It
shows there are 3 similar modifiers (italic words) be-
tween ‘Z:35F2%(economics)’ and ‘economics’. But there
is no similar word between the modifiers of ‘&%’
and that of ‘medicine’. Table 3 lists the most frequently
used 10 heads (when a candidate word acts as subject)
of the three words. If excluding copula, ‘4%’ and
‘economics’ share one similar head (italic words). But
‘232 and "medicine’ shares no similar head.

Table 3. Frequently used heads
(the predicate of subject, words are not ranked).

%52 (economics) economics medicine
F=lis is is
Y f#ilaverage has tends
e\l /graduate was include
7N fadmit emphasizes moved
fit/can non-rivaled means
sr4tisplit became requires
% T leave assume includes
tt./compare relies were
% A /become can has
i #lemphasize replaces may

4 Bilingual Dictionary Extraction with De-
pendency Heterogeneity

Based on the observation of dependency heterogeneity
in comparable corpora, we propose an approach to ex-
tract bilingual dictionary using dependency heterogene-
ity similarity.

4.1

Before calculating dependency heterogeneity similarity,
we need to preprocess the comparable corpora. In this
work, we focus on Chinese-English bilingual dictionary
extraction for single-nouns. Therefore, we first use a
Chinese morphological analyzer (Nakagawa and Uchi-
moto, 2007) and an English pos-tagger (Tsuruoka et al.,
2005) to analyze the raw corpora. Then we use Malt-
Parser (Nivre et al., 2007) to get syntactic dependency of
both the Chinese corpus and the English corpus. The
dependency labels produced by MaltParser (e.g. SUB)
are used to decide the type of heads and modifiers.

After that, the analyzed corpora are refined through
following steps: (1) we use a stemmer® to do stemming
for the English corpus. Considering that only nouns are
treated as translation candidates, we use stems for trans-
lation candidate but keep the original form of their heads
and modifiers in order to avoid excessive stemming. (2)
stop words are removed. For English, we use the stop
word list from (Fung, 1995). For Chinese, we remove
“[r](of)” as stop word. (3) we remove the dependencies
including punctuations and remove the sentences with

Comparable Corpora Preprocessing

! http://search.cpan.org/~snowhare/Lingua-Stem-0.83/



more than k (set as 30 empirically) words from both
English corpus and Chinese corpus, in order to reduce
the effect of parsing error on dictionary extraction.

4.2

Equation 1 shows the definition of dependency hetero-
geneity vector of a word W. It includes four elements.
Each element represents the heterogeneity of a depend-
ency relation. ‘NMOD’ (noun modifier), ‘SUB’ (sub-
ject) and ‘OBJ’ (object) are the dependency labels
produced by MaltParser.

(o))

(H NMODHead HSUBHead ! HOBJHead 1 H NMODMod )
number of different heads of W with NMOD label
HNMDDHead (W ) =

total number of heads of W with NMOD label
number of different heads of W with SUB label
HSUBHead (W) =
HOBJHead (W ) =

total number of heads of W with SUB label
H NMODMod (W ) =

Dependency Heterogeneity Vector Calculation

number of different heads of W with OBJ label

total number of heads of W with OBJ label
number of different modifiers of W with NMOD label

total number of modifiers of W with NMOD label

4.3

After calculating dependency heterogeneity vector of
translation candidates, bilingual dictionary entries are
extracted according to the distance between the vector of
W, in source language and the vector of W, in target lan-
guage. We use Euclidean distance (see equation 2) for
distance computation. The smaller distance between the
dependency heterogeneity vectors of W; and W, the
more likely they are translations of each other.

DH (Ws!W() = \/DNMODHead2 + DSUBHead2 + DOBJHead2 + DNMODMod2
DNMODHead = HNMODHead (Ws) - HNMODHead (W[)
Dsusteas = Hsustiead (\Ns) = Hsugriead (\Nt)
Dossteas = Hoaread (Ws) = Hogstead (Wt)
Dymoomos = Hmoowmed (Ws) — Hymoomod (\N!)

For example, following above definitions, we get de-
pendency heterogeneity vector of the words analyzed
before (see Table 4). The distances between these vec-
tors are Dy(Z 3552, economics) = 0.222, Du(4 527,
medicine) = 0.496. It is clear that the distance between
the vector of *Z:¥% % (economics)’ and ‘economics’ is
much smaller than that between ‘£33 and ‘medi-
cine’. Thus, the pair ‘£ ¥F#/economics’ is extracted
successfully.

Table 4. Dependency heterogeneity vector of words.

Bilingual Dictionary Extraction

@

Word Dependency Heterogeneity Vector
225 2% (economics) (0.398, 0.677,0.733, 0.471)
economics (0.466, 0.500, 0.625, 0.432)
medicine (0.748, 0.524, 0.542, 0.220)

5 Results and Discussion
5.1  Experimental Setting

We collect Chinese and English pages from Wikipedia®
with inter-language link and use them as comparable
corpora. After corpora preprocessing, we get 1,132,492

2 http://download.wikimedia.org
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English sentences and 665,789 Chinese sentences for
dependency heterogeneity vector learning. To evaluate
the proposed approach, we randomly select 250 Chi-
nese/English single-noun pairs from the aligned titles of
the collected pages as testing data, and divide them into
5 folders. Accuracy (see equation 3) and MMR (Voor-
hees, 1999) (see equation 4) are used as evaluation met-
rics. The average scores of both accuracy and MMR
among 5 folders are also calculated.

N
Accuracy = zti/N @A)
i=1
_{L if there exists correct translation in top n ranking
"~ 10, otherwise
1w 1 r,ifr<n
MMR=—)» —— rank =y '
N ,Z:‘ rank; {O, otherwise 4)

n means top n evaluation,
rimeans the rank of the correct translation in top n ranking
N means the total number of words for evaluation
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Two approaches were evaluated in this experiment. One
is the context heterogeneity approach proposed in (Fung,
1995) (context for short). The other is our proposed ap-
proach (dependency for short).

The average results of dictionary extraction are listed
in Table 5. It shows both the average accuracy and aver-
age MMR of extracted dictionary entries were improved
significantly (McNemar’s test, p<0.05) by the proposed
approach. Besides, the increase of top5 evaluation was
much higher than that of top10 evaluation, which means
the proposed approach has more potential to extract pre-
cise bilingual dictionary entries.

Results of Bilingual Dictionary Extraction

Table 5. Average results of dictionary extraction.

context dependency
ave.accu | ave.MMR ave.accu ave.MMR
Top5 0.132 0.064 | 0.208(157.58%) | 0.104(162.50%)
Topl0 | 0.296 0.086 0.380(128.38%) | 0.128(148.84%)
5.3 Effect of Dependency Heterogeneity Vector

Definition

In the proposed approach, a dependency heterogeneity
vector is defined as the combination of head and modi-
fier heterogeneities. To see the effects of different de-
pendency heterogeneity on dictionary extraction, we
evaluated the proposed approach with different vector
definitions, which are

only-head: (H \mopread » Hsugread » Hopread )
only-mod: (Hywioomod)
only-NMOD: (M ywopkead » Hxmioomod )
Table 6. Average results with different vector definitions.
Top5 Topl0
ave.accu | ave.MMR | ave.accu | ave.MMR
context 0.132 0.064 0.296 0.086
dependency 0.208 0.104 0.380 0.128
only-mod 0.156 0.080 0.336 0.103
only-head 0.176 0.077 0.336 0.098
only-NMODs 0.200 0.094 0.364 0.115




The results are listed in Table 6. It shows with any
types of vector definitions, the proposed approach out-
performed the context approach. Besides, if comparing
the results of dependency, only-mod, and only-head, a
conclusion can be drawn that head dependency hetero-
geneities and modifier dependency heterogeneities gave
similar contribution to the proposed approach. At last,
the difference between the results of dependency and
only-NMOD shows the head and modifier with NMOD
label contributed more to the proposed approach.

5.4

To do detailed analysis, we collect the dictionary entries
that are not extracted by context approach but extracted
by the proposed approach (good for short), and the en-
tries that are extracted by context approach but not ex-
tracted by the proposed approach (bad for short) from
top10 evaluation results with their occurrence time (see
Table 7). If neglecting the entries ‘3" [#/passports’ and
‘ kif#/shanghai’, we found that the proposed approach
tended to extract correct bilingual dictionary entries if
both the two words occurred frequently in the compara-
ble corpora, but failed if one of them seldom appeared.

Discussion

Table 7. Good and bad dictionary entries.

Good Bad

Chinese English Chinese English
PR NI262 jew/122 +724/53 | crucifixion/19

14 %/568 velocity/175 KIRAEI6 aquarium/31
77 52/2298 history/2376 RE AT mixture/179
4 47/1775 | organizations/2194 TE117 brick/66
15711534 movement/1541 H#14/23 | quantification/31

76 passports/80 _F#3/843 | shanghai/1247

But there are two exceptions: (1) although * I
(shanghai)” and “shanghai’ appeared frequently, the pro-
posed approach did not extract them correctly; (2) both
‘4l (passport)” and “passports’ occurred less than 100
times, but they were recognized successfully by the pro-
posed approach. Analysis shows the cleanliness of the
comparable corpora is the most possible reason. In the
English corpus we used for evaluation, many words are
incorrectly combined with ‘shanghai’ by ‘br’ (i.e. line
break), such as ‘airportbrshanghai’. These errors af-
fected the correctness of dependency heterogeneity vec-
tor of ‘shanghai’ greatly. Compared with the dirty
resource of ‘shanghai’, only base form and plural form
of “passport’ occur in the English corpus. Therefore, the
dependency heterogeneity vectors of ‘P'H&’ and ‘pass-
ports’ were precise and result in the successful extrac-
tion of this dictionary entry. We will clean the corpora to
solve this problem in our future work.

6 Conclusion and Future Work

This paper proposes an approach, which not uses the
similarity of bag-of-words around translation candidates
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but considers about the similarity of syntactic dependen-
cies, to extract bilingual dictionary from comparable
corpora. Experimental results show that the proposed
approach outperformed the context-based approach sig-
nificantly. It not only validates the feasibility of the pro-
posed approach, but also shows the effectiveness of
applying syntactic analysis in real application.

There are several future works under consideration
including corpora cleaning, extending the proposed ap-
proach from single-noun dictionary extraction to multi-
words, and adapting the proposed approach to other lan-
guage pairs. Besides, because the proposed approach is
based on the syntactic analysis of sentences with no
more than k words (see Section 4.1), the parsing accu-
racy and the setting of threshold k will affect the cor-
rectness of dependency heterogeneity vector learning.
We will try other thresholds and syntactic parsers to see
their effects on dictionary extraction in the future.
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Abstract

We adapt a semantic role parser to the do-
main of goal-directed speech by creating an
artificial treebank from an existing text tree-
bank. We use a three-component model that
includes distributional models from both tar-
get and source domains. We show that we im-
prove the parser’s performance on utterances
collected from human-machine dialogues by
training on the artificially created data without
loss of performance on the text treebank.

1 Introduction

As the quality of natural language parsing improves
and the sophistication of natural language under-
standing applications increases, there are several do-
mains where parsing, and especially semantic pars-
ing, could be useful. This is particularly true in
adaptive systems for spoken language understand-
ing, where complex utterances need to be translated
into shallow semantic representation, such as dia-
logue acts.

The domain on which we are working is goal-
directed system-driven dialogues, where a system
helps the user to fulfil a certain goal, e.g. booking a
hotel room. Typically, users respond with short an-
swers to questions posed by the system. For exam-
ple In the South is an answer to the question Where
would you like the hotel to be? Parsing helps iden-
tifying the components (In the South is a PP) and
semantic roles identify the PP as a locative, yield-
ing the following slot-value pair for the dialogue act:
area=South. A PP such as in time is not identified as
a locative, whereas keyword-spotting techniques as
those currently used in dialogue systems may pro-
duce area=South and area=time indifferently.
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Statistical syntactic and semantic parsers need
treebanks. Current available data is lacking in one or
more respects: Syntactic/semantic treebanks are de-
veloped on text, while treebanks of speech corpora
are not semantically annotated (e.g. Switchboard).
Moreover, the available human-human speech tree-
banks do not exhibit the same properties as the
system-driven speech on which we are focusing, in
particular in their proportion of non-sentential utter-
ances (NSUs), utterances that are not full sentences.
In a corpus study of a subset of the human-human
dialogues in the BNC, Fernandez (2006) found that
only 9% of the total utterances are NSUs, whereas
we find 44% in our system-driven data.

We illustrate a technique to adapt an exist-
ing semantic parser trained on merged Penn Tree-
bank/PropBank data to goal-directed system-driven
dialogue by artificial data generation. Our main con-
tribution lies in the framework used to generate ar-
tificial data for domain adaptation. We mimic the
distributions over parse structures in the target do-
main by combining the text treebank data and the
artificially created NSUs, using a three-component
model. The first component is a hand-crafted model
of NSUs. The second component describes the dis-
tribution over full sentences and types of NSUs as
found in a minimally annotated subset of the target
domain. The third component describes the distribu-
tion over the internal parse structure of the generated
data and is taken from the source domain.

Our approach differs from most approaches to do-
main adaptation, which require some training on
fully annotated target data (Nivre et al., 2007),
whereas we use minimally annotated target data
only to help determine the distributions in the ar-
tificially created data. It also differs from previ-
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ous work in domain adaptation by Foster (2007),
where similar proportions of ungrammatical and
grammatical data are combined to train a parser
on ungrammatical written text, and by Weilhammer
et al. (2006), who use interpolation between two
separately trained models, one on an artificial cor-
pus of user utterances generated by a hand-coded
domain-specific grammar and one on available cor-
pora. Whereas much previous work on parsing
speech has focused on speech repairs, e.g. Charniak
and Johnson (2001), we focus on parsing NSUs.

2 The first component: a model of NSUs

To construct a model of NSUs we studied a subset of
the data under consideration: TownInfo. This small
corpus of transcribed spoken human-machine dia-
logues in the domain of hotel/restaurant/bar search
is gathered using the TownlInfo tourist information
system (Lemon et al., 2006).

The NSUs we find in our data are mainly of the
type answers, according to the classification given
in Ferndndez (2006). More specifically, we find
short answers, plain and repeated affirmative an-
swers, plain and helpful rejections, but also greet-
ings.

Current linguistic theory provides several ap-
proaches to dealing with NSUs (Merchant, 2004;
Progovac et al., 2006; Ferndndez, 2006). Follow-
ing the linguistic analysis of NSUs as non-sentential
small clauses (Progovac et al., 2006) that do not have
tense or agreement functional nodes, we make the
assumption that they are phrasal projections. There-
fore, we reason, we can create an artificial data set
of NSUs by extracting phrasal projections from an
annotated treebank.

In the example given in the introduction, we saw
a PP fragment, but fragments can be NPs, APs, etc.
We define different types of NSUs based on the root
label of the phrasal projection and define rules that
allow us to extract NSUs (partial parse trees) from
the source corpus.! Because the target corpus also
contains full sentences, we allow full sentences to
be taken without modification from the source tree-
bank.

"Not all of these rules are simple extractions of phrasal pro-
jections, as described in section 4.
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3 The two distributional components

The distributional model consists of two compo-
nents. By applying the extraction rules to the source
corpus we build a large collection of both full sen-
tences and NSUs. The distributions in this collec-
tion follow the distributions of trees in the source do-
main (first distributional component). We then sam-
ple from this collection to generate our artificial cor-
pus following distributions from the target domain
(second distributional component).

The probability of an artificial tree P(f;(c;)) gen-
erated with an extraction rule f; applied to a con-
stituent from the source corpus c; is defined as

P(fi(cj)) = P(fi)P(cjl fi) = Pe(fi) Ps(cjl fi)

The first distributional component originates from
the source domain. It is responsible for the internal
structure of the NSUs and full sentences extracted.
Py(cj| f;) is the probability of the constituent taken
from the source treebank (c;), given that the rule f;
is applicable to that constituent.

Sampling is done according to distributions of
NSUs and full sentences found in the target corpus
(Py(fi)). As explained in section 2, there are several
types of NSUs found in the target domain. This sec-
ond component describes the distributions of types
of NSUs (or full sentences) found in the target do-
main. It determines, for example, the proportion of
NP NSUs that will be added to the artificial corpus.

To determine the target distribution we classified
171 (approximately 5%) randomly selected utter-
ances from the TownInfo data, that were used as a
development set.” In Table 1 we can see that 15.2 %
of the trees in the artificial corpus will be NP NSUs.3

4 Data generation

We constructed our artificial corpus from sections
2 to 21 of the Wall Street Journal (WSJ) section
of the Penn Treebank corpus (Marcus et al., 1993)

2We discarded very short utterances (yes, no, and greetings)
since they don’t need parsing. We also do not consider incom-
plete NSUs resulting from interruptions or recording problems.

3Because NSUs can be interpreted only in context, the same
NSU can correspond to several syntactic categories: South for
example, can be an noun, an adverb, or an adjective. In case of
ambiguity, we divided the score up for the several possible tags.
This accounts for the fractional counts.



Category | #Occ. | Perc. | Category # Occ. | Perc.
NP 190 | 152 | RB 1.7 1.3
A 12.7 | 10.1 | DT 1.0 0.8
PP 12.0 9.6 | CD 1.0 0.8
NN 11.7 9.3 | Total frag. 70.0 | 56.0
VP 11.0 8.8 | Full sents 55.0 | 440

Table 1: Distribution of types of NSUs and full sentences
in the TownInfo development set.

merged with PropBank labels (Palmer et al., 2005).
We included all the sentences from this dataset in
our artificial corpus, giving us 39,832 full sentences.
In accordance with the target distribution we added
50,699 NSUs extracted from the same dataset. We
sampled NSUs according to the distribution given in
Table 1. After the extraction we added a root FRAG
node to the extracted NSUs* and we capitalised the
first letter of each NSU to form an utterance.

There are two additional pre-processing steps.
First, for some types of NSUs maximal projections
are added. For example, in the subset from the tar-
get source we saw many occurrences of nouns with-
out determiners, such as Hotel or Bar. These types
of NSUs would be missed if we just extracted NPs
from the source data, since we assume that NSUs are
maximal projections. Therefore, we extracted single
nouns as well and we added the NP phrasal projec-
tions to these nouns in the constructed trees. Sec-
ond, not all extracted NSUs can keep their semantic
roles. Extracting part of the sentence often severs
the semantic role from the predicate of which it was
originally an argument. An exception to this are VP
NSUs and prepositional phrases that are modifiers,
such as locative PPs, which are not dependent on the
verb. Hence, we removed the semantic roles from
the generated NSUs except for VPs and modifiers.

S Experiments

We trained three parsing models on both the original
non-augmented merged Penn Treebank/Propbank
corpus and the artificially generated augmented tree-
bank including NSUs. We ran a contrastive ex-
periment to examine the usefulness of the three-
component model by training two versions of the

“The node FRAG exists in the Penn Treebank. Our annota-

tion does not introduce new labels, but only changes their dis-
tribution.
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augmented model: One with and one without the
target component.’

These models were tested on two test sets: a small
corpus of 150 transcribed utterances taken from the
TownlInfo corpus, annotated with gold syntactic and
semantic annotation by two of the authors®: the
TownlInfo test set. The second test set is used to
compare the performance of the parser on WSJ-style
sentences and consists of section 23 of the merged
Penn Treebank/Propbank corpus. We will refer to
this test set as the non-augmented test set.

5.1 The statistical parser

The parsing model is the one proposed in Merlo
and Musillo (2008), which extends the syntactic
parser of Henderson (2003) and Titov and Hender-
son (2007) with annotations which identify seman-
tic role labels, and has competitive performance.
The parser uses a generative history-based proba-
bility model for a binarised left-corner derivation.
The probabilities of derivation decisions are mod-
elled using the neural network approximation (Hen-
derson, 2003) to a type of dynamic Bayesian Net-
work called an Incremental Sigmoid Belief Network
(ISBN) (Titov and Henderson, 2007).

The ISBN models the derivation history with a
vector of binary latent variables. These latent vari-
ables learn to represent features of the parse history
which are useful for making the current and subse-
quent derivation decisions. Induction of these fea-
tures is biased towards features which are local in
the parse tree, but can find features which are passed
arbitrarily far through the tree. This flexible mecha-
nism for feature induction allows the model to adapt
to the parsing of NSUs without requiring any design
changes or feature engineering.

5.2 Results

In Table 2, we report labelled constituent recall, pre-
cision, and F-measure for the three trained parsers
(rows) on the two test sets (columns).” These mea-

5The model without the target distribution has a uniform dis-
tribution over full sentences and NSUs and within NSUs a uni-
form distribution over the 8 types.

SThis test set was constructed separately and is completely
different from the development set used to determine the distri-
butions in the target data.

"Statistical significance is determined using a stratified shuf-
fling method, using software available at http://www.cis.



Training Testing
TownlInfo PTB nonaug
Rec | Prec F Rec | Prec F
PTB nonaug | 694 | 76.7 | 729 || 81.4 | 82.1 | 81.7
PTB aug(+t) | 81.4 | 77.8 | 79.5 || 81.3 | 82.0 | 81.7
PTB aug(—t) | 62.6 | 64.3 | 634 || 81.2 | 81.9 | 81.6

Table 2: Recall, precision, and F-measure for the two test
sets, trained on non-augmented data and data augmented
with and without the target distribution component.

sures include both syntactic labels and semantic role
labels.

The results in the first two lines of the columns
headed Townlnfo indicate the performance on the
real data to which we are trying to adapt our parser:
spoken data from human-machine dialogues. The
parser does much better when trained on the aug-
mented data. The differences between training on
newspaper text and newspaper texts augmented with
artificially created data are statistically significant
(p < 0.001) and particularly large for recall: almost
12%.

The columns headed PTB nonaug show that the
performance on parsing WSJ texts is not hurt by
training on data augmented with artificially cre-
ated NSUs (first vs. second line). The difference
in performance compared to training on the non-
augmented data is not statistically significant.

The last two rows of the TownInfo data show the
results of our contrastive experiment. It is clear
that the three-component model and in particular our
careful characterisation of the target distribution is
indispensable. The F-measure drops from 79.5% to
63.4% when we disregard the target distribution.

6 Conclusions

We have shown how a three-component model that
consists of a model of the phenomenon being stud-
ied and two distributional components, one from the
source data and one from the target data, allows
one to create data artificially for training a seman-
tic parser. Specifically, analysis and minimal anno-
tation of only a small subset of utterances from the
target domain of spoken dialogue systems suffices
to determine a model of NSUs as well as the nec-
essary target distribution. Following this framework

upenn.edu/~dbikel/software.html.
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we were able to improve the performance of a statis-
tical parser on goal-directed spoken data extracted
from human-machine dialogues without degrading
the performance on full sentences.
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Abstract

This paper describes work in progress towards
using non-phonemic respellings as an addi-
tional source of information besides spelling
in the process of extending pronunciation
lexicons for speech recognition and text-to-
speech systems. Preliminary experimental
data indicates that the approach is likely to be
successful. The major benefit of the approach
is that it makes extending pronunciation lexi-
cons accessible to average users.

1 Introduction

Speech recognition (SR) systems use pronuncia-
tion lexicons to map words into the phoneme-like
units used for acoustic modeling. Text-to-speech
(TTS) systems also make use of pronunciation
lexicons, both internally and as “exception diction-
aries” meant to override the systems’ internal
grapheme-to-phoneme (G2P) convertors. There are
many situations where users might want to aug-
ment the pronunciation lexicons of SR and TTS
systems, ranging from minor fixes, such as adding
a few new words or alternate pronunciations for
existing words, to significant development efforts,
such as adapting a speech system to a specialized
domain, or developing speech systems for new
languages by bootstrapping from small amounts of
data (Kominek et al., 2008).

Unfortunately, extending the pronunciation lexi-
con (PL) is not an easy task. Getting expert help is
usually impractical, yet users have little or no sup-
port if they want to tackle the job themselves.
Where available, the user has to either know how
to transcribe a word’s pronunciation into the appli-
cation’s underlying phone set, or, in rare cases, use
pronunciation-by-orthography, whereby word pro-
nunciations are respelled using other words (e.g.,
“Thailand” 1is pronounced like “tie land”). The
former method requires a certain skill that is
clearly beyond the capabilities of the average user;
the latter is extremely limited in scope.

What is needed is a method that would make it
easy for the users to specify pronunciations them-
selves, without requiring them to be or become
expert phoneticians. In this paper we will argue —
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with backing from some preliminary experiments —
that non-phonemic respelllings might be an acces-
sible intermediate representation that will allow
speech systems to learn pronunciations directly
from user input faster and more accurately.

2 Extending pronunciation lexicons

Automatic G2P conversion seems the ideal tool to
help users with PL expansion. The user would be
shown a ranked list of automatically derived pro-
nunciations and would have to pick the correct
one. To make such a system more user-friendly, a
synthesized waveform could also be presented
(Davel and Barnard, 2004; also Kominek er al.,
2008). This approach has a major drawback: if the
system’s choices are all wrong — which is, in fact,
to be expected, if the number of choices is small —
the user would have to provide their own pronun-
ciation by using the system’s phonetic alphabet. In
our opinion this precludes the approach from being
used by non-specialists.

Other systems try to learn pronunciations only
from user-provided audio samples, via speech rec-
ognition/alignment (Beaufays et al., 2003; see also
Bansal et al., 2009 and Chung et al., 2004). In such
systems G2P conversion may be used to constrain
choices, thereby overcoming the notoriously poor
phone-level recognition performance. For example,
Beaufays et al. (2003) focused on a directory assis-
tance SR task, with many out-of-vocabulary proper
names. Their procedure works by initializing a hy-
pothesis by G2P conversion, and thereafter refin-
ing it with hypotheses from the joint alignment of
phone lattices obtained from audio samples and the
current best hypothesis. Several transformation
rules were employed to expand the search space of
alternative pronunciations.

While audio-based pronunciation learning may
appear to be more user-friendly, it actually suffers
from being a slow approach, with many audio
samples being needed to achieve reasonable per-
formance (the studies cited used up to 15 samples).
It is also unclear whether the pronunciations
learned are in fact correct, since the approach was
mostly used to help increase the performance of a
SR system. The SR performance improvements
(ranging from 40% to 74%) must be due to better
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pronunciations, but we are not aware of the exis-
tence of any correctness evaluations.

3 Non-phonemic respellings

The method proposed here is aimed at allowing
users to directly indicate the pronunciation of a
word via non-phonemic respellings (NPRs). With
NPRs, a word’s pronunciation is represented ac-
cording to the ordinary spelling rules of English,
without attempting to represent each sound with a
unique symbol. For example, the pronunciation of
the word phoneme could be indicated as \FO-neem\,
where capitalization indicates stress (boldface, un-
derlining, and the apostrophe are also used as
stress markers). It is often possible to come up with
different respellings, and, indeed, systematicity is
not a goal here; rather, the goal is to convey infor-
mation about pronunciation using familiar spell-
ing-to-sound rules, with no special training or
tables of unfamiliar symbols.

NPRs are used to indicate the pronunciation of
unfamiliar or difficult words by news organizations
(mostly for foreign names), the United States Phar-
macopoeia (for drug names), as well as countless
interest groups (astronomy, horticulture, philoso-
phy, etc.). Lately, Merriam-Webster Online' has
started using NPRs in their popular Word of the
Day” feature. Here is a recent example:

girandole * JEER-un-dohl\

While NPRs seem to be used by a fairly wide
range of audiences, we mustn’t assume that most
people are familiar with them. What we do know,
however, is that people can learn new pronuncia-
tions faster and with fewer errors from NPRs than
from phonemic transcriptions and this holds true
whether they are linguistically-trained or not
(Fraser, 1997). We contend, based on preliminary
observations, that not only are NPRs easily de-
coded, but people seem to be able to produce rela-
tively accurate NPRs, too.

4 Our Approach

Our vision is that speech applications would em-
ploy user-provided NPRs as an additional source
of information besides orthography, and use dedi-
cated NPR-to-pronunciation (N2P) models to de-
rive hypotheses about the correct pronunciation.
However, before embarking on this project, we
ought to answer three questions:
1. Is generic knowledge about grapheme-to-
phoneme mappings in English sufficient to de-
code pronunciation respellings? Or, in techni-

" http://www.merriam-webster.com
2 http://www.merriam-webster.com/cgi-bin/mwwod.pl
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cal terms, are generic G2P models going to
work as N2P models?

2. Are pronunciation respellings useful in obtain-
ing the correct pronunciation of a word beyond
the capabilities of a G2P converter?

3. Since we don’t require that average users learn
a respelling system, are novice users able to
generate useful respellings?

In the following we try to answer experimentally
the technical counterparts of the first two ques-
tions, and report results of a small study designed
to answer the third one.

4.1 Data and models

We collected a corpus of 2730 words with a to-
tal of 2847 NPR transcriptions (some words have
multiple NPRs) from National Cancer Institute’s
Dictionary of Cancer Terms.’ The dictionary con-
tains over 4000 medical terms. Here are a couple
of entries (without the definitions):

lactoferrin (LAK-toh-fayr-in)
valproic acid (val-PROH-ik A-sid)

Of the 2730 words, 1183 appear in the CMU
dictionary (Weide, 1998) — we’ll call this the ID
set. Of note, about 180 words were not truly in-
dictionary; for example, Versed (a drug brand
name), pronounced \V ERO S EH1 D\, is different
from the in-dictionary word versed, pronounced
\V ER1 S T\. We manually aligned all NPRs in the
ID set with the phonetic transcriptions.

We transcribed phonetically another 928 of the
words — we’ll call this the OOD set — not found in
the CMU dictionary; we verified the phonetic tran-
scriptions against the Merriam-Webster Online
Medical Dictionary and the New Oxford American
Dictionary (McKean, 2005).

For G2P conversion we used a joint 4-gram
model (Galescu, 2001) trained on automatic
alignments for all entries in the CMU dictionary.
We note that joint n-gram models seem to be
among the best G2P models available (Polyakova
and Bonafonte, 2006; Bisani and Ney, 2008).

4.2 Adequacy of generic G2P models

To answer the first question above, we looked at
whether the generic joint 4-gram G2P model is
adequate for converting NPRs into phonemes.

At first, it appeared that the answer would be
negative. We found out that NPRs use GP corre-
spondences that do not exist or are extremely rare
in the CMU dictionary. For example, the <[ik],
\I[H\> correspondence is very infrequent in the

3 http://www cancer.gov



CMU dictionary (and appears only in proper
names, e.g., Stihl), but is very frequently used in
NPRs. Therefore, for the [ih] grapheme the G2P
converter prefers \[HHH\ to the intended \IH\.
Similar problems happen because of the way some
diphones are transcribed. Two other peculiarities
of the transcription accounted for other errors: a)
always preferring /S/ in plurals where /Z/ would be
required, and b) using [ayr] to transcribe \EH R\,
which uses the very rare <[ay], \EH\> mapping.
These deviations from ordinary GP correspon-
dences occur with regularity and therefore we were
able to fix them with four post-processing rules.
We are confident that these rules capture specific
choices made during the compilation of the Dic-
tionary of Cancer Terms, to reduce ambiguity, and
increase consistency, with the expectation that
readers would learn to make the correct
phonological choices when reading the respellings.

Another issue was that the set of GP mappings
used in NPRs was extremely small (111) compared
to the GP correspondence set obtained automati-
cally from the CMU dictionary (1130, many of
them occurring only in proper names). However, it
turns out that 47524 entries in the CMU dictionary
(about 45%) use exclusively GP mappings found
in NPRs! This suggests that, while the generic G2P
model may not be adequate for the N2P task, the
GP mappings used in NPRs are sufficiently com-
mon that a more adequate N2P model could be
built from generic dictionary entries by selecting
only relevant entries for training. Unfortunately we
don’t have a full account of all “exotic” entries in
the CMU dictionary, but we expect that by simply
removing from the training data the approximately
54K known proper names will yield a reasonable
starting point for building N2P models.

43 NPR-to-pronunciation conversion

To assess the contribution of NPR information to
pronunciation prediction, we compare the perform-
ance of spelling-to-pronunciation conversion (the
baseline) to that of NPR-to-pronunciation conver-
sion, as well as to that of a combined spelling and
NPR-based conversion, which is our end goal.

For the N2P task, we trained two joint 4-gram
models: one based on the aligned NPRs, and a sec-
ond based on the 47K CMU dictionary entries that
use only GP mappings found in NPRs. Then, we
interpolated the two models to obtain an NPR-
specific model (the weights were not optimized for
these experiments), which we’ll call the N2P
model. The combined, spelling and NPR-based
model was an oracle combination of the G2P and
the N2P model. Phone error rates (PER) and word
error rates (WER) for both the ID set and the OOD
set are shown in Figures 1 and 2, respectively. We
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Figure 1. Phone and word error rates on the ID set.
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Figure 2. Phone and word error rates for the OOD set.

obtained n-best pronunciations with n from 1 to 10
for the three models considered.

As